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Abstract

We provide explicit series expansions to certain stochastic path-dependent integral equations in terms
of the path signature of the time augmented driving Brownian motion. Our framework encompasses a large
class of stochastic linear Volterra and delay equations and in particular the fractional Brownian motion with
a Hurst index H ∈ (0, 1). Our expressions allow to disentangle an infinite dimensional Markovian structure
and open the door to straightforward and simple approximation schemes, that we illustrate numerically.

Mathematics Subject Classification (2010): 60L10, 60L70, 60H20, 60G22

Keywords: Path-signatures, Volterra processes, Stochastic Delay equations, fractional Brownian motion.

1 Introduction

We provide explicit solutions to certain stochastic path-dependent integral equations in the form

Xt = X0 +

∫ t

0

b(t, s, (Xu)u≤s)ds+

∫ t

0

σ(t, s, (Xu)u≤s)dWs,

for some linear coefficients b, σ, in terms of the path signature of the time augmented driving Brownian motion
(t,Wt)t≥0.

We consider two non-Markovian specifications:

• The Volterra case, where the coefficients b, σ are of the form

g(t, s, (Xu)u≤s) = K(t− s)(a+ bXs),

for some locally integrable deterministic kernel K and a, b ∈ R. The Riemann-Liouville Fractional
Brownian motion and Gaussian Volterra processes constitute a particular case.

• The Delay case, where the coefficients b, σ are of the form

g(t, s, (Xu)u≤s) = a+ bXs +

∫ s

0

K(s− u)Xudu.
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In both cases, the unique strong solution X is a non-anticipative measurable function of the whole path of the
driving Brownian motion, that is

Xt = f(t, (Wu)u≤t), t ≥ 0,

for some measurable functional f .

Our main contribution is to explicit this functional f . More precisely, we show that the solution X can be

written in terms of an infinite linear combination of the signature process Ŵt of the time extended Brownian
motion Ŵt := (t,Wt) defined by the infinite sequence of iterated integrals in the Stratonovich sense:

Ŵt =

1,

(
t
Wt

)
,

(
t2

2!

∫ t

0
sdWs∫ t

0
Wsds

W 2
t

2!

)
,


t3

3!

∫ t

0

∫ s

0
udWuds∫ t

0

∫ s

0
Wududs

1
2!

∫ t

0
W 2

s ds
1
2!

∫ t

0
s2dWs

∫ t

0

∫ s

0
udWu ◦ dWs∫ t

0

∫ s

0
Wudu ◦ dWs

W 3
t

3!

 , · · ·

 ,

that is

Xt =
〈
ℓt, Ŵt

〉
, t ≥ 0, (1.1)

where the (possibly) time-dependent deterministic coefficients ℓt, given by a sequence of tensors of increasing
order, are explicit.

To highlight our strategy, consider a generalized geometric Brownian motion process X solution to

Xt = x+

∫ t

0

(a+ bXs)ds+

∫ t

0

(α+ βXs) ◦ dWs, with x, a, b, α, β ∈ R, (1.2)

where ◦ denotes Stratonovich integration rule.

Our recipe:

1. Translate the probabilistic equation into an algebraic linear equation on ℓ:

ℓ = xø+ (a+ bℓ)1+ (α+ βℓ)2, (1.3)

where concatenation with the letters 1 and 2 play respectively the role of integration with respect to dt
and dWt (in the sense of Stratonovich).

2. Solve the linear algebraic equation (1.3) by writing

ℓ = p+ ℓq, (1.4)

with

p = (xø+ a1+ α2) and q = b1+ β2,

to get

ℓ = p(ø− q)−1 = p
∑
k≥0

q⊗k.

3. Argue that the infinite series
〈
ℓ, Ŵt

〉
is well-defined and solves the stochastic differential equation (1.2).

The recipe is simple yet powerful, as it remains robust across non-Markovian settings and for multi-dimensional
Brownian motions, with the same algebraic equation (1.4) but with different p and q. To make the analysis
rigorous, we proceed as follows. First, we study the existence of solutions of the algebraic equation (1.3) taking
values in the extended tensor algebra together with some estimates for the solutions, see Proposition 2.2 and
Theorem 3.9. Second, since ℓ can have infinitely many non-zero elements, a delicate analysis is needed to make
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sense of the series expansions in (1.1), this is the object of Section 3.3. In particular, we derive a tractable
criterion for the global convergence in the supremum norm which is new compared to the related literature on
infinite series of signature elements, see for instance Ben Arous [7], Cuchiero, Svaluto-Ferro, and Teichmann
[12]. For the final step, a central ingredient for the derivation of our representation formulas in Section 4 is an
Itô’s formula for possibly infinite linear combination of signature elements, see Theorem 3.3.

We provide two type of representations: (i) time-independent representations (1.1) for non-Markovian stochas-
tic Volterra and delay equations with smooth enough kernels K where the coefficients ℓ do not depend on time,
see Theorems 4.2 and 4.4. Such ℓ would in principal correspond to the coefficients of a stochastic Itô-Taylor
expansion applied in a path-dependent setting, except that here we compute ℓ algebraically and establish the
convergence of the Taylor series. For more general kernels, we provide approximation results in Corollary 4.3;
but also (ii) time-dependent representations (1.1) with ℓt depending on time which allowed us to recover more
general Gaussian processes in Theorem 4.5 with singular kernels. For instance, for an Ornstein-Uhlenbeck
process, a time-dependent representation involves

ℓOU
t = e⊔⊔−κ(tø−1)2,

which is the algebraic translation of the probabilistic expression

Xt =

∫ t

0

e−κ(t−s)dWs,

with e⊔⊔ the shuffle exponential (2.7).

The representation (1.1) has at least two main features. First, it allows to disentangle an infinite dimensional

Markovian structure in terms of the process Ŵt. Second it opens the door to straightforward and simple
approximation schemes by truncating ℓt, numerical illustrations are provided in Section 4.4.

Motivation. The elegant framework of path signatures, as introduced by Chen [9] and extensively used in
rough path theory [18, 24], not only captures the intricate dynamics of path-dependent processes but also facil-
itates their integration into various fields of applications. A notable attribute driving the recent prominence of
signatures is their inherent ‘linearization property’, or put differently, the universal approximation property of
linear functionals of the signature. This property has found many practical applications in Machine Learning
(Chevyrev and Kormilitzin [10], Fermanian [15], Perez Arribas, Goodwin, Geddes, Lyons, and Saunders [28]),
Mathematical Finance (Abi Jaber and Gérard [3], Bayer, Hager, Riedel, and Schoenmakers [5], Bayer, Peliz-
zari, and Schoenmakers [6], Cartea, Perez Arribas, and Sanchez-Betancourt [8], Cuchiero, Gazzani, Möller,
and Svaluto-Ferro [11], Dupire and Tissot-Daguette [13], Lyons, Nejad, and Arribas [26]). . .

Our motivation for studying exact representation formulae in the form (1.1) for path-dependent processes arises
from the importance of non-Markovian stochastic modeling in various fields. Specifically, stochastic Volterra
and delay equations capture intricate temporal dependencies in time series data. For such non-Markovian
processes, the representation formulae (1.1) not only reveal the underlying Markovian structure in the whole

signature process Ŵt but also enable us to re-frame them within a rather universal framework of linear func-
tionals of the signature, for which one can develop generic methods. As illustration, recent works by Abi Jaber
and Gérard [3], Cuchiero, Svaluto-Ferro, and Teichmann [12] have demonstrated interest in infinite linear
combinations of signature elements, unveiling a surprising infinite-dimensional affine structure underlying a
broad spectrum of stochastic models. Certain Fourier-Laplace transforms of linear functionals of the signature
can be computed in terms of non-standard tensor valued infinite-dimensional Riccati equations and applied in
practice for risk management purposes in mathematical finance for instance.

Related literature on series and functional expansions. Stochastic-Taylor expansions of solutions to
Markovian stochastic differential equations (SDEs) in terms of the signature of the time augmented driving
Brownian motion (t,Wt)t≥0 have appeared in Kloeden et al. [22, Chapter 5], they have been used to develop
a cubature formula on the Wiener space by Lyons [27]; Ben Arous [7] establishes convergence criterion for
such stochastic Taylor series for Markovian SDEs with analytic coefficients; the so-called Chen–Fliess [16, 17]
approximation that generalizes the classic stochastic Taylor expansion for path dependent functionals of Marko-
vian SDEs is studied by Litterer and Oberhauser [23]; variation of constants formulae for linear forward and
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backward stochastic Volterra integral equations using certain sequence of iterated Volterra integrals, adapting
Wiener–Itô chaos expansions, are derived by Hamaguchi [21]; a functional Taylor expansion in terms of a
finite series of higher order functional derivatives multiplied by iterated integrals is presented by Dupire and
Tissot-Daguette [13], a nice overview on series and functional expansions is given there.

Our expansions can be seen as an infinite Stochastic-Taylor series expansion of the solution of path-dependent
stochastic equations whose coefficients depend linearly on the whole trajectory. In particular, we believe that
the coefficients of our time-independent expansions, obtained in ‘one shot’ by solving an algebraic equation,
can be recovered from successive functional derivatives of the coefficients of the stochastic equation. None
of the works cited above rely on such algebraic method. When it comes to studying the convergence of the
stochastic Taylor series, our work is closest in spirit to Ben Arous [7] which operates in a Markovian setting.
Just like Taylor expansions [22, 13], and unlike Volterra and Wiener expansions, the coefficients ℓ that depend

on the model parameters and the signature Ŵt of the driving noise are disentangled. Combined with the
explicit knowledge of the coefficients, this allows for a straightforward and simple numerical implementation
of non-Markovian processes.

Outline. Section 2 deals with some preliminaries on path-signatures. Section 3 is concerned with infinite
linear combinations of signature elements and their properties. Section 4 collects our representations formulae
together with a numerical illustration. The proofs are postponed to later sections and to the Appendices.

2 Preliminaries

In this section, we setup the framework for dealing with signatures of semimartingales. We not only collect
some (well-known) properties of finite linear combinations of signature elements, refer also to the first sections
in [5, 12, 26], but we also introduce and study the resolvent object in Section 2.2 which plays a crucial role in
our main results.

2.1 Tensor algebra

Let d ∈ N and denote by ⊗ the tensor product over Rd, e.g. (x ⊗ y ⊗ z)ijk = xiyjzk, for i, j, k = 1, . . . , d,
for x, y, z ∈ Rd. For n ≥ 1, we denote by (Rd)⊗n the space of tensors of order n and by (Rd)⊗0 = R. In the
sequel, we will consider mathematical objects, path signatures, that live on the extended tensor algebra space
T ((Rd)) over Rd, that is the space of (infinite) sequences of tensors defined by

T ((Rd)) :=
{
ℓ = (ℓn)∞n=0 : ℓn ∈ (Rd)⊗n

}
.

Similarly, for M ≥ 0, we define the truncated tensor algebra TM (Rd) as the space of sequences of tensors of
order at most M defined by

TM (Rd) :=
{
ℓ ∈ T ((Rd)) : ℓn = 0, ∀n > M

}
,

and the tensor algebra T (Rd) as the space of all finite sequences of tensors defined by

T (Rd) :=
⋃

M∈N
TM (Rd).

We clearly have T (Rd) ⊂ T ((Rd)). For ℓ = (ℓn)n∈N,p = (pn)n∈N ∈ T ((Rd)) and λ ∈ R, we define the following
operations:

ℓ+ p : = (ℓn + pn)n∈N, ℓ⊗ p :=

(
n∑

k=0

ℓk ⊗ pn−k

)
n∈N

, λℓ := (λℓn)n∈N.

For the rest of the paper, we will use ℓp and ℓ ⊗ p interchangeably. These operations are closed on TM (Rd)
and T (Rd).

Important notations. Let {e1, . . . , ed} ⊂ Rd be the canonical basis of Rd and Ad = {1,2, . . . ,d} be the
corresponding alphabet. To ease reading, for i ∈ {1, . . . , d}, we write ei as the blue letter i and for n ≥ 1,
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i1, . . . , in ∈ {1, . . . , d}, we write ei1 ⊗ · · · ⊗ ein as the concatenation of letters i1 · · · in, that we call a word of
length n. We note that the family (ei1 ⊗ · · · ⊗ ein)(i1,...,in)∈{1,...,d}n is a basis of (Rd)⊗n that can be identified
with the set of words of length n defined by

Vn := {i1 · · · in : ik ∈ Ad for k = 1, 2, . . . , n} . (2.1)

Moreover, we denote by ø the empty word and we set V0 = {ø} which serves as a basis for (Rd)⊗0 = R. It
follows that V := ∪n≥0Vn represents the standard basis of T ((Rd)). In particular, every ℓ ∈ T ((Rd)) can be
decomposed as

ℓ =

∞∑
n=0

∑
v∈Vn

ℓvv, (2.2)

where ℓv ∈ R is the real coefficient of ℓ at coordinate v. Representation (2.2) will be frequently used in the
paper. We stress again that in the sequel, every blue ‘word’ v ∈ V represents an element of the canonical
basis of T ((Rd)), i.e. there exists n ≥ 0 such that v is of the form v = i1 · · · in, which represents the element
ei1⊗· · ·⊗ein . The concatenation ℓv of elements ℓ ∈ T ((Rd)) and the word v = i1 · · · in means ℓ⊗ei1⊗· · ·⊗ein .
In addition to the decomposition (2.2) of elements ℓ ∈ T ((Rd)), we introduce the projection ℓ|u ∈ T ((Rd)) as

ℓ|u :=

∞∑
n=0

∑
v∈Vn

ℓvuv (2.3)

for all u ∈ V . The projection plays an important role in the space of iterated integrals as it is closely linked to
partial differentiation, in contrast with the concatenation that relates to integration. It will be used throughout
the paper.

Remark 2.1. The projection allows us to decompose elements of the extended tensor algebra ℓ ∈ T ((Rd)) as

ℓ = ℓøø+
∑
i∈Ad

ℓ|ii.

For instance, for ℓ = 4 · ø+3 · 1− 1 · 12+2 · 2212, we have that ℓø = 4, ℓ|1 = 3 · ø, ℓ|2 = −1 · 1+2 · 221 and
ℓ|3 = 0. ■

We define the bracket between ℓ ∈ T (Rd) and p ∈ T ((Rd)) by

⟨ℓ,p⟩ =
∞∑

n=0

∑
v∈Vn

ℓvpv. (2.4)

Notice that it is well defined as ℓ has finitely many non-zero terms. For ℓ ∈ T ((Rd)), the series in (2.4) involves
infinitely many terms and requires special care, this will be discussed in Section 3 below.
We will also consider another operation on the space of words V , the shuffle product. The shuffle product
plays a crucial role for an integration by parts formula on the space of iterated integrals, see Lemma 2.5 below.

Definition 2.1 (Shuffle product). The shuffle product ⊔⊔: V ×V → T (Rd) is defined inductively for all words
v and w and all letters i and j in Ad by

(vi) ⊔⊔ (wj) = (v ⊔⊔ (wj))i+ ((vi) ⊔⊔ w)j

w ⊔⊔ ø = ø ⊔⊔ w = w.

With some abuse of notation, the shuffle product on T ((Rd)) induced by the shuffle product on V will also be
denoted by ⊔⊔. The shuffle product is clearly commutative. See [19, 29] for more information on the shuffle
product.

The shuffle product corresponds to the shuffling of two decks of cards together, while keeping the order of each
single deck as illustrated on the following example: 1� 23 = 123+ 213+ 231.
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2.2 Resolvent and linear equation

For n ∈ N and ℓ ∈ T ((Rd)), we define the concatenation power of ℓ by

ℓ⊗n :=

n times︷ ︸︸ ︷
ℓ⊗ ℓ⊗ · · · ⊗ ℓ,

with the convention ℓ⊗0 = ø.
For every ℓ ∈ T ((Rd)) such that |ℓø| < 1, we define its resolvent by

(ø− ℓ)
−1

=

∞∑
n=0

ℓ⊗n. (2.5)

Remark 2.2. It is clear that if the resolvent exist then, (ø− q) (ø− q)
−1

= (ø− q)
−1

(ø− q) = ø. ■

The assumption |ℓø| < 1 ensures that the resolvent is well-defined, in the sense that every coefficient of

(ø− ℓ)
−1

is finite, see Lemma A.1. The purpose of the resolvent is to solve linear algebraic equations as shown
in the next proposition.

Proposition 2.2. Let p, q ∈ T ((Rd)) such that |qø| < 1, then the unique solution ℓ ∈ T ((Rd)) to the linear
algebraic equation

ℓ = p+ ℓq (2.6)

is given by

ℓ = p(ø− q)
−1

.

Proof. It is easy to verify that ℓ = p(ø− q)
−1

is a solution of (2.6). On the other hand, for every ℓ̃ ∈ T ((Rd))

s.t. ℓ̃ = p+ ℓ̃q, we derive ℓ̃(ø− q) = p. By remark 2.2 we know ℓ̃ = p(ø− q)
−1

, verifying the uniqueness.

Interestingly, whenever ℓ is a linear combination of single letters, the resolvent of ℓ is equal to the shuffle
exponential e⊔⊔ℓ defined by

e⊔⊔ℓ :=

∞∑
n=0

ℓ⊔⊔n

n!
(2.7)

with

ℓ⊔⊔n :=

n times︷ ︸︸ ︷
ℓ ⊔⊔ ℓ ⊔⊔ · · · ⊔⊔ ℓ, n ≥ 1, ℓ⊔⊔0 = ø.

Proposition 2.3. Let ℓ =
∑

i∈Ad
ℓii, with ℓi ∈ R, we have that

(ø− ℓ)
−1

= e⊔⊔ℓ. (2.8)

In particular, this implies
e⊔⊔ℓ = ø+ e⊔⊔ℓℓ = ø+ ℓe⊔⊔ℓ. (2.9)

Proof. We first observe that ℓø = 0, so (ø− ℓ)
−1

is well-defined, thanks to Lemma A.1. we then prove that
1
k!ℓ

⊔⊔k = ℓ⊗k. By induction, it suffices to prove for every k ∈ N+,

ℓ⊗k−1
� ℓ = kℓ⊗k. (2.10)

It is easy to check that (2.10) is satisfied for k = 1, 2. Assuming it holds for k − 1 ≥ 1, then

ℓ⊗k−1
� ℓ =

∑
i∈Ad

ℓ⊗(k−1)ℓii+
∑
i∈Ad

(
ℓ⊗(k−1)|i � ℓ

)
i

= ℓ⊗k +
∑
i∈Ad

(
ℓ⊗(k−2)

� ℓ
)
ℓii

= ℓ⊗k +
(
ℓ⊗(k−2)

� ℓ
)
ℓ

= ℓ⊗k + (k − 1)ℓ⊗(k−1)ℓ

= kℓ⊗k,

which proves (2.10) by induction, hence proving the equality (2.8). Noticing that (ø− ℓ)
−1

= ø+ℓ(ø− ℓ)
−1

=

ø+ (ø− ℓ)
−1

ℓ, we derive (2.9).
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2.3 Signature of a continuous semimartingale

We define the (path) signature of a semimartingale as the sequence of iterated stochastic integrals in the sense
of Stratonovich. Throughout the paper, the Itô integral is denoted by

∫ ·
0
YtdXt and the Stratonovich integral

by
∫ ·
0
Yt ◦ dXt. If both X and Y are semimartingales then,

∫ ·
0
Yt ◦ dXt :=

∫ ·
0
YtdXt +

1
2 [X,Y ]·.

Definition 2.4 (Signature). Fix T > 0. Let (Xt)t≥0 be a continuous semimartingale on Rd on a complete
filtered probability space (Ω,F , (Ft)t≥0,P). The signature of X is defined by

X : Ω× [0, T ] → T ((Rd))

(ω, t) 7→ Xt(ω) := (1,X1
t (ω), . . . ,Xn

t (ω), . . . ),

where

Xn
t :=

∫
0<u1<···<un<t

◦dXu1 ⊗ · · · ⊗ ◦dXun

takes value in (Rd)⊗n, n ≥ 0. Similarly, the truncated signature of order M ∈ N is defined by

X≤M : [0, T ] → TM (Rd) (2.11)

(ω, t) 7→ X≤M
t (ω) := (1,X1

t (ω), . . . ,XM
t (ω), 0, . . . , 0, . . . ).

The signature plays a similar role as polynomials on path-space. Indeed, in dimension d = 1, the signature

of X is the sequence of monomials
(

(Xt−X0)
n

n!

)
n∈N

. In particular, for ℓ ∈ TM (R), ⟨ℓ,Xt⟩ is a polynomial in

(Xt −X0) of degree no greater than M .

Example 2.3. For Xt = (t,W 1
t ,W

2
t , . . . ,W

d
t ), where (W 1

t ,W
2
t , . . . ,W

d
t ) is a d-dimentional Brownian motion,

we can compute the first level of the signature

X1
t =

(
t,W 1

t ,W
2
t , · · · ,W d

t

)
,

and the second level

X2
t =


t2

2

∫ t

0
sdW 1

s · · ·
∫ t

0
sdW d

s∫ t

0
W 1

s ds
(W 1

t )
2

2 · · ·
∫ t

0
W 1

s ◦ dW d
s

...
...

. . .
...∫ t

0
W d

s ds
∫ t

0
W d

s ◦ dW 1
s · · · (Wd

t )
2

2

 .

■

Remark 2.4. It follows from Definition 2.4 that the level n of the signature Xn
t := (Xi1···in

t )(i1···in)∈Vn
∈ (Rd)⊗n

can be written in the following iterated form

Xi1···in
t =

∫ t

0

Xi1···in−1
s ◦ dX in

s , i1 · · · in ∈ Vn. (2.12)

■

2.4 Finite linear combinations of signature elements

In this section, we fix X a continuous semimartingale on Rd and we let X be its signature. We recall some
important properties of finite linear combinations of signature elements ⟨ℓ,Xt⟩ for ℓ ∈ T (Rd), recall (2.4).

The first one highlights a crucial linearization property of the signature, the product of two linear combinations
of the signature is again a linear combination of the signature where the coefficients are given by the shuffle
product, recall Definition 2.1. This property will be later extended to infinite linear combinations of signatures
in Proposition 3.1 below.

Lemma 2.5 (Shuffle product property). For ℓ,p ∈ T (Rd),

⟨ℓ,Xt⟩ ⟨p,Xt⟩ = ⟨ℓ ⊔⊔ p,Xt⟩ .
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Proof. This follows from the standard chain rule of Stratonovich integrals, see Gaines [19, Proposition 2.2].

The shuffle product can be seen as an extension of the Cauchy product to the space of signatures. For example,
set d = 1, X0 = 0 and ℓ ∈ TM (R),p ∈ TN (R) for some N,M ∈ N, i.e. there exists (am)m≤M , (bn)n≤N ∈ R
such that ℓ =

∑M
m=0 am1⊗m, p =

∑N
n=0 bn1

⊗n. Then,

⟨ℓ,Xt⟩ ⟨p,Xt⟩ =
M∑

m=0

am
(Xt)

m

m!

N∑
n=0

bn
(Xt)

n

n!
=

M+N∑
k=0

ck
(Xt)

k

k!

with ck =
∑k

i=0

(
k
i

)
aibk−i. In this case ℓ ⊔⊔ p =

∑M+N
k=0 ck1

⊗k.

The second property shows that any finite linear combination of signature elements is a semi-martingale
with an explicit decomposition given in terms of the projection elements, recall (2.3). This semi-martingality
property is no longer always true when infinite linear combinations of signature elements are considered, see
Theorem 3.3 below.

Lemma 2.6. Let ℓ ∈ T (Rd), then (⟨ℓ,Xt⟩)t≥0 is a semimartingale with decomposition

d ⟨ℓ,Xt⟩ =
∑
i∈Ad

⟨ℓ|i,Xt⟩ ◦ dX i
t.

Proof. It follows from the equivalent definition of the signature (2.12) that

⟨ℓ|ii,Xt⟩ =
∫ t

0

⟨ℓ|i,Xs⟩ ◦ dX i
s, i ∈ Ad.

Then, using the projection relation (2.3) and the linearity of the bracket, we get that

⟨ℓ,Xt⟩ =

〈
ℓøø+

∑
i∈Ad

ℓ|ii,Xt

〉
= ℓø +

∑
i∈Ad

∫ t

0

⟨ℓ|i,Xs⟩ ◦ dX i
s.

Finally, we show how to transform the Stratonovich integral into the Itô integral in the context of finite linear
combination of the signature.

Lemma 2.7. Let ℓ ∈ T (Rd), then for every i ∈ Ad:

⟨ℓ,Xt⟩ ◦ dX i
t = ⟨ℓ,Xt⟩ dX i

t +
1

2

∑
j∈Ad

⟨ℓ|j,Xt⟩ d[Xj, X i]t.

Proof. Denote by Yt = ⟨ℓ,Xt⟩ and fix i ∈ Ad. It follows from Lemma 2.6 that Y is a semimartingale with
dynamics

dYt =
∑
j∈Ad

⟨ℓ|j,Xt⟩ ◦ dXj
t .

Therefore, by the definition of the Stratonovich integral:

Yt ◦ dX i
t = YtdX

i
t +

1

2
d[Y,X i]t = YtdX

i
t +

1

2

∑
j∈Ad

⟨ℓ|j,Xt⟩ d[Xj, X i]t.
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3 Infinite linear combinations of signature elements

From now on, we fix a complete filtered probability space (Ω,F ,F := (Ft)t∈[0,T ],P) satisfying the usual con-

ditions, and (Xt)0≤t≤T a continuous F-semimartingale on Rd and we let X be its signature. In Section 2.3, we

recalled well-known properties of finite linear combinations of signature elements ⟨ℓ,Xt⟩ for ℓ ∈ T (Rd). In this
section, we study infinite linear combinations ⟨ℓ,Xt⟩ for certain admissible ℓ ∈ T ((Rd)) for which the infinite
series will make sense. Our central results in this section are an Itô formula for such elements in Theorem 3.3
below, a control for their supremum norm in Propositions 3.5 and 3.6, and an estimate of solutions of algebraic
linear equations taking values in the extended tensor algebra in Theorem 3.9.

For this, we consider the space A(X) of admissible elements ℓ using the associated stochastic semi-norm:

||ℓ||A(X)
t :=

∞∑
n=0

∣∣∣∣∣ ∑
v∈Vn

ℓvXv
t

∣∣∣∣∣ , t ≥ 0,

recall the definition of Vn in (2.1) and the decomposition (2.2). ||ℓ||A(X)
t is actually random variables. Whenever

||ℓ||A(X)
t < ∞ a.s., the infinite linear combination

⟨ℓ,Xt⟩ :=
∞∑

n=0

∑
v∈Vn

ℓvXv
t

is well-defined. This leads to the following definition for the admissible set A(X) :

A(X) :=
{
ℓ ∈ T ((Rd)) : ||ℓ||A(X)

t < ∞ for all t ∈ [0, T ] a.s.
}
.

For simplicity, we write A (resp. ||·||At ), in place of A(X) (resp. ||·||A(X)
t ), when it does not cause ambiguity.

Note that T (Rd) ⊂ A and that ⟨ℓ,Xt⟩ extends (2.4), as the two bracket operations ⟨·, ·⟩ coincide whenever
ℓ ∈ T (Rd).

Remark 3.1. The space A plays a crucial role in this paper. Whenever we talk about ⟨ℓ,Xt⟩ for ℓ ∈ T ((Rd)),
we have to first verify that ℓ belongs to A to ensure that ⟨ℓ,Xt⟩ is well defined. The set A is a natural set
to consider. It has also been studied in Cuchiero, Svaluto-Ferro, and Teichmann [12, Example 3.2 (iii)]. In
practice, however, we will use a stronger but more tractable criterion in Section 3.3 below to obtain that a
given ℓ belongs to A. ■

Remark 3.2. If ℓ ∈ A, then ⟨ℓ,Xt⟩ is a progressively measurable process, as it is the a.s.-limit of a series of
progressively measurable processes. ■

3.1 Closed operations

It is straightforward to see that the sets A is closed under linear operations, i.e. for a, b ∈ R and ℓ,p ∈ A, then
aℓ+ bp ∈ A.
Moreover, A is closed under the shuffle product. The next proposition extends the shuffle property, derived in
Proposition 2.5, to the case of infinite linear combination of signatures. We note that it can be obtained from
a particular instance of the more general result in [12, Lemma 4.4] dealing with so-called shuffle compatible
partitions. For completeness we provide a proof for our specific setting in Appendix C.

Proposition 3.1 (Extended Shuffle property). If ℓ,p ∈ A, then ℓ ⊔⊔ p ∈ A and

⟨ℓ,Xt⟩ ⟨p,Xt⟩ = ⟨ℓ ⊔⊔ p,Xt⟩ .

Proof. The proof is provided in Appendix C.

3.2 Itô’s formula

The aim of this subsection is the derivation of an Itô’s formula in Theorem 3.3 below for infinite linear
combinations of signature elements. In preparation, we define Qi(X), the set of coordinates of X that have a
non-zero quadratic covariation with X i:

Qi(X) :=
{
j ∈ Ad : [Xj, X i]t ̸= 0, on a set of non-zero dt⊗ dP measure

}
, i ∈ Ad.
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Remark 3.3. Qi(X) is introduced in order to get rid of unnecessary assumptions in Theorem 3.2, since we
only need ℓ|j ∈ A for those j ∈ Qi(X). For example, in the particular case of Xt = (t,Wt), with W a one-
dimensional Brownian motion, assumptions are only needed for the terms ℓ, ℓ|1, ℓ|2, ℓ|22 ∈ A, but not for ℓ|21
and ℓ|12. ■

Lemma 3.2. Fix i ∈ Ad and let ℓ ∈ A be such that

ℓi ∈ A,

∫ T

0

(
||ℓ||At

)2
d[X i, X i]t < ∞ and

∫ T

0

||ℓ||At d
∣∣F i

t

∣∣ < ∞, (3.1)

where F i is the finite variation part of X i. We also assume that for every j ∈ Qi(X),

ℓ|j ∈ A and

∫ T

0

||ℓ|j||At d[Xj, X i]t < ∞. (3.2)

Then,

⟨ℓi,Xt⟩ =
∫ t

0

⟨ℓ,Xs⟩ dX i
s +

1

2

∑
j∈Ad

∫ t

0

⟨ℓ|j,Xs⟩ d[Xj, X i]s, a.s. (3.3)

for every t ∈ [0, T ].

Proof. Fix t ∈ [0, T ]. Clearly, under the assumptions (3.1)-(3.2) on ℓ, the right side of equation (3.3) is well
defined. For every word v ∈ V , we can write it as v =

∑
j∈Ad

v|jj. By Lemma 2.7, we obtain:

⟨vi,Xt⟩ =
∫ t

0

⟨v,Xt⟩ ◦ dX i
t =

1

2

∑
j∈Ad

∫ t

0

⟨v|j,Xs⟩ d[Xj, X i]s +

∫ t

0

⟨v,Xs⟩ dX i
s.

Combined with the decomposition (2.2), it yields that

⟨ℓi,Xt⟩ =
∞∑

n=0

∑
v∈Vn

ℓv ⟨vi,Xt⟩ =
∞∑

n=0

∑
v∈Vn

ℓv
∫ t

0

1

2

∑
j∈Ad

⟨v|j,Xs⟩ d[Xj, X i]s + ⟨v,Xs⟩ dX i
s

 . (3.4)

It remains to argue, using dominated convergence, that both terms appearing on the right-hand side of (3.4)
correspond to the terms in (3.3).

(i) For the first term, if j /∈ Qi(X), [Xj, X i]t = 0 for all t, so we only care about the letters j ∈ Qi(X). Since
ℓ|j =

∑∞
n=0

∑
v∈Vn

ℓvv|j ∈ A by assumption (3.2), we can apply the dominated convergence theorem,

with ||ℓ|j||At as the dominated function, and get

∞∑
n=0

∑
v∈Vn

ℓv
∫ t

0

⟨v|j,Xs⟩ d[Xj, X i]s =

∫ t

0

( ∞∑
n=0

∑
v∈Vn

ℓv ⟨v|j,Xs⟩

)
d[Xj, X i]s

=

∫ t

0

⟨ℓ|j,Xs⟩ d[Xj, X i]s (3.5)

(ii) For the second term, let us define

Y N
t :=

N∑
n=0

∑
v∈Vn

ℓv
∫ t

0

⟨v,Xs⟩ dX i
s.

On the one hand, as
∫ T

0

(
||ℓ||At

)2
d[X i, X i]t < ∞ and

∑N
n=0

∑
v∈Vn

ℓv ⟨v,Xt⟩ ≤ ||ℓ||At for every N and

assumption (3.1), by the dominated convergence theorem for stochastic integrals, the random variable
Y N converges in probability to

10



Y ∞
t :=

∫ t

0

∞∑
n=0

∑
v∈Vn

ℓv ⟨v,Xs⟩ dX i
s

as N → ∞.

On the other hand, since ℓi ∈ A, the left-hand side of (3.4) is a.s. finite, and since second term of its

right-hand side has been proved to be finite, it follows that
∑∞

n=0

∑
v∈Vn

ℓv
∫ t

0
⟨v,Xs⟩ dX i

s exists a.s. and

corresponds to an almost sure limit of Y N as N → ∞. Which yields

∞∑
n=0

∑
v∈Vn

ℓv
∫ t

0

⟨v,Xs⟩ dX i
s = Y ∞

t =

∫ t

0

⟨ℓ,Xs⟩ dX i
s a.s. (3.6)

Combining (3.4), (3.5) and (3.6) yields (3.3) and completes the proof.

Remark 3.4. To obtain that equality (3.3) holds for every t almost surely, one could argue that ⟨ℓi,Xt⟩ is a
continuous process for instance. This requires additional conditions on ℓ, see for instance Proposition 3.6-(iii)
below. ■

We are now in place to state the main result of this section which is an Itô’s formula for infinite linear
combinations of signature elements. For this, we need to define the following set

I(X) :=

ℓ ∈ A :
for every i ∈ Ad and j ∈ Qi(X), ℓ|i, ℓ|ji ∈ A and∫ T

0

(
||ℓ|i||At d

∣∣F i
t

∣∣+ ||ℓ|ji||At d[Xj, X i]t +
(
||ℓ|i||At

)2
d[X i, X i]t

)
< ∞, a.s.

 ,

which can be seen as the analog of the space C2(R) when one applies Itô’s formula on f(W ), see Example 3.5
below.

Theorem 3.3 (Itô’s formula). Let ℓ ∈ I(X), then (⟨ℓ,Xt⟩)t≤T is an Itô process such that

⟨ℓ,Xt⟩ = ℓø +
∑
i∈Ad

∫ t

0

⟨ℓ|i,Xs⟩ dX i
s +

1

2

∑
i∈Ad

∑
j∈Ad

∫ t

0

⟨ℓ|ji,Xs⟩ d[Xj, X i]s, (3.7)

for all t ≤ T . In particular, when we take Xt to be Ŵt = (t,W 2
t , . . . ,W

d
t ), with W a (d− 1)-Brownian motion

then, the set I reads

I(Ŵ ) =

ℓ ∈ A :
ℓ|1, ℓ|j, ℓ|jj ∈ A, j ∈ {2, . . . ,d} , and∫ T

0
||ℓ|1||At dt+

∑
j∈{2,...,d}

∫ T

0

(
||ℓ|jj||At +

(
||ℓ|j||At

)2)
dt < ∞, a.s.

 , (3.8)

and for every ℓ ∈ I(Ŵ ):

〈
ℓ, Ŵt

〉
= ℓø +

∫ t

0

〈
ℓ|1 +

1

2

∑
j∈{2,...,d}

ℓ|jj, Ŵs

〉
ds+

∑
j∈{2,...,d}

∫ t

0

〈
ℓ|j, Ŵs

〉
dW j

s . (3.9)

Proof. The proof follows from an application of Lemma 3.2 combined with the decomposition (2.3).

The following example highlights that Theorem 3.3 is indeed an extension of the usual Itô’s formula on f(W ).

Example 3.5. Let d = 2 and Ŵt = (t,Wt), and fix an analytic function f(y) :=
∑

n≥0 any
n with infinite radius

of convergence which we apply to W . It is clear that

f(Wt) =
∑
n≥0

anW
n
t =

〈
ℓ, Ŵt

〉
,

where
ℓ =

∑
n≥0

an2
⊔⊔n =

∑
n≥0

ann!2
⊗n.
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In particular, the projections read:

ℓ|1 = 0,

ℓ|2 =
∑
n≥0

an+1(n+ 1)!2⊗n =
∑
n≥0

an+1(n+ 1)2⊔⊔n,

ℓ|22 =
∑
n≥0

an+2(n+ 2)!2⊗n =
∑
n≥0

an+2(n+ 1)(n+ 2)2⊔⊔n.

It is easy to verify that ℓ, ℓ|2, ℓ|22 ∈ A since f has infinite radius of convergence. We can thus further derive
that

f ′(Wt) =
〈
ℓ|2, Ŵt

〉
, f ′′(Wt) =

〈
ℓ|22, Ŵt

〉
.

On the other hand we can see that ||ℓ|2||At =
∑∞

n=0(n+1)|an+1|·|Wt|n, and since g(x) :=
∑

n≥0(n+1)|an+1|xn

is also analytic and ||ℓ|2||At has continuous sample path almost surely, then

sup
t∈[0,T ]

||ℓ|2||At < ∞.

With similar arguments we can show that supt∈[0,T ] ||ℓ|22||
A
t < ∞. This allows us to verify that ℓ ∈ I(Ŵ ). An

application of our Itô’s formula (3.9) yields〈
ℓ, Ŵt

〉
= ℓø +

∫ t

0

〈
ℓ|2, Ŵs

〉
dWs +

1

2

∫ t

0

〈
ℓ|22, Ŵs

〉
ds,

which translates into

f(Wt) = f(0) +

∫ t

0

f ′(Ws)dWs +
1

2

∫ t

0

f ′′(Ws)ds,

the standard Itô’s formula. ■

Remark 3.6. It should be noted that the identity (3.7) only holds almost surely for every fixed t. However,
as remark 3.4, if we additionally assume ⟨ℓ,Xt⟩ is continuous, then (3.7) holds for every t ∈ [0, T ] almost

surely. In particular, when Xt = Ŵt = (t,W 2
t , . . . ,W

d
t ), and ℓ ∈ Ah (where Ah is introduced in Section 3.3

below), the continuity assumption is satisfied by Proposition (3.6)-(iii). Our applications of Theorem 3.3 in
later section are all in this strong sense. ■

We can easily extend Theorem 3.3 to time-dependent linear functionals, i.e. ℓ : [0, T ] → T ((Rd)). For this, let
us define

I ′(X) :=

ℓ : [0, T ] → A :

for every v ∈ V, ℓv ∈ C1([0, T ],R) and
for every i ∈ Ad, j ∈ Qi(X) and for all t ∈ [0, T ], ℓt|i, ℓt|ji, ℓ̇t ∈ A and∫ T

0

(
||ℓt|i||At d

∣∣F i
t

∣∣+ ||ℓt|ji||At d[Xj, X i]t +
(
||ℓt|i||At

)2
d[X i, X i]t

)
< ∞ a.s.

 ,

where ℓ̇t =
∑∞

n=0

∑
v∈Vn

d
dtℓ

v
t v.

Corollary 3.4. Let ℓ ∈ I ′(X), then (⟨ℓt,Xt⟩)t≤T is an Itô process such that

⟨ℓt,Xt⟩ = ℓøt +
∑
i∈Ad

∫ t

0

⟨ℓs|i,Xs⟩ dX i
s +

1

2

∑
j∈Ad

∑
i∈Ad

∫ t

0

⟨ℓs|ji,Xs⟩ d[Xj, X i]s +

∫ t

0

〈
ℓ̇s,Xs

〉
ds,

for all t ≤ T.

Proof. The proof is similar to the proof of Theorem 3.3.

Remark 3.7. The example of the fractional Riemann-Liouville Brownian motion treated in Section 4.3 shows
that, contrary to the finite case, not all infinite linear combinations of signature elements of Ŵ are semimartin-
gales. In particular, Theorem 3.3 and Corollary 3.4 cannot be applied in such cases.

■
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3.3 The space Ah and moment estimates

In practice, it is not an easy task to verify directly whether a given ℓ belongs to A, even for the case of the
time extended (d− 1)-dimensional Brownian motion Xt = Ŵt = (t,W 2

t , . . . ,W
d
t ). The aim of this subsection

is to introduce a subset Ah of A, specific to such Ŵ with d ≥ 2, by essentially controlling the expectation of

its signature Ŵ. We will give a tractable criterion to prove that a given ℓ belongs to Ah and thus to A.
In order to motivate the set Ah, we will derive an upper bound for the moments of the signature elements of

Ŵ with the help of Fawcett’s formula [14] using a deterministic function h. For that and to ease the notations,
for every v ∈ V we let n(v) denote length of v, i.e. v ∈ Vn(v), and x(v) the number of occurrences of the
letter 1 in v. In the following, if it does not cause ambiguity, we will write n and x in place of n(v) and x(v)
respectively for brevity.

Example 3.8. Let v = 111321, then n = 6 and x = 4. ■

We first provide a tight bound for the second moment:

Proposition 3.5. Fix t ∈ [0, T ] and v ∈ V . We have

(i)

E
∣∣∣〈v, Ŵt

〉∣∣∣2 ≤
(
2n

n

)
tn+x

(n+ x)!
2x−n, (3.10)

(ii) and there exists a non-negative constant C ≥ 2 independent of v and t, such that

E

[
sup

s∈[0,t]

∣∣∣〈v, Ŵs

〉∣∣∣2] ≤ ht(v)
2, (3.11)

where

ht(v) :=
C

(n+ 1)
1
4

(2t)
1
2 (n+x)√

(n+ x− 1)!
,

with the convention that n! = 1 for n ≤ 0. In particular, h satisfies the following sub-multiplicative
property

ht(uv) ≤ ht(u)ht(v), u,v ∈ V. (3.12)

Proof. The proof is given in Appendix B.

Based on Proposition 3.5, an application of Jensen’s inequality yields

E

[
sup

s∈[0,t]

∣∣∣〈v, Ŵs

〉∣∣∣] ≤ ht(v). (3.13)

We are now ready to introduce a norm on T ((Rd)) using the function h:

||ℓ||Ah

t :=

∞∑
n=0

∑
v∈Vn

|ℓv|ht(v), ℓ ∈ T ((Rd)).

Unlike ||·||A, ||·||Ah is deterministic, thus simplifying the computation. Moreover, notice that ||·||Ah

t is an
increasing function of t, which naturally leads to the definition of the normed vector space:

Ah :=
{
ℓ ∈ T ((Rd)) : ||ℓ||Ah

T < ∞
}
.

Proposition 3.6. Fix ℓ ∈ Ah. The following properties hold:

(i) Ah ⊂ A, and

E

[
sup

s∈[0,t]

||ℓ||As

]
≤ ||ℓ||Ah

t , t ≤ T.
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(ii) Ah induces a natural upper bound

E

[
sup

s∈[0,t]

〈
ℓ, Ŵs

〉2]
≤
(
||ℓ||Ah

t

)2
, t ≤ T.

(iii) t 7→
〈
ℓ, Ŵt

〉
is continuous and the strong error of convergence of the truncated linear combination of the

signature elements satisfies

E

[
sup

t∈[0,T ]

∣∣∣〈ℓ, Ŵ≤M
t

〉
−
〈
ℓ, Ŵt

〉∣∣∣] ≤
∞∑

n=M

∑
v∈Vn

|ℓv|hT (v), M ∈ N. (3.14)

Proof. (i) For all ℓ ∈ Ah, the inequality (3.13) yields

E

[
sup

s∈[0,t]

||ℓ||As

]
≤

∞∑
n=0

∑
v∈Vn

|ℓv|E

[
sup

s∈[0,t]

∣∣∣〈v, Ŵs

〉∣∣∣] ≤
∞∑

n=0

∑
v∈Vn

|ℓv|ht(v) ≤ ||ℓ||Ah

t < ∞.

Consequently, supt∈[0,T ] ||ℓ||
A
t < ∞ a.s. and thus ℓ ∈ A(Ŵ).

(ii) Starting with

〈
ℓ, Ŵs

〉2
=

(∑
v∈V

ℓv
〈
v, Ŵs

〉)2

≤
∑
u∈V

∑
w∈V

|ℓuℓw| ·
∣∣∣〈u, Ŵs

〉〈
w, Ŵs

〉∣∣∣ ,
we get that

sup
s∈[0,t]

〈
ℓ, Ŵs

〉2
≤
∑
u∈V

∑
w∈V

|ℓuℓw| · sup
s∈[0,t]

∣∣∣〈u, Ŵs

〉∣∣∣ · sup
s∈[0,t]

∣∣∣〈w, Ŵs

〉∣∣∣ .
Taking the expectation and applying Cauchy-Schwarz inequality yields that

E

[
sup

s∈[0,t]

〈
ℓ, Ŵs

〉2]
≤
∑
u∈V

∑
w∈V

|ℓuℓw|
√

E sup
s∈[0,t]

〈
u, Ŵs

〉2√
E sup

s∈[0,t]

〈
w, Ŵs

〉2
=

(∑
v∈V

|ℓv|
√
E sup

s∈[0,t]

〈
v, Ŵs

〉2)2

≤

(∑
v∈V

|ℓv|ht(v)

)2

=
(
||ℓ||Ah

t

)2
.

(iii) Define

Xt :=
〈
ℓ, Ŵt

〉
=

∞∑
n=0

∑
v∈Vn

ℓvŴv
t and XM

t :=
〈
ℓ, Ŵ≤M

t

〉
=

M∑
n=0

∑
v∈Vn

ℓvŴv
t .

It follows from inequality (3.13) that

E

[
sup

t∈[0,T ]

∣∣Xt −XM
t

∣∣] ≤
∞∑

n=M+1

∑
v∈Vn

|ℓv|E

[
sup

t∈[0,T ]

〈
v, Ŵt

〉]
≤

∞∑
n=M+1

∑
v∈Vn

|ℓv|hT (v).

Moreover, ℓ ∈ Ah implies that

lim
M→∞

∞∑
n=M+1

∑
v∈Vn

|ℓv|hT (v) = 0.
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Thus

E

[
sup

t∈[0,T ]

∣∣Xt −XM
t

∣∣]→ 0,

implying that
sup

t∈[0,T ]

∣∣Xt −XM
t

∣∣→ 0 in probability as M → ∞.

So there exists a sub-sequence (Mk)k∈N such that supt∈[0,T ]

∣∣∣Xt −XMk
t

∣∣∣ → 0 a.s. Moreover, as XMk is

continuous, X is also continuous.

Derived from (3.12), the next proposition shows that ||·||Ah is sub-multiplicative for the tensor product.

Proposition 3.7. For every p, ℓ ∈ T ((Rd)),

||pℓ||Ah

t ≤ ||p||Ah

t ||ℓ||Ah

t .

In particular, if p, ℓ ∈ Ah, then pℓ ∈ Ah.

Proof. First notice that for all k ∈ N and w ∈ Vk,

⟨pℓ,w⟩ =
k∑

n=0

∑
u∈Vn

∑
v∈Vk−n

puℓv ⟨uv,w⟩ ,

so that

||pℓ||Ah

t =

∞∑
k=0

∑
w∈Vk

|⟨pℓ,w⟩|ht(w)

=

∞∑
k=0

∑
w∈Vk

∣∣∣∣∣∣
k∑

n=0

∑
u∈Vn

∑
v∈Vk−n

puℓv ⟨uv,w⟩

∣∣∣∣∣∣ht(w)

≤
∞∑
k=0

k∑
n=0

∑
u∈Vn

∑
v∈Vk−n

∑
w∈Vk

|puℓv| ⟨uv,w⟩ht(w)

Then, using (3.12)

||pℓ||Ah

t ≤
∞∑
k=0

k∑
n=0

∑
u∈Vn

∑
v∈Vk−n

|puℓv|ht(u)ht(v)
∑
w∈Vk

⟨uv,w⟩

=

∞∑
m=0

∞∑
n=0

∑
u∈Vn

∑
v∈Vm

|puℓv|ht(u)ht(v)

= ||p||Ah

t ||ℓ||Ah

t .

Remark 3.9. Compared to the literature, our estimate for the supremum norm (3.11) appears to be used for
the first time and plays a crucial role in our convergence analysis. The closest related results appeared in

Ben Arous [7] where moment estimates of E|⟨v, Ŵt⟩|2 and certain convergence criterion for infinite series of

signatures of Ŵ , i.e. iterated sequence of Stratonovich integrals, are established. The estimate in [7, Lemma
2] has the same order as (3.10) given here, although the constant there is not as sharp as ours (since we make
use of Fawcett’s formula) but has the same order of magnitude (see the remark following [7, Lemma 3]). We

also provide estimates for E|⟨v, Ŵt⟩|p for every p ∈ N+, see proposition B.1. But most importantly, we provide

an estimate for E[sups∈[0,t] |⟨v, Ŵs⟩|2] in (3.11), which is necessary to prove convergence for all t almost surely

instead of simply for a fixed t, when compared to the convergence criterion in [7, Theorem 2 (1)]. Additionally,
the second criteria [7, Theorem 2 (2)] requires the second order norm to be bounded, we only require the first

order norm ||·||Ah

t to be bounded, which is hence milder. ■
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3.4 Back to the linear algebraic equation

We now prove that the solution ℓ to the linear algebraic equation (2.6) belongs to Ah under suitable conditions
on p and q, see Theorem 3.9. This is a crucial ingredient in obtaining convergence of our representations

formula
〈
ℓ, Ŵt

〉
in Section 4. For this, we start by introducing the following partial order:

Definition 3.8. Let p, q ∈ T ((Rd)). We say that q is dominated by p if for all v ∈ V , |qv| ≤ pv. We then
write

q ⪯ p.

Theorem 3.9. Let p ∈ Ah and q ∈ T ((Rd)) such that qø = 0. Assume that either

q ⪯ ae⊔⊔b or q ⪯ e⊔⊔ba, (3.15)

for some a =
∑

i∈Ad
aii and b =

∑
i∈Ad

bii with ai, bi ∈ R, then the resolvent (ø− q)
−1

is well defined and

belongs to Ah. Furthermore, the unique solution ℓ ∈ T ((Rd)) to the linear equation

ℓ = p+ ℓq

belongs to Ah.

The rest of the section is dedicated to the proof of Theorem 3.9.
First, we prove that e⊔⊔b ∈ Ah.

Lemma 3.10. Let b =
∑

i∈Ad
bii with bi ∈ R, then

e⊔⊔b = (ø− b)
−1 ∈ Ah.

Proof. First, the equality is ensured by Proposition 2.3, so it suffices to prove (ø− b)
−1 ∈ Ah. For simplicity,

we provide a proof for the case where d = 2, the extension to the general case follows along the same lines.
For a word v ∈ V , we recall the notations n(v) and x(v) that denote the length of v and the number of
1 in v respectively. We also recall that hT (v) depends on v only through n(v) and x(v), meaning that for
any u ∈ V , n(v) = n(u) and x(v) = x(u) imply hT (v) = hT (u). Therefore, assuming b = a1 + b2 and

ℓ = (ø− (a1+ b2))
−1

, we can decompose ||ℓ||Ah

T as:

||ℓ||Ah

T =

∞∑
n=0

∑
v∈Vn

|ℓv|hT (v)

=

∞∑
n=0

n∑
k=0

(
n

k

)
|a|k |b|n−k

hT (1
⊗k2⊗n−k)

=

∞∑
m=0

∞∑
k=0

(
k +m

k

)
|a|k |b|m hT (1

⊗k2⊗m)

=

∞∑
m=0

∞∑
k=0

(k +m)!

k! m!
|a|k |b|m C

(k +m+ 1)
1
4

(2T )k+
m
2√

(2k +m− 1)!

= C

∞∑
m=0

∞∑
k=0

|2Ta|k

k!

∣∣∣√2Tb
∣∣∣m

√
m!

(k +m+ 1)−
1
4

√
(k +m)!2

m!(2k +m− 1)!
.

After remarking that (k +m+ 1)−
1
4 ≤ 1 for all k,m ∈ N, we can shift our attention to the square root on the

right-hand side:

(k +m)!2

m!(2k +m− 1)!
=

∏k
j=1(m+ j)∏k−1

j=1 (k +m+ j)
≤ k +m+ 1 ≤ (k + 1)(m+ 1).

This gives

||ℓ||Ah

T ≤ C

∞∑
m=0

(√
m+ 1

m!

∣∣∣√2Tb
∣∣∣m) ∞∑

k=0

(√
k + 1

k!
|2Ta|k

)
.
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Now, thanks to Stirling’s formula,

√
k + 1

k!
∼
( e
k

)k
and

√
m+ 1

m!
∼ m

1
4

( e

m

)m
2

so it is clear that both
∑

k≥0

√
k+1
k! xk and

∑
m≥0

√
m+1
m! ym have an infinite radius of convergence, hence proving

||ℓ||Ah

T < ∞.

This naturally leads to the following lemma:

Lemma 3.11. Let a =
∑

i∈Ad
aii and b =

∑
i∈Ad

bii with ai, bi ∈ R, then(
ø− ae⊔⊔b

)−1
= (ø− b)e⊔⊔(a+b) ∈ Ah

and (
ø− e⊔⊔ba

)−1
= e⊔⊔(a+b)(ø− b) ∈ Ah.

Proof. Let us start with a, b ∈ T ((Rd)) s.t. aø = bø = 0. Observing that −a = −a(ø−b)−1(ø−b), we obtain:

ø− (a+ b) = ø− b− a(ø− b)
−1

(ø− b)

=
(
ø− a(ø− b)

−1
)
(ø− b) .

Similarly we derive that

ø− (a+ b) = (ø− b)
(
ø− (ø− b)

−1
a
)
,

which directly implies (
ø− a(ø− b)

−1
)−1

= (ø− b) (ø− (a+ b))
−1

and (
ø− (ø− b)

−1
a
)−1

= (ø− (a+ b))
−1

(ø− b) .

Now taking a =
∑

i∈Ad
aii and b =

∑
i∈Ad

bii and applying Lemma 3.10 together with Proposition 3.7 ends
the proof.

Finally, we prove that the resolvent retains the partial order of Definition 3.8.

Lemma 3.12. Let p, q ∈ T ((Rd)) such that |pø| , |qø| < 1 and q ⪯ p, then

(ø− q)
−1 ⪯ (ø− p)

−1
.

Proof. We will first rewrite the equation of the resolvent (2.5), for ℓ ∈ T ((Rd)) such that |ℓø| < 1, as

(ø− ℓ)
−1

=

∞∑
k=0

ℓ⊗k =

∞∑
k=0

( ∞∑
m=0

∑
v∈Vm

ℓvv

)⊗k

=

∞∑
m=0

∑
v∈Vm

fv(ℓ
u, n(u) ≤ m)v

where fv is a polynomial function of degree n for all v ∈ Vn, which is independent of ℓ and has dn+1−1
d−1

variables {ℓu : |u| ≤ |v|}. We also notice that the coefficients of fv are all non-negative integers. (For example,
f11(ℓ

u, |u| ≤ 2) = 2ℓøℓ11 + (ℓ1)2 and f12(ℓ
u, |u| ≤ 2) = 2ℓøℓ12 + 2ℓ1ℓ2.) Now recall the Definition 3.8 where

q ⪯ p implies |qv| ≤ pv for all v ∈ V . Combined this with the fact that f has non-negative coefficients, it is
easy to see that, for all v ∈ Vn we have

|fv(qu, n(u) ≤ m)| ≤ fv(p
u, n(u) ≤ m),

which ends the proof.
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We can now prove Theorem 3.9.

Proof of Theorem 3.9. First we assume that q ⪯ ae⊔⊔b. Since qø = 0, Proposition 2.2 yields that (ø− q)
−1

is well-defined and

ℓ = p(ø− q)
−1

.

Furthermore, by Lemmas 3.11 and 3.12, we have that (ø− q)
−1 ∈ Ah. Then an application of Proposition 3.7

shows that ℓ ∈ Ah. The case q ⪯ e⊔⊔ba follows along the same lines.

4 Signature representations of path-dependent processes

In this section, we provide our main signature representation formulae for linear path-dependent equations.
We consider three categories:

• Linear Volterra equations: exact, time-independent representations for smooth enough kernels, and an
approximation result for more general kernels, in Section 4.1,

• Certain linear delay equations: exact, time-independent representations for a weighted sum of exponential
kernels, in Section 4.2,

• Gaussian Volterra processes: exact, time-dependent representations for possibly singular kernels, includ-
ing the Riemann-Liouville fractional Brownian motion for a Hurst index H ∈ (0, 1), in Section 4.3

In the sequel, we will consider the 2-dimensional semimartingale Ŵt = (t,Wt), where W is a one-dimensional
Brownian motion, we will discuss extensions for a d-dimensional Brownian motion in Remarks 4.6 and 4.8.

4.1 Linear Volterra equations

The first class we consider is linear Volterra equations of the form

Yt = y +

∫ t

0

K1(t− s) (a1 + b1Ys) ds+

∫ t

0

K2(t− s) (a2 + b2Ys) dWs, (4.1)

for some real coefficients a1, b1, a2, b2, y and locally square-integrable kernelsK1,K2. Since the drift and volatil-
ity coefficients are linear in Y and hence Lipschitz continuous, the stochastic integral equation (4.1) admits a
unique strong solution Y , see for instance [4, Theorem 3.3].

In our next theorem, we provide an explicit infinite linear representation for the solution Yt =
〈
ℓ, Ŵt

〉
in

terms of the signature elements of Ŵ and time-independent coefficients ℓ. For this, we will need the following
structure on the kernels K1 and K2:

K1(u) =

∫
[0,∞)

e−xuµ1(dx) and K2(u) =

∫
[0,∞)

e−xuµ2(dx), (4.2)

for finite measures µ1 and µ2 and such that∫
[0,∞)

xnµ1(dx) +

∫
[0,∞)

xnµ2(dx) < Mn, n ∈ N, (4.3)

for some constant M > 0.

In particular, this implies that K1,K2 are infinitely continuously differentiable on [0, T ]. For such smooth
coefficients K1,K2 the solution X is even a semimartingale.

Example 4.1. Let us consider µ(dx) = f(x)dx for a positive bounded measurable function f with compact
support. It is easy to see that for such µ, the assumptions (4.2)-(4.3) are satisfied. Another example is the

case µ(dx) =
∑k

n=1 cnδxn
(dx) and K(u) =

∑k
n=1 cne

−xnu for cn, xn ∈ R. ■
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Before we state the theorem, we need to clarify how one can make sense of
∫
[0,∞)

ℓ(x)µ(dx) when ℓ : x 7→ ℓ(x)

is a function taking values in T ((Rd)).

Definition 4.1 (Integral of parameterized linear functionals). Given a measure µ on [0,∞) and a family
(ℓ(x))x≥0 such that ℓ(x) =

∑
v∈V ℓv(x)v ∈ T ((Rd)) for x ≥ 0, where ℓv : R+ → R. We say that x 7→ ℓ(x) is

element-wise integrable in terms of the measure µ, if
∫
[0,∞)

|ℓv(x)|µ(dx) < ∞ for all v ∈ V and we denote the

set of all those x 7→ ℓ(x) by L1(T ((R2)), µ). For every x 7→ ℓ(x) ∈ L1(T ((R2)), µ), we define:∫
[0,∞)

ℓ(x)µ(dx) :=

∞∑
n=0

∑
v∈Vn

(∫
[0,∞)

ℓv(x)µ(dx)

)
v.

Furthermore, if
∫
[0,∞)

ℓ(x)µ(dx) ∈ A, we say that
∫
[0,∞)

ℓ(x)µ(dx) is integrable in terms of the measure µ and

we denote the set of all those x 7→ ℓ(x) by L1(A, µ).

Example 4.2. Take ℓ(x) = e⊔⊔−x1 and µ(dx) = e−
x2

2 dx, then ℓ ∈ L1(T ((Rd)), µ) and thus
∫
[0,∞)

ℓ(x)µ(dx)

is a well-defined element of T ((Rd)). Furthermore we can check that
∫
[0,∞)

ℓ(x)µ(dx) ∈ A, showing that

ℓ ∈ L1(A, µ). Now fixing ℓ(x) = e⊔⊔−x1, for a general measure µ, we can easily see that ℓ ∈ L1(A, µ) if and

only if
∑∞

n=0

∫
[0,∞)

xn

n! µ(dx) < ∞. This partially explains why the assumption (4.3) arises. ■

Theorem 4.2. Fix K1,K2 satisfying (4.2)-(4.3). The solution Y to the linear Volterra equation (4.1) admits
the time-independent signature representation

Yt =
〈
ℓVOL, Ŵt

〉
for every t ≤ T , a.s., with ℓVOL = pVOL

(
ø− qVOL

)−1
(4.4)

and

pVOL : = a11

∫
[0,∞)

e⊔⊔−x1µ1(dx) + a2
(
2− 1

2b2K2(0)1
) ∫

[0,∞)

e⊔⊔−x1µ2(dx) + yø, (4.5)

qVOL : = b11

∫
[0,∞)

e⊔⊔−x1µ1(dx) + b2
(
2− 1

2b2K2(0)1
) ∫

[0,∞)

e⊔⊔−x1µ2(dx), (4.6)

and are such that pVOL, qVOL ∈ Ah and ℓVOL ∈ Ah ∩ I(Ŵ ). In particular, they all belong to A.

Proof. The proof is given in Section 5.

For b2 = 0 and K1 = K2 ≡ 1, one recovers from the representation in Theorem 4.2 a time-independent
representation for the Ornstein-Uhlenbeck process as shown in the following example. For a time-dependent
representation of the same process, we refer to Example 4.10 below.

Example 4.3 (Ornstein-Uhlenbeck). Set b2 = 0, and µ1(dx) = µ2(dx) = δ0(dx), where δ0 is the Dirac mass at
0. In this case, K1(u) = K2(u) = 1 and equation (4.1) reads

dYt = (a1 + b1Yt)dt+ a2dWt, Y0 = y ∈ R.

meaning that Y is an Ornstein-Uhlenbeck process. Moreover, in this case,
∫
[0,∞)

e⊔⊔−x1µ1(dx) =∫
[0,∞)

e⊔⊔−x1µ2(dx) = ø. So that

qVOL = b11, pVOL = yø+ a11+ a22.

An application of Theorem 4.2 yields that the Ornstein-Uhlenbeck process Y can be written as

Yt =
〈
ℓOU, Ŵt

〉
with

ℓOU = (yø+ a11+ a22) (ø− b11)
−1

= (yø+ a11+ a22) e
⊔⊔b11,

where the second equality follows from Proposition 2.3. ■
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Furthermore, for a1 = a2 = 0 and K1 = K2 ≡ 1, one recovers from the representation in Theorem 4.2 the
explicit solution of the geometric Brownian motion:

Example 4.4 (Geometric Brownian motion). Take a1 = a2 = 0, and µ1(dx) = µ2(dx) = δ0(dx), where δ0 is
the Dirac mass at 0. In this case, K1(u) = K2(u) = 1 and

∫
[0,∞)

e⊔⊔−x1µ1(dx) =
∫
[0,∞)

e⊔⊔−x1µ2(dx) = ø.

Therefore qVOL =
(
b1 − 1

2b
2
2

)
1+ b22, p

VOL = yø and thus, using Proposition 2.3,

ℓVOL = y
(
ø−

(
b1 − 1

2b
2
2

)
1− b22

)−1
= ye⊔⊔(b1−

1
2 b

2
2)1+b22.

It follows from the shuffle property 3.1 and the definition of the shuffle exponential in (2.7), that

Yt = y
〈
e⊔⊔(b1−

1
2 b

2
2)1+b22, Ŵt

〉
= ye

〈(
b1−

1
2 b

2
2

)
1+b22,Ŵt

〉
= ye

(
b1−

1
2 b

2
2

)
t+b2Wt ,

which is the geometric Brownian motion, solution to

dYt

Yt
= b1dt+ b2dWt, Y0 = y ∈ R.

■

Upon initial inspection, our assumptions regarding K1 and K2 may appear limiting. However, the stability
results of stochastic Volterra equations allow us to approximate solutions for broader classes of kernels. For
example, we can approximate solutions for the singular fractional kernel K(t) = tH−1/2 with H ∈ (0, 1/2)
using linear combinations of the signature elements, as demonstrated in the following corollary.

Corollary 4.3. Let K1,K2 be locally square-integrable kernels and denote by Y the solution of (4.1). For
n ∈ N, let µn

1 (dx) =
∑n

i=1 ciδxi
(dx) and µn

2 (dx) =
∑n

i=1 diδyi
(dx), for some ci, di, xi, yi ∈ R, and set Kn

1 ,K
n
2

as in (4.2) and Y n
t =

〈
ℓVOL
n , Ŵt

〉
as in (4.4) both with µn

1 and µn
2 instead of µ1 and µ2. Assume that∫ T

0

|Kn
1 (s)−K1(s)|2 ds+

∫ T

0

|Kn
2 (s)−K2(s)|2 ds → 0, as n → ∞. (4.7)

Then,

sup
t∈[0,T ]

E
[∣∣∣Yt −

〈
ℓVOL
n , Ŵt

〉∣∣∣p]→ 0, as n → ∞, p ∈ N.

Proof. For n ∈ N, it follows from Example 4.1 that µn and λn satisfy the assumptions (4.3). Hence, an

application of Theorem 4.2 yields that Y n
t =

〈
ℓVOL
n , Ŵt

〉
solves the stochastic Volterra equation

Y n
t = y +

∫ t

0

Kn
1 (t− s) (a1 + b1Ys) ds+

∫ t

0

Kn
2 (t− s) (a2 + b2Ys) dWs.

Routine applications of Jensen’s and Grownall’s convolution inequalities, see for instance the proof of [4,
Lemma 2.4] and [20, Lemma 9.8.2], yield that

sup
t∈[0,T ]

E [|Yt − Y n
t |p] ≤ Cp

(∫ T

0

|Kn
1 (s)−K1(s)|2 ds

) p
2

+

(∫ T

0

|Kn
2 (s)−K2(s)|2 ds

) p
2

 , p ∈ N,

for some Cp > 0, which ends the proof.

Remark 4.5. Different choices exist in the literature on Volterra processes for the parameters cnk , d
n
k , x

n
k , y

n
k

to ensure the convergence of the weighted sum of exponentials towards the initial kernels in (4.7) whenever
K1 and K2 are completely monotone functions on (0,∞), i.e. infinitely differentiable on (0,∞) such that
(−1)nK(n) ≥ 0. For instance, for a Hurst indexH ∈ (0, 1/2), the singular fractional kernel tH−1/2 is completely
monotone and admits the following representation (following Berstein’s theorem) as a Laplace transform:

tH− 1
2

Γ(H + 1
2 )

=

∫
[0,∞)

e−xtµ(dx) and µ(dx) =
x−H− 1

2

Γ(H + 1
2 )Γ(

1
2 −H)

dx.
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For n ≥ 1 and rn > 1, such that

rn ↓ 1 and n ln rn → ∞, as n → ∞,

with the following parametrization for the weights and the mean reversions

cnk =
(r1−α

n − 1)r
(α−1)(1+n

2 )
n

Γ(α)Γ(2− α)
r(1−α)k
n and xn

k =
1− α

2− α

r2−α
n − 1

r1−α
n − 1

rk−1−n/2
n , for k = 1, . . . , n,

where α := H + 1/2 for some H ∈ (0, 1/2), one can obtain the convergence of
∑n

k=1 c
n
ke

−xn
k t towards the

fractional kernel in the sense of (4.7), see [1, 2] for more details. ■

Remark 4.6. Theorem 4.2 can be readily extended to the case where the Volterra equation is driven by a
(d− 1)-dimensional Brownian motion W of the form

Yt = y +

∫ t

0

K1(t− s) (a1 + b1Ys) ds+
∑

j∈{2,...,d}

∫ t

0

Kj(t− s) (aj + bjYs) dW
j
s .

Here each Ki is of the form Ki(u) =
∫
[0,∞)

e−xuµi(dx) with a finite measure µi satisfying (4.3) with the same

constant M , for i ∈ {1, . . . ,d}. Then, similar to Theorem 4.2, we obtain the representation

Yt =
〈
ℓVOL, Ŵt

〉
, ℓVOL = pVOL

(
ø− qVOL

)−1
,

while pVOL and qVOL are updated to:

pVOL : =
∑

i∈{1,...,d}

aii

∫
[0,∞)

e⊔⊔−x1µi(dx)−
1

2

∑
j∈{2,...,d}

ajbjKj(0)1

∫
[0,∞)

e⊔⊔−x1µj(dx) + yø,

qVOL : =
∑

i∈{1,...,d}

bii

∫
[0,∞)

e⊔⊔−x1µi(dx)−
1

2

∑
j∈{2,...,d}

b2jKj(0)1

∫
[0,∞)

e⊔⊔−x1µj(dx).

■

4.2 Linear delay equations

A second equation that we consider is a delay equation with linear delays both in the drift and in the volatility
parts. To keep notations simple and highlight the main ideas, we restrict to weighted sum of exponential
kernels:

dZt =

(
a1 + b1Zt +

∫ t

0

K1(t− s)Zsds

)
dt+

(
a2 + b2Zt +

∫ t

0

K2(t− s)Zsds

)
dWt, (4.8)

Z0 = z ∈ R,

where

Ki(t) =

ki∑
m=1

cmi eα
m
i t,

with ai, bi, c
m
i , αm

i ∈ R, ki ∈ N for i = 1, 2. Again, it is straightforward to obtain the existence and uniqueness
of a strong solution Z since the coefficients are linear. We stress that Z cannot be written as a Volterra
equation in the sense of (4.1) unless K2 is zero.

Theorem 4.4. The solution Z to the linear delay equation (4.8) admits the time-independent signature rep-
resentation

Zt =
〈
ℓDE, Ŵt

〉
for every t ≤ T , a.s., with ℓDE = pDE

(
ø− qDE

)−1
, (4.9)

and

pDE :=
(
a1 − 1

2b2a2
)
1+ a22+ zø,

qDE :=
(
b1 − 1

2b
2
2

)
1+ b22+

(
k1∑
n=1

cn11e
⊔⊔αn

1 1 − 1

2
b2

k2∑
m=1

cm2 1e⊔⊔αm
2 1

)
1+

(
k2∑

m=1

cm2 1e⊔⊔αm
2 1

)
2,

and are such that pDE, qDE ∈ Ah and ℓDE ∈ Ah ∩ I(Ŵ ). In particular, they all belong to A.
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Proof. The proof is given in Section 6.

Remark 4.7. For more general kernels K1,K2 a similar stability argument as in Corollary 4.3 allows to ap-
proximate the solution to the delay equation by linear combination of the signatures. ■

Remark 4.8. Similar to Remark 4.6, Theorem 4.4 can also be extended to the case where the Delayed equation
is driven by a (d− 1)-dimensional Brownian motion W of the form:

dZt =

(
a1 + b1Zt +

∫ t

0

K1(t− s)Zsds

)
dt+

∑
j∈{2,...,d}

(
aj + bjZt +

∫ t

0

Kj(t− s)Zsds

)
dW j

t ,

Z0 = z ∈ R,

where

Ki(t) =

ki∑
m=1

cmi eα
m
i t.

Then similar to Theorem 4.4, we have the representation:

Zt =
〈
ℓDE, Ŵt

〉
, ℓDE = pDE

(
ø− qDE

)−1
,

while pDE and qDE are updated to:

pDE =
∑

i∈{1,...,d}

aii−
1

2

∑
j∈{2,...,d}

ajbj1+ zø,

qDE =
∑

i∈{1,...,d}

bii−
1

2

∑
j∈{2,...,d}

b2j1+
∑

i∈{1,...,d}

ki∑
m=1

cmi 1e⊔⊔αm
i 1i− 1

2

∑
j∈{2,...,d}

bj

kj∑
m=1

cmj e⊔⊔αm
j 111.

■

4.3 Gaussian Volterra processes

The final class that we consider are continuous Gaussian Volterra processes of the form

Xt =

∫ t

0

K(t− s)dWs, (4.10)

for a locally square-integrable deterministic kernel K that is infinitely differentiable on (0, T ] and satisfies
∑∞

n=0

∣∣K(n)(t)
∣∣ tn+1

2

n!
√
2n+1

< ∞ and
∫ t

0

(∑∞
n=0

∣∣K(n)(t)
∣∣ sn
n!

)2
ds < ∞, t ∈ (0, T ],∫ T

0

(∑∞
n=0

∣∣K(n)(t)
∣∣ tn+1

2

n!
√
2n+1

)
dt < ∞,

(4.11)

where K(n) denotes the n-th derivative on (0, T ].

We note that here, and in contrast with Theorem 4.2, K can have a singularity at 0, as shown in Example 4.11
for the Riemann-Liouville fractional Brownian motion. For such kernels, Corollary 4.3 already provides an
approximation result by infinite linear combinations of signature elements of Ŵ with time-independent coef-
ficients ℓ. More interestingly, the following theorem shows that exact infinite linear representation of X are
possible but with time-dependent coefficients ℓt. Time-dependent representations seemed crucial for us to
obtain exact representations for singular kernels.

Theorem 4.5. Fixed K : (0, T ] → R satisfying (4.11), the Gaussian Volterra process X defined in (4.10)
admits a time-dependent signature representation

Xt =
〈
ℓGV
t , Ŵt

〉
, a.s.

for every t ≤ T , with ℓGV
t given by

ℓGV
t =

{∑∞
n=0 K

(n)(t)(−1)n1⊗n2 if t ∈ (0, T ],

0 else.
(4.12)
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Proof. The proof is given in Section 7.

Remark 4.9. Unlike the representations in Theorems 4.2 and 4.4, here
〈
ℓGV
t , Ŵt

〉
is a modification of Xt and

it is not necessarily indistinguishable from the process X.

The following example shows that the exponential kernel K(t) = e−κt for κ > 0 satisfies the assumption
of Theorem 4.5. This provides a time-dependent representation of the Ornstein-Uhlenbeck process, recall
Example 4.3 for the time-independent representation.

Example 4.10 (Ornstein-Uhlenbeck process). Let

Xt =

∫ t

0

e−κ(t−s)dWs =

∫ t

0

K(t− s)dWs

with K(t) = e−κt and κ ∈ R. We first check that K satisfies (4.11). Clearly K is infinitely differentiable on
[0, T ] such that

∣∣K(n)(t)
∣∣ = |κ|n K(t). Therefore,

∫ t

0

( ∞∑
n=0

∣∣K(n)(t)
∣∣ sn

n!

)2

ds =

∫ t

0

(
K(t)

∞∑
n=0

(|κ| s)n

n!

)2

ds = K(t)2
∫ t

0

e2|κ|sds < ∞.

Moreover

∞∑
n=0

∣∣K(n)(t)
∣∣

n!
√
2n+ 1

tn+
1
2 =

√
te−κt

∞∑
n=0

(|κ| t)n

n!

1√
2n+ 1

≤
√
Te|κ|T

∞∑
n=0

(|κ| t)n

n!
=

√
Te2|κ|T < ∞.

Thus ∫ T

0

( ∞∑
n=0

∣∣K(n)(t)
∣∣

n!
√
2n+ 1

tn+
1
2

)
dt ≤ T

3
2 e2|κ|T < ∞.

Finally, Theorem 4.5 yields the signature representation Xt =
〈
ℓOU
t , Ŵt

〉
, with

ℓOU
t = e−κt

∞∑
n=0

κn1⊗n2.

Note that we can more compactly write it as

ℓOU
t = e⊔⊔−κ(tø−1)2,

which is the algebraic translation of the probabilistic expression

Xt =

∫ t

0

e−κ(t−s)dWs.

■

The following example shows that the fractional kernel K(t) = tH−1/2 for H ∈ (0, 1), with singularity at 0 for
H < 1/2, satisfies the assumption of Theorem 4.5. This provides a representation of the Riemann-Liouville
fractional Brownian motion, and shows that infinite linear combinations of signature elements are not always
semimartingales, recall Remark 3.7.

Example 4.11 (Riemann-Liouville fractional Brownian motion). Let

Xt =
1

Γ
(
H + 1

2

) ∫ t

0

(t− s)H− 1
2 dWs =

∫ t

0

K(t− s)dWs,

with K(t) = tH− 1
2

Γ(H+ 1
2 )
. We first check that K satisfies (4.11). Clearly K is analytical on (0, T ] for H ∈ (0, 1) :

K(n)(t) = K(t)t−n
(
H − 1

2

)n
= K(t)(−t)−n

(
1
2 −H

)n̄
23



where xn =
∏n−1

k=0(x− k) and xn̄ =
∏n−1

k=0(x+ k) denote the falling and rising factorials respectively.

Furthermore, one can then remark that

∣∣∣K(n)(t)
∣∣∣ = {K(n)(t)(−1)n if H < 1

2 ,

K(n)(t)(−1)n+1 else.

Therefore∫ t

0

( ∞∑
n=0

∣∣K(n)(t)
∣∣ sn

n!

)2

ds =

∫ t

0

(
K(t)

∞∑
n=0

(
H − 1

2

)n 1

n!

(
−s

t

)n
)2

ds =

∫ t

0

K(t− s)2ds < ∞,

where the last equality comes from the Taylor expansion of (1−x)H−1/2 which converges for |x| < 1. Moreover
we have ∣∣∣K(n)(t)

∣∣∣ = K(t)
Γ
(
n+ 1

2 −H
)

Γ
(
1
2 −H

) t−n = O
((

n
t

) 1
2−H

(n− 1)!t−n
)
, n > 0,

therefore
∞∑

n=0

∣∣K(n)(t)
∣∣

n!
√
2n+ 1

tn+
1
2 ≤ CtH

∞∑
n=1

n−1−H < ∞.

And ∫ T

0

( ∞∑
n=0

∣∣K(n)(t)
∣∣

n!
√
2n+ 1

tn+
1
2

)
dt ≤ CTH+1

H + 1

∞∑
n=1

n−1−H < ∞.

Finally, Theorem 4.5 yields the signature representation Xt =
〈
ℓRL
t , Ŵt

〉
, with

ℓRL
t =

tH− 1
2

Γ(H + 1
2 )

∞∑
n=0

t−n
(
1
2 −H

)n̄
1⊗n2, (4.13)

where (·)n̄ is the rising factorial. Remarking that
(
1
2 −H

)n̄
= 0 for all n > 0 when H = 1

2 gives ℓt = 2, the

coordinate of Wt in Ŵt. Note that we can also formally write it as

ℓRL
t =

1

Γ(H + 1
2 )

(tø− 1)⊔⊔H− 1
22,

which is the algebraic translation of the probabilistic expression

Xt =
1

Γ(H + 1
2 )

∫ t

0

(t− s)H− 1
2 dWs.

■

4.4 Numerical illustrations

In this subsection, we provide numerical implementations of the truncated form of the signature processes
X≤M defined by

X≤M
t :=

〈
ℓ, Ŵ≤M

t

〉
, M ≥ 0,

where ℓ ∈ T ((R2)) and Ŵ≤M
t : [0, T ] → TM (R2) is defined in (2.11), i.e. its M first levels coincide with Ŵt

and everything else is set to 0.
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4.4.1 Shifted Riemann-Liouville fractional Brownian motion

Figure 1 and Table 1 display simulations of a shifted Riemann-Liouville fractional Brownian motionXϵ together
with mean-squared errors, i.e.

Xϵ
t =

1

Γ
(
H + 1

2

) ∫ t

0

(t+ ϵ− s)H− 1
2 dWs,

and its linear representation counterpart ℓRL
·+ϵ, following from (4.13), that is

ℓRL
t+ϵ =

(t+ ϵ)H− 1
2

Γ
(
H + 1

2

) ∞∑
n=0

(t+ ϵ)−n
(
1
2 −H

)n̄
1⊗n2 =

1

Γ
(
H + 1

2

) ((t+ ϵ)ø− 1)
⊔⊔H− 1

2 2,

for several truncation orders M ∈ N. The reason for shifting the kernel is to speed up the convergence as it
can be quite slow for small values of H when ϵ = 0.

(a) H = 0.1 (b) H = 0.3

(c) H = 0.7 (d) H = 0.9

Figure 1: Trajectories of a shifted Riemann-Liouville fractional Brownian motion (black) against their trun-

cated time-dependent linear representation (4.13), i.e.
〈
ℓRL
t+ϵ, Ŵ

≤M
t

〉
, for several truncation orders M and

ϵ = 1/52.

H=0.1 H=0.3 H=0.7 H=0.9
M=2 9.915e-02 1.600e-02 4.015e-03 6.217e-03
M=4 4.735e-02 6.197e-03 9.022e-04 9.931e-04
M=8 1.851e-02 1.992e-03 1.819e-04 1.528e-04
M=16 5.298e-03 4.712e-04 2.793e-05 1.848e-05

Table 1: Mean squared error between the shifted Riemann-Liouville fractional Brownian motion and its trun-

cated time-dependent linear representation (4.13), i.e.
〈
ℓRL
t+ϵ, Ŵ

≤M
t

〉
, for several truncation orders M and

ϵ = 1/52, averaged across 100,000 simulations over 1000 time-steps.
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We can see in Table 1 and Figure 1 the clear convergence of the truncated linear representation for several
values of H. The smaller H is, the slower the convergence. We can also see that the fit deteriorates with the
time variable t.

4.4.2 Linear delay process

Figure 2 and Table 2 display simulations of a delay equation and its truncated representations together with
mean-squared errors following Theorem 4.4. This convergence is shown for two sets of parameters: (a) has its
b1 and b2 coefficients set to 0, contrary to (b) that has even larger coefficients.

(a) z = 0, a1 = 1.5, b1 = 0, k1 = 1, c1 = −1, α1 = −2, a2 =
3, b2 = 0, k2 = 1, c2 = −2, α2 = −1

(b) z = 0, a1 = −1, b1 = −2, k1 = 1, c1 = 2, α1 = −3, a2 =
1, b2 = 1, k2 = 1, c2 = 1, α2 = −3

Figure 2: Trajectories of a delay process (black) against their truncated time-independent linear representation

(4.9), i.e.
〈
ℓDE, Ŵ≤M

t

〉
, for several truncation orders M .

(a) (b)
M=2 4.202e-01 7.984e-01
M=4 9.035e-03 6.742e-01
M=8 1.180e-06 1.554e-02
M=16 4.073e-07 5.744e-07

Table 2: Mean squared error between the delay process and its truncated time-independent linear representa-

tion (4.9), i.e.
〈
ℓDE, Ŵ≤M

t

〉
, for several truncation orders M , averaged across 100,000 simulations over 1000

time-steps.

We can see in Table 2 and Figure 2 the clear convergence of the truncated linear representation for the delay
equation process.

Recall that here since ℓDE ∈ Ah, the inequality (3.14) could in principle yield a control of the strong error, i.e.
for every ϵ > 0, there exists Mϵ ∈ N such that

E

[
sup

t∈[0,T ]

∣∣∣〈ℓDE, Ŵ≤Mϵ
t

〉
−
〈
ℓDE, Ŵt

〉∣∣∣] ≤ ϵ.

For related numerical illustrations with other processes, we refer to Abi Jaber and Gérard [3].

5 Proof of Theorem 4.2

We start by noting that the element ℓVOL = pVOL
(
ø− qVOL

)−1
given in (4.4) solves the linear equation

ℓVOL = pVOL + ℓVOLqVOL,
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as established by Proposition 2.2 where pVOL, qVOL are defined in (4.5) and (4.6).
In the first step, we aim to apply Theorem 3.9 to show that ℓVOL ∈ Ah. For this, we start by arguing that
qVOL satisfies condition (3.15) and that pVOL ∈ Ah. Indeed, q

VOL is dominated, in the sense of Definition 3.8,
by

qVOL ⪯
(
|b1|+ |b2|+

1

2

∣∣b22K2(0)
∣∣) (1+ 2)

∞∑
n=0

1⊗n

∫
[0,∞)

xn(µ1(dx) + µ2(dx))

⪯
(
|b1|+ |b2|+

1

2

∣∣b22K2(0)
∣∣) (1+ 2)e⊔⊔M1,

where the first inequality follows from the definition of qVOL and the second one from assumption (4.3). This
shows that qVOL satisfies the dominating condition (3.15). Similarly,

pVOL ⪯
(
|a1|+ |a2|+

1

2
|a2b2K2(0)|

)
(1+ 2)e⊔⊔M1 + |y|ø,

By the sub-multiplicativity in Proposition 3.7 and lemma 3.10, we derive qVOL,pVOL ∈ Ah. An application
of Theorem 3.9 yields that ℓVOL ∈ Ah. In particular, ℓVOL ∈ A and the process

Ȳt :=
〈
ℓVOL, Ŵt

〉
(5.1)

is well defined.
In the next step, we would like to apply Itô’s formula of Theorem 3.3 on (5.1) to prove that Ȳ solves the
equation

dȲt = K1(0)
(
a1 + b1Ȳt

)
dt+

∫ t

0

K ′
1(t− s)

(
a1 + b1Ȳs

)
dsdt

+K2(0)
(
a2 + b2Ȳt

)
dWt +

∫ t

0

K ′
2(t− s)

(
a2 + b2Ȳs

)
dWsdt,

Ȳ0 = y.

(5.2)

which is the differential version of (4.1) obtained from Itô’s lemma on (4.1) since the kernels K1,K2 are smooth.

Then, we immediately deduce that Yt = Ȳt =
〈
ℓVOL, Ŵt

〉
by uniqueness of the strong solution, which will end

the proof of Theorem 4.2.

Therefore, it remains to

(i) Goal 1: argue that ℓVOL ∈ I(Ŵ ) to apply Theorem 3.3 and get

d
〈
ℓVOL, Ŵt

〉
=
〈
ℓVOL|1 + 1

2ℓ
VOL|22, Ŵt

〉
dt+

〈
ℓVOL|2, Ŵt

〉
dWt,

(ii) Goal 2: identify the coefficients to obtain (5.2).

In order to achieve both goals, we start by computing the projections ℓVOL|1, ℓVOL|2, ℓVOL|22. First recall

pVOL = a11

∫
[0,∞)

e⊔⊔−x1µ1(dx) + a2

(
2− 1

2
K2(0)b21

)∫
[0,∞)

e⊔⊔−x1µ2(dx) + yø,

qVOL = b11

∫
[0,∞)

e⊔⊔−x1µ1(dx) + b2

(
2− 1

2
K2(0)b21

)∫
[0,∞)

e⊔⊔−x1µ2(dx).

We compute that

pVOL|1 = a1

∫
[0,∞)

e⊔⊔−x1µ1(dx)− a2

∫
[0,∞)

(
x2+

1

2
K2(0)b2ø

)
e⊔⊔−x1µ2(dx),

qVOL|1 = b1

∫
[0,∞)

e⊔⊔−x1µ1(dx)− b2

∫
[0,∞)

(
x2+

1

2
K2(0)b2ø

)
e⊔⊔−x1µ2(dx),

pVOL|2 =

∫
[0,∞)

µ2(dx)a2ø = K2(0)a2ø, pVOL|22 = 0,

qVOL|2 =

∫
[0,∞)

µ2(dx)b2ø = K2(0)b2ø, qVOL|22 = 0.

(5.3)
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Then, using Lemma A.2 and noticing (qVOL)ø = 0, it immediately follows that

ℓVOL|2 = pVOL|2 + ℓVOL
(
qVOL|2

)
= K2(0)(a2ø+ b2ℓ

VOL), (5.4)

ℓVOL|22 = K2(0)b2ℓ
VOL|2 = K2

2 (0)b2(a2ø+ b2ℓ
VOL), (5.5)

and that

ℓVOL|1 = pVOL|1 + ℓVOL
(
qVOL|1

)
=
(
a1ø+ b1ℓ

VOL
) ∫

[0,∞)

e⊔⊔−x1µ1(dx)−
(
a2ø+ b2ℓ

VOL
) ∫

[0,∞)

(
x2+

1

2
K2(0)b2ø

)
e⊔⊔−x1µ2(dx)

= K1(0)
(
a1ø+ b1ℓ

VOL
)
− 1

2
K2

2 (0)b2
(
a2ø+ b2ℓ

VOL
)

(5.6)

+
(
a1ø+ b1ℓ

VOL
)
1

∫
[0,∞)

−xe⊔⊔−x1µ1(dx)

+
(
a2ø+ b2ℓ

VOL
)(

2− 1

2
K2(0)b21

)∫
[0,∞)

−xe⊔⊔−x1µ2(dx).

The following proposition establishes our first goal: ℓVOL ∈ I(Ŵ ).

Lemma 5.1. We have that
{
ℓVOL, ℓVOL|1, ℓVOL|2, ℓVOL|22

}
⊂ Ah. In particular, ℓVOL ∈ I(Ŵ ).

Proof. At the beginning of Section 5, we have shown that ℓVOL ∈ Ah, then by (5.4)-(5.5), it follows that
ℓVOL|2, ℓVOL|22 ∈ Ah. For ℓ

VOL|1, we remind that for i = 1, 2:∫
[0,∞)

e�−x1µi(dx) ⪯ e�M1,

∫
[0,∞)

xe�−x1µi(dx) ⪯ Me�M1.

Combined it with (5.3) and the sub-multiplicative property, we derive pVOL|1, qVOL|1 ∈ Ah. Recalling that
ℓVOL|1 = pVOL|1 + ℓVOL(qVOL|1) in (5.6), an application of the sub-multiplicative property of the Ah-norm
in Proposition 3.7 yields that∣∣∣∣ℓVOL|1

∣∣∣∣Ah

T
≤
∣∣∣∣pVOL|1

∣∣∣∣Ah

T
+
∣∣∣∣ℓVOL

∣∣∣∣Ah

T

∣∣∣∣qVOL|1
∣∣∣∣Ah

T
< ∞,

thus proving that ℓVOL|1 ∈ Ah. Finally, by Proposition 3.6, for every ℓ ∈
{
ℓVOL|1, ℓVOL|2, ℓVOL|22

}
,

E

[
sup

t∈[0,T ]

||ℓ||At

]
≤ ||ℓ||Ah

T < ∞.

This proves that supt∈[0,T ] ||ℓ||
A
t < ∞ a.s. and thus ℓVOL satisfies the integral assumption in (3.8). This shows

that ℓVOL ∈ I(Ŵ ) and completes the proof.

Thanks to Lemma 5.1, ℓVOL ∈ I(Ŵ ), so an application of Itô’s formula in Theorem 3.3 and Remark 3.6 yields

that the process Ȳt :=
〈
ℓVOL, Ŵt

〉
is an Itô process with decomposition

Ȳt =
(
ℓVOL

)ø
+

∫ t

0

〈
ℓVOL|1 + 1

2ℓ
VOL|22, Ŵs

〉
ds+

∫ t

0

〈
ℓVOL|2, Ŵs

〉
dWs.

It remains to achieve our second goal: identify the coefficients, which is the object of the next lemma.

Lemma 5.2. We have that〈
ℓVOL|1 + 1

2ℓ
VOL|22, Ŵt

〉
= K1(0)

(
a1 + b1Ȳt

)
+

∫ t

0

K ′
1(t− s)

(
a1 + b1Ȳs

)
ds+

∫ t

0

K ′
2(t− s)

(
a2 + b2Ȳs

)
dWs,〈

ℓVOL|2, Ŵt

〉
= K2(0)(a2 + b2Ȳt).
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Proof. The proof is given in Subsection 5.1 below.

We are now ready to complete the proof of Theorem 4.2.

Proof of Theorem 4.2. Lemma 5.1 combined with Itô’s formula in (4.5) yields that Ȳ , given in (5.1), is well-
defined and satisfies (5.2), with ℓVOL ∈ Ah. An application of Lemma 5.2, after observing that (ℓVOL)ø = y,

yields that Ȳt solves (5.2) as needed. This shows that Yt = Ȳt =
〈
ℓVOL, Ŵt

〉
by strong uniqueness of the

solution to (4.1) and ends the proof.

5.1 Proof of Lemma 5.2

We start by deriving a transformation formula, which is simple but crucial to simplify the algebraic expressions.

Lemma 5.3. Let ℓ ∈ T ((Rd)), i ∈ Ad and b :=
∑

j∈Ad
bjj for bj ∈ R, then

ℓie⊔⊔b = e⊔⊔b ⊔⊔
(
(e⊔⊔−b ⊔⊔ ℓ)i

)
.

Proof. Let γ := ℓie⊔⊔b − e⊔⊔b ⊔⊔
((
e⊔⊔−b ⊔⊔ ℓ

)
i
)
, then

γ = ℓi
(
ø+ e⊔⊔bb

)
−
(
ø+ e⊔⊔bb

)
⊔⊔
((
e⊔⊔−b ⊔⊔ ℓ

)
i
)

= ℓi+ ℓie⊔⊔bb−
[
ø ⊔⊔

(
e⊔⊔−b ⊔⊔ ℓ

)]
i−
[
(e⊔⊔bb) ⊔⊔

(
e⊔⊔−b ⊔⊔ ℓ

)]
i−
[
e⊔⊔b ⊔⊔

(
e⊔⊔−b ⊔⊔ ℓ

)
i
]
b

=
[
ℓ−

(
e⊔⊔b ⊔⊔ e⊔⊔−b ⊔⊔ ℓ

)]
i+
[
ℓie⊔⊔b − e⊔⊔b ⊔⊔

((
e⊔⊔−b ⊔⊔ ℓ

)
i
)]

b

= 0 + γb,

implying that γ = 0.

Now, as we will be using integral of elements of T ((R2)), recall the Definition 4.1, we need to make sure its
bracket with the signature and concatenation make sense. This is the goal of the next two lemmas:

Lemma 5.4. Let p ∈ L1(T ((R2)), µ), then ℓp,pℓ ∈ L1(T ((R2)), µ) for every ℓ ∈ T ((R2)),∫
[0,∞)

ℓp(x)µ(dx) = ℓ

(∫
[0,∞)

p(x)µ(dx)

)
and ∫

[0,∞)

p(x)ℓµ(dx) =

(∫
[0,∞)

p(x)µ(dx)

)
ℓ.

Proof. Obvious.

Lemma 5.5. Let p ∈ L1(T ((R2)), µ) such that
∫
[0,∞)

||p(x)||At µ(dx) < ∞ for every t ∈ [0, T ], then〈∫
[0,∞)

p(x)µ(dx), Ŵt

〉
=

∫
[0,∞)

〈
p(x), Ŵt

〉
µ(dx).

Proof. By assumption ∫
[0,∞)

||p(x)||At µ(dx) =

∫
[0,∞)

∞∑
n=0

∣∣∣∣∣ ∑
v∈Vn

pv(x)Ŵv
t

∣∣∣∣∣µ(dx) < ∞.

This implies that p(x) ∈ A µ-a.e., so by the dominated convergence theorem〈∫
[0,∞)

p(x)µ(dx), Ŵt

〉
=

∞∑
n=0

∑
v∈Vn

(∫
[0,∞)

pv(x)µ(dx)

)
Ŵv

t

=

∫
[0,∞)

∞∑
n=0

∑
v∈Vn

pv(x)Ŵv
t µ(dx)

=

∫
[0,∞)

〈
p(x), Ŵt

〉
µ(dx).
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We now introduce two important propositions, which establish the commutativity of the kernel integral and
the bracket.

Proposition 5.6. Let ℓ ∈ Ah. Assume that µ is a measure on [0,∞) satisfying
∫
[0,∞)

xnµ(dx) < Mn for

every n ∈ N and a positive constant M . We then have〈
ℓi

(∫
[0,∞)

xe⊔⊔−x1µ(dx)

)
, Ŵt

〉
=

〈∫
[0,∞)

ℓixe⊔⊔−x1µ(dx), Ŵt

〉
(5.7)

=

∫
[0,∞)

〈
ℓixe⊔⊔−x1, Ŵt

〉
µ(dx), i = 1,2. (5.8)

Proof. We start by proving the first equality (5.7). Fix i ∈ {1,2}. By assumption of µ, it is easy to show that∫
[0,∞)

xe⊔⊔−x1µ(dx) ∈ Ah by direct computation. In particular xe⊔⊔−x1 ∈ L1(A, µ). A direct application of

Lemma 5.4 shows that

ℓi

(∫
[0,∞)

xe⊔⊔−x1µ(dx)

)
=

∫
[0,∞)

ℓixe⊔⊔−x1µ(dx) ∈ T ((R2)).

Moreover, Proposition 3.7 ensures that it actually belongs to Ah so that the bracket is well defined, which
proves the first equality.

For the second equality (5.8), it suffices to verify that
∫
[0,∞)

∣∣∣∣ℓixe⊔⊔−x1
∣∣∣∣A
t
µ(dx) < ∞ for every t ∈ [0, T ]:∫

[0,∞)

∣∣∣∣ℓixe⊔⊔−x1
∣∣∣∣A
t
µ(dx) ≤

∫
[0,∞)

∣∣∣∣ℓixe⊔⊔−x1
∣∣∣∣Ah

t
µ(dx) ≤

∫
[0,∞)

||ℓ||Ah

t ||i||Ah

t

∣∣∣∣xe⊔⊔−x1
∣∣∣∣Ah

t
µ(dx),

where the second equality comes from Proposition 3.7. It then follows∫
[0,∞)

∣∣∣∣ℓixe⊔⊔−x1
∣∣∣∣A
t
µ(dx) ≤ ||ℓ||Ah

t ||i||Ah

t

∫
[0,∞)

∣∣∣∣xe⊔⊔−x1
∣∣∣∣Ah

t
µ(dx)

≤ C ||ℓ||Ah

t ||i||Ah

t

∫
[0,∞)

( ∞∑
n=0

xn+1(n+ 1)−
1
4

(2t)n√
(2n− 1)!

)
µ(dx)

≤ C ||ℓ||Ah

t ||i||Ah

t

∞∑
n=0

Mn+1(n+ 1)−
1
4

(2t)n√
(2n− 1)!

≤ C ||ℓ||Ah

t ||i||Ah

t M

( ∞∑
n=1

Mn (2t)n

(n− 1)!
+ 1

)
= C ||ℓ||Ah

t ||i||Ah

t M
(
2tMe2tM + 1

)
< ∞.

An application of Lemma 5.5 completes the proof.

Proposition 5.7. µ is a measure on [0,∞) satisfying
∫
[0,∞)

xnµ(dx) < Mn for every n ∈ N and a positive

constant M , then∫
[0,∞)

〈
ℓVOL1xe⊔⊔−x1, Ŵt

〉
µ(dx) = −

∫ t

0

J ′(t− s)Ȳsds (5.9)

and ∫
[0,∞)

〈
ℓVOL2xe⊔⊔−x1, Ŵt

〉
µ(dx) = −

∫ t

0

J ′(t− s)ȲsdWs −
1

2
K2(0)

∫ t

0

J ′(t− s)(a2 + b2Ȳs)ds

where J(t) =
∫
[0,∞)]

e−xtµ(dx).
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Proof. By Lemma 5.3 and the shuffle property, we derive〈
ℓVOL1xe⊔⊔−x1, Ŵt

〉
= x

〈
e⊔⊔−x1, Ŵt

〉∫ t

0

〈
e⊔⊔x1 ⊔⊔ ℓVOL, Ŵs

〉
ds = x

∫ t

0

e−x(t−s)Ȳsds, (5.10)

Similarly, using Lemma 5.3 and the shuffle property,〈
ℓVOL2xe⊔⊔−x1, Ŵt

〉
= x

〈
e⊔⊔−x1, Ŵt

〉〈(
e⊔⊔x1 ⊔⊔ ℓVOL

)
2, Ŵt

〉
= x

〈
e⊔⊔−x1, Ŵt

〉∫ t

0

〈
e⊔⊔x1 ⊔⊔ ℓVOL, Ŵs

〉
dWs

+
1

2
x
〈
e⊔⊔−x1, Ŵt

〉∫ t

0

〈
e⊔⊔x1 ⊔⊔ ℓVOL|2, Ŵs

〉
ds

= x

∫ t

0

e−x(t−s)ȲsdWs +
1

2
K2(0)x

∫ t

0

e−x(t−s)(a2 + b2Ȳt)ds,

where the second and third equalities come from Theorem 3.2 and (5.4) respectively.
We will now show that we can apply the deterministic and stochastic Fubini theorem. First, noticing that for
all t ∈ [0, T ],

E
∣∣Ȳt

∣∣ = E
∣∣∣〈ℓVOL, Ŵt

〉∣∣∣ ≤ ∣∣∣∣ℓVOL
∣∣∣∣Ah

t
,

and thus
sup

t∈[0,T ]

E
∣∣Ȳt

∣∣ < ∞.

We can now apply Tonelli’s theorem:

E

[∫
[0,∞)

∫ t

0

e−x(t−s)
∣∣Ȳs

∣∣ dsµ(dx)] =

∫
[0,∞)

∫ t

0

e−x(t−s)E
∣∣Ȳs

∣∣ dsµ(dx)
≤
∫
[0,∞)

∫ t

0

E
∣∣Ȳs

∣∣ dsµ(dx)
≤ µ([0,∞))

∫ t

0

E
∣∣Ȳs

∣∣ ds
≤ µ([0,∞)) T sup

t∈[0,T ]

E
∣∣Ȳt

∣∣ < ∞.

This leads to ∫
[0,∞)

∫ t

0

e−x(t−s)
∣∣Ȳs

∣∣ dsµ(dx) < ∞ a.s..

Now we can apply Fubini theorem on equation (5.10) and derive:∫
[0,∞)

〈
ℓVOL1e⊔⊔−x1, Ŵt

〉
µ(dx) =

∫ t

0

(∫
[0,∞)

xe−x(t−s)µ(dx)

)
Ȳsds = −

∫ t

0

J ′(t− s)Ȳsds,

thus proving (5.9). On the other hand, by Proposition 3.6 (ii),

sup
t∈[0,T ]

E
[
Ȳ 2
t

]
≤
(∣∣∣∣ℓVOL

∣∣∣∣Ah

T

)2
< ∞

and

E

∫
[0,∞)

√∫ t

0

e−2x(t−s)
∣∣Ȳs

∣∣2 dsµ(dx)
 ≤ µ([0,∞))E

√∫ t

0

∣∣Ȳs

∣∣2 ds


≤ µ([0,∞))

√
E
[∫ t

0

∣∣Ȳs

∣∣2 ds]
≤ µ([0,∞))

√
T sup

t∈[0,T ]

E
∣∣Ȳt

∣∣2 < ∞,
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which leads to ∫
[0,∞)

√∫ t

0

e−2x(t−s)
∣∣Ȳs

∣∣2 dsµ(dx) < ∞ a.s. (5.11)

Note that (5.11) is actually the condition for stochastic Fubini theorem to hold, see [30, Theorem 2.2]. Applying
it, we derive∫

[0,∞)

〈
ℓVOL2xe⊔⊔−x1, Ŵt

〉
µ(dx) = −

∫ t

0

J ′(t− s)ȲsdWs −
1

2
K2(0)

∫ t

0

J ′(t− s)(a2 + b2Ȳs)ds,

thus completing the proof.

Now, taking µ = µ1, µ2, we combine Proposition 5.6 with Proposition 5.7 and derive, for i = 1, 2:〈
ℓVOL1

∫
[0,∞)

xe⊔⊔−x1µi(dx), Ŵt

〉
= −

∫ t

0

K ′
i(t− s)Ȳsds. (5.12)〈

ℓVOL2

∫
[0,∞)

xe⊔⊔−x1µi(dx), Ŵt

〉
= −

∫ t

0

K ′
i(t− s)ȲsdWs −

1

2
K2(0)

∫ t

0

K ′
i(t− s)(a2 + b2Ȳs)ds.(5.13)

Proof of Lemma 5.2. Following directly from (5.4)-(5.5), we get〈
ℓVOL|2, Ŵt

〉
= K2(0)(a2 + b2Ȳt) and

〈
ℓVOL|22, Ŵt

〉
= K2

2 (0)b2(a2 + b2Ȳt).

It now only remains to compute
〈
ℓVOL|1, Ŵt

〉
. For this, recall (5.6)

ℓVOL|1 = K1(0)
(
a1ø+ b1ℓ

VOL
)
− 1

2
K2

2 (0)b2
(
a2ø+ b2ℓ

VOL
)

+
(
a1ø+ b1ℓ

VOL
)
1

∫
[0,∞)

−xe⊔⊔−x1µ1(dx)

+
(
a2ø+ b2ℓ

VOL
)(

2− 1

2
K2(0)b21

)∫
[0,∞)

−xe⊔⊔−x1µ2(dx).

A direct application of equation (5.12) and (5.13) yields:〈
ℓVOL|1, Ŵt

〉
= K1(0)

(
a1 + b1Ȳt

)
− 1

2
K2

2 (0)b2(a2 + b2Ȳt)

+

∫ t

0

K ′
1(t− s)

(
a1 + b1Ȳs

)
ds+

∫ t

0

K ′
2(t− s)

(
a2 + b2Ȳs

)
dWs,

which concludes the proof.

6 Proof of Theorem 4.4

We first recall from Lemma A.2 that for all p, q ∈ T ((Rd)) such that qø = 0,(
p(ø− q)

−1
)
|i = p|i + p(ø− q)

−1
(q|i).

Returning to the definition of qDE, pDE and ℓDE:

ℓDE = pDE
(
ø− qDE

)−1
,

pDE =
(
a1 − 1

2b2a2
)
1+ a22+ zø,

qDE =
(
b1 − 1

2b
2
2

)
1+ b22+

(
k1∑

m=1

cm1 1e⊔⊔αm
1 1 − 1

2b2

k2∑
m=1

cm2 1e⊔⊔αm
2 1

)
1+

(
k2∑

m=1

cm2 1e⊔⊔αm
2 1

)
2,
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it follows that

ℓDE|1 = ℓDE

((
b1 − 1

2b
2
2

)
ø+

k1∑
m=1

cm1 1e⊔⊔αm
1 1 − 1

2b2

k2∑
m=1

cm2 1e⊔⊔αm
2 1

)
+
(
a1 − 1

2b2a2
)
ø, (6.1)

ℓDE|2 = ℓDE

(
b2ø+

k2∑
m=1

cm2 1e⊔⊔αm
2 1

)
+ a2ø,

ℓDE|22 = b2ℓ
DE|2.

Finally,

ℓDE|1 + 1
2ℓ

DE|22 = ℓDE

(
b1ø+

k1∑
m=1

cm1 1e⊔⊔αm
1 1

)
+ a1ø.

Lemma 6.1. We have that
{
ℓDE, ℓDE|1, ℓDE|2, ℓDE|22

}
⊂ Ah. In particular, ℓDE ∈ I(Ŵ ).

Proof. First, observe that ie⊔⊔γi ⪯ ie⊔⊔γ̂i = 1
γ̂

(
e⊔⊔γ̂i − ø

)
where γ̂ := max (|γ| , 1) and ⪯ is defined in Defini-

tion 3.8. Thus we obtain that

qDE ⪯

∣∣∣∣∣b1 −
k1∑

m=1

cm1
α̂m
1

− 1

2
b2

(
b2 −

k2∑
m=1

cm2
α̂m
2

)∣∣∣∣∣1+

∣∣∣∣∣b2 −
k2∑

m=1

cm2
α̂m
2

∣∣∣∣∣2
+

k1∑
m=1

∣∣∣∣ cm1α̂m
1

e⊔⊔α̂m
1 1 − 1

2
b2

cm2
α̂m
2

e⊔⊔α̂m
2 1

∣∣∣∣1+

k2∑
m=1

∣∣∣∣ cm2α̂m
2

e⊔⊔α̂m
2 1

∣∣∣∣2,
where α̂m

i := max (|αm
i | , 1), i = 1, 2. We can then further dominate it with

qDE ⪯ Me
⊔⊔

(∑k1
m=1 α̂m

1 +
∑k2

m=1 α̂m
2

)
1
(1+ 2),

where

M =

∣∣∣∣∣b1 −
k1∑

m=1

cm1
α̂m
1

− 1

2
b2

(
b2 −

k2∑
m=1

cm2
α̂m
2

)∣∣∣∣∣+
∣∣∣∣∣b2 −

k2∑
m=1

cm2
α̂m
2

∣∣∣∣∣+
∣∣∣∣∣

k1∑
m=1

cm1
α̂m
1

− 1

2
b2

cm2
α̂m
2

∣∣∣∣∣+
∣∣∣∣∣

k2∑
m=1

cm2
α̂m
2

∣∣∣∣∣ .
Thus by Theorem 3.9

sup
t∈[0,T ]

∣∣∣∣ℓDE
∣∣∣∣Ah

t
< ∞.

With representation (6.1), we apply Proposition 3.7 and proving
{
ℓDE, ℓDE|1, ℓDE|2, ℓDE|22

}
⊂ Ah. Similarly

to lemma 5.1, we directly derive that ℓDE ∈ I(Ŵ ).

We are now ready to apply Theorem 3.3 on ℓDE and get〈
ℓDE, Ŵt

〉
=
(
ℓDE

)ø
+

∫ t

0

〈
ℓDE|1 + 1

2ℓ
DE|22, Ŵs

〉
ds+

∫ t

0

〈
ℓDE|2, Ŵs

〉
dWs

= z +

∫ t

0

〈
ℓDE

(
b1ø+

k1∑
m=1

cm1 1e⊔⊔αm
1 1

)
+ a1ø, Ŵs

〉
ds

+

∫ t

0

〈
ℓDE

(
b2ø+

k2∑
m=1

cm2 1e⊔⊔αm
2 1

)
+ a2ø, Ŵs

〉
dWs

= z +

∫ t

0

(
a1 + b1

〈
ℓDE, Ŵs

〉
+

k1∑
m=1

cm1

〈
ℓDE1e⊔⊔αm

1 1, Ŵs

〉)
ds

+

∫ t

0

(
a2 + b2

〈
ℓDE, Ŵs

〉
+

k2∑
m=1

cm2

〈
ℓDE1e⊔⊔αm

2 1, Ŵs

〉)
dWs.
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Finally, using Lemma 5.3, i.e. ℓie⊔⊔γj = e⊔⊔γj ⊔⊔
((
e⊔⊔−γj ⊔⊔ ℓ

)
i
)
for all γ ∈ R and i, j ∈ Ad, and the fact

that ℓDE1e⊔⊔αm
i 1 ∈ A for all m and i = 1, 2, it is then straightforward to see that〈

ℓDE1e⊔⊔αm
i 1, Ŵt

〉
=

∫ t

0

eα
m
i (t−s)

〈
ℓDE, Ŵs

〉
ds.

This concludes the proof of Theorem 4.4 that
〈
ℓDE, Ŵt

〉
is solution to (4.8) and hence Zt =

〈
ℓDE, Ŵt

〉
by

strong uniqueness.

7 Proof of Theorem 4.5

We first illustrate that
〈
ℓGV
t , Ŵt

〉
with ℓGV

t defined in (4.12) is a well-defined stochastic process.

E
[ ∫ T

0

∞∑
n=0

∣∣∣K(n)(t)
〈
1⊗n2, Ŵt

〉∣∣∣ dt] = ∫ T

0

∞∑
n=0

∣∣∣K(n)(t)
∣∣∣E ∣∣∣〈1⊗n2, Ŵt

〉∣∣∣ dt
=

∫ T

0

∞∑
n=0

∣∣∣K(n)(t)
∣∣∣E ∣∣∣∣∫ t

0

sn

n!
dWs

∣∣∣∣ dt
≤
∫ T

0

∞∑
n=0

∣∣∣K(n)(t)
∣∣∣ tn+

1
2

n!
√
2n+ 1

dt

The last inequality is derived by Jensen inequality. Then by assumption we know that

E
[ ∫ T

0

∞∑
n=0

∣∣∣K(n)(t)
〈
1⊗n2, Ŵt

〉∣∣∣ dt] < ∞,

thus
∞∑

n=0

∣∣∣K(n)(t)
〈
1⊗n2, Ŵt

〉∣∣∣ < ∞, P(dω)⊗ dt− a.e.

Consequently,
∑∞

n=0 K
(n)(t)

〈
1⊗n2, Ŵt

〉
converges P(dω)⊗dt−a.e., ensuring

〈
ℓGV
t , Ŵt

〉
to be a P(dω)⊗dt−

a.e.-well-defined map. Notice that for every N ∈ N,
∑N

n=0 K
(n)(t)

〈
1⊗n2, Ŵt

〉
is progressively measurable, so〈

ℓGV
t , Ŵt

〉
is a also progressively measurable. It remains to prove that for every fixed t,

〈
ℓGV
t , Ŵt

〉
=

∫ t

0

K(t− s)dWs. (7.1)

For this we write 〈
ℓGV
t , Ŵt

〉
=

∞∑
n=0

K(n)(t)(−1)n
〈
1⊗n2, Ŵt

〉
=

∞∑
n=0

K(n)(t)

∫ t

0

(−s)n

n!
dWs.

Since
∫ t

0

(∑∞
n=0

∣∣K(n)(t)
∣∣ sn
n!

)2
ds < ∞ by assumption (4.11), the dominated convergence theorem of stochastic

integrals yields

N∑
n=0

K(n)(t)

∫ t

0

(−s)n

n!
dWs −→

∫ t

0

∞∑
n=0

K(n)(t)
(−s)n

n!
dWs =

∫ t

0

K(t− s)dWs,

in probability, as N → ∞. While the previous analysis ensures that

N∑
n=0

K(n)(t)

∫ t

0

(−s)n

n!
dWs

a.s.−→
∞∑

n=0

K(n)(t)

∫ t

0

(−s)n

n!
dWs =

〈
ℓGV
t , Ŵt

〉
,

which proves (7.1) and completes the proof.
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A Properties of the resolvent

Lemma A.1. For ℓ ∈ T ((Rd)) such that |ℓø| < 1,
∑∞

n=0 ℓ
⊗n is well defined, i.e.

∑∞
n=0 ⟨ℓ⊗n,v⟩ < ∞ for

every v ∈ V .

Proof. Let m ∈ N and v ∈ Vm a word of length m. Then,

sup
n∈N

sup
w1,...,wn∈V \{ø}

w1···wn=v

|ℓw1 · · · ℓwn | < ∞,

since the supremum is taken over a finite set. Consequently let us define

M(v) := sup
n∈N

∑
w1,...,wn∈V \{ø}

w1···wn=v

|ℓw1 · · · ℓwn | < ∞.

We then have for all n ∈ N that∣∣〈ℓ⊗n,v
〉∣∣ ≤ ∑

w1,...,wn∈V
w1···wn=v

|ℓw1 · · · ℓwn |

≤
n∑

k=0

(
n

k

)
|ℓø|k

 ∑
w1,...,wn−k∈V \{ø}

w1···wn−k=v

|ℓw1 · · · ℓwn−k |


≤ M(v)

n∑
k=(n−m)+

(
n

k

)
|ℓø|k .

The last inequality follows from the fact that the set {w1, . . . ,wn ∈ V \ {ø} : w1 · · ·wn = v} is empty when
n− k > m. Recall m is the size of the word v. Therefore

∞∑
n=0

∣∣〈ℓ⊗n,v
〉∣∣ ≤ M(v)

∞∑
n=0

n∑
k=(n−m)+

(
n

k

)
|ℓø|k = M(v)

m−1∑
n=0

n∑
k=0

(
n

k

)
|ℓø|k +M(v)

∞∑
n=m

n∑
k=n−m

(
n

k

)
|ℓø|k .

While the first part of the right-hand side is obviously finite, the second needs more work, i.e. using Pascal’s
rule and the upper bound for the binomial coefficients we have

∞∑
n=m

n∑
k=n−m

(
n

k

)
|ℓø|k =

∞∑
n=m

|ℓø|n−m
m∑

k=0

(
n

n−m+ k

)
|ℓø|k

=

∞∑
n=m

|ℓø|n−m
m∑

k=0

(
n

n−m+ k

)

≤ |ℓø|−m
∞∑

n=m

|ℓø|n
(
n+m

n

)
,

where the first inequality follows from the assumption that |ℓø| < 1. We can finally remark that the right-hand
side has the same asymptotics as

∑∞
n=0 n

m |ℓø|n, which is finite, and conclude the proof.

Lemma A.2. Let p, q ∈ T ((Rd)) such that |qø| < 1 and i ∈ Ad. Then(
p(ø− q)

−1
)
|i =

1

1− qø

[
p|i + p(ø− q)

−1
(q|i)

]
.

Proof. First recall the decomposition in Remark 2.1, i.e.

q = qøø+
∑
i∈Ad

q|ii,
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and Proposition 2.2, i.e.
(ø− q)

−1
= ø+ (ø− q)

−1
q.

One can then easily get that

(ø− q)
−1

= ø+ (ø− q)
−1

(
qøø+

∑
i∈Ad

q|ii

)
=

1

1− qø

(
ø+ (ø− q)

−1
∑
i∈Ad

q|ii

)
.

It then follows that

p(ø− q)
−1

=
1

1− qø

(
p+ p(ø− q)

−1
∑
i∈Ad

q|ii

)
.

Taking the projection ends the proof.

B Proof of Proposition 3.5

In this section, we are specifically interested in the case Xt = Ŵt = (t,W 2
t , . . . ,W

d
t ) where W = (W 2, . . . ,W d)

is a (d-1)-dimensional Brownian motion. We will denote n(v) the size of v, i.e. its number of letters, and x(v)
the number of 1s specifically. If it does not cause ambiguity, we will write n for n(v) and x for x(v).

Let gp : [0, T ]× V → R be defined for all even p ∈ N∗ by

gpt (v) =

 p∏
j=2

(
jn

n

) t
p
2 (n+x)(

p
2 (n+ x)

)
!
2

p
2 (x−n)

and for all odd p ∈ N by

gpt (v) =
(
gp+1
t (v)

) p
p+1

,

for all t ∈ [0, T ] and all v ∈ V . Notice that gpt (v) only depends on v through its size and the number of its 1s,
i.e. n(v) and x(v).

Proposition B.1. Fix t ∈ [0, T ]. We have

E
[∣∣∣〈v, Ŵt

〉∣∣∣p] ≤ gpt (v), v ∈ V, p ∈ N.

Proof. We first use Fawcett’s formula [25, Proposition 4.10] to write

E
[
Ŵt

]
=

∞∑
m=0

tm

m!

1+
1

2

∑
j∈{2,...,d}

jj

⊗m

.

We then define for all n ∈ N

V̂n := {v ∈ Vn : ∃j ∈ N such that v = u1 · · ·uj for some uk ∈ {1,22, . . . ,dd} with k = 1, 2, . . . , j} .

This set corresponds to the coordinate of every signature element with non-zero expectation, i.e. for every
n ∈ N and v ∈ Vn,

E
[〈

v, Ŵt

〉]
=

 t
1
2
(n+x)

( 1
2 (n+x))!

· 2 1
2 (x−n) if v ∈ V̂n,

0 else.

We are now ready to compute even moments of every signature element. First, remark that for all u ∈ Vk

and v ∈ Vm, u ⊔⊔ v is a sum of
(
k+m
k

)
elements w ∈ Vk+m of length n(w) = k + m each, having exactly

x(w) = x(u) + x(v) number of 1s, so that

E
[〈

u ⊔⊔ v, Ŵt

〉]
≤
(
k +m

k

)
max

w∈Vk+m

s.t. x(w)=x(u)+x(v)

E
〈
w, Ŵt

〉
.
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Consequently, for every p ∈ N, we can iteratively apply the shuffle product p-times, and obtain the claimed
upper bound for the even powers of the signature:

E
[〈

v, Ŵt

〉2p]
= E

〈
v⊔⊔2p, Ŵt

〉
≤

 2p∏
j=2

(
jn

n

) max
w∈V2pn

s.t. x(w)=2p x(v)

E
〈
w, Ŵt

〉
=

 2p∏
j=2

(
jn

n

) tp(n+x)

(p(n+ x))!
2p(x−n).

We can finally treat the odd moments by applying Jensen’s inequality on the convex function y → y
2p

2p−1 on
R+:

E
[∣∣∣〈v, Ŵt

〉∣∣∣2p−1
] 1

2p−1

≤ E
[〈

v, Ŵt

〉2p] 1
2p

≤
(
h2p
t (v)

) 1
2p

=
(
h2p−1
t (v)

) 1
2p−1

,

concluding the proof of the proposition.

We are now ready to prove Proposition 3.5:

Proof of Proposition 3.5. Proposition 3.5-(i) follows directly from an application of the above Proposition B.1.
In order to prove (3.11) we will consider two cases: either when word v ends with a 1 or it ends with a j in
{2, . . . ,d}.

(1) Case v = u1 for some word u ∈ V . We apply Cauchy-Schwarz inequality to get

E

[
sup

s∈[0,t]

〈
v, Ŵs

〉2]
= E

[
sup

s∈[0,t]

(∫ s

0

〈
u, Ŵu

〉
du

)2
]

≤ E

[(∫ t

0

∣∣∣〈u, Ŵu

〉∣∣∣ du)2
]

≤ E
[
t

∫ t

0

〈
u, Ŵu

〉2
du

]
= t

∫ t

0

E
[〈

u, Ŵu

〉2]
du.

Thus, using (3.10) with n = n(v) = n(u) + 1 and x = x(v) = x(u) + 1, we have

E

[
sup

s∈[0,t]

〈
v, Ŵs

〉2]
≤
(
2(n− 1)

n− 1

)
t

2n−x(n+ x− 2)!

∫ t

0

un+x−2du

=

(
2(n− 1)

n− 1

)
tn+x

2n−x(n+ x− 1)!

≤ 2n+x

√
n

tn+x

(n+ x− 1)!
, (B.1)

where the last inequality comes from an application of Stirling’s approximation that reads
(
2m
m

)
≤ 22m√

m+1

for all m ∈ N.

(2) Case v = uj for some word u ∈ V and some letter j ∈ {2, . . . ,d}. First we apply Theorem 3.3 to
get 〈

v, Ŵs

〉2
=

(∫ s

0

〈
u, Ŵu

〉
dW j

u +
1

2

∫ s

0

〈
u|j, Ŵu

〉
du

)2

≤ 2

(∫ s

0

〈
u, Ŵu

〉
dW j

u

)2

+
1

2

(∫ s

0

〈
u|j, Ŵu

〉
du

)2

. (B.2)
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Now, since
∫ s

0

〈
u, Ŵu

〉
dW j

u is a true martingale, we apply Doob’s inequality followed by the previous

result (B.1) with n = n(v) = n(u) + 1 and x = x(v) = x(u) and get

E

[
sup

s∈[0,t]

(∫ s

0

〈
u, Ŵu

〉
dW j

u

)2
]
≤ 4 E

[∫ t

0

〈
u, Ŵu

〉
dW j

u

]2
= 4

∫ t

0

E
[〈

u, Ŵu

〉2]
du ≤ 4

2n+x

√
n

tn+x

(n+ x)!
.

Then, again applying (B.1) to the right-most element in (B.2), we get

E

[
sup

s∈[0,t]

(∫ s

0

〈
u|j, Ŵu

〉
du

)2
]
= E

[
sup

s∈[0,t]

〈
u|j1, Ŵs

〉2]
≤ 2n+x

√
n

tn+x

(n+ x− 1)!
.

Note that if u|j = 0, the left-hand side is 0 and the equation still holds.

Combining the above inequalities, we derive

E

[
sup

s∈[0,t]

〈
v, Ŵs

〉2]
≤ C1

2n+x−1

√
n

tn+x

(n+ x− 1)!
, (B.3)

for some C1 ∈ R independent of t and v.

Combining the two equalities (B.1)-(B.3) above, we have that for every v ∈ Vn, n ≥ 1,

E

[
sup

s∈[0,t]

∣∣∣〈v, Ŵs

〉∣∣∣2] ≤ C2
2n+x−1

√
n

tn+x

(n+ x− 1)!
.

for some C2 ∈ R independent of t and v.

Moreover, as n+ 1 ∼ n, there exists a constant C such that

E

[
sup

s∈[0,t]

∣∣∣〈v, Ŵs

〉∣∣∣2] ≤ C
2n+x−1

√
n+ 1

tn+x

(n+ x− 1)!
.

This includes the case v = ø ∈ V0 and proves (3.11).
It remains to prove the sub-multiplicative property (3.12). First, in the case u = ø or w = ø, (3.12) holds
trivially. Now we can easily see that(

ht(u)ht(v)

ht(uv)

)2

= C2A(u,v)B(u,v),

where

A(u,v) :=
(n(u) + x(u) + n(v) + x(v)− 1)!

(n(u) + x(u)− 1)!(n(v) + x(v)− 1)!
and B(u,v) :=

√
n(u) + n(v) + 1

(n(u) + 1)(n(v) + 1)
.

We now only need to show that C2A(u,v)B(u,v) ≥ 1 for u,v ̸= ø. Without loss of generality, we assume
u ̸= ø, i.e. n(u) > 0, otherwise we could simply swap u and v in the following equations. Let us then remark
that

A(u,v) =

(
n(u) + x(u) + n(v) + x(v)− 1

n(u) + x(u)

)
(n(u) + x(u))

and that √
n(u) + 1 ≤ C2(n(u) + x(u))√

n(v) + 1
√
n(u) + 1 ≤ C2

√
n(v) + 1(n(u) + x(u)) ≤ C2

√
n(u) + n(v) + 1(n(u) + x(u)),
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which implies

B(u,v) ≥ 1

C2(n(u) + x(u))

and thus (
ht(u)ht(v)

ht(uv)

)2

≥
(
n(u) + x(u)) + n(v) + x(v)− 1

n(u) + x(u)

)
≥ 1.

C Proof of Proposition 3.1

Let n ≤ k ∈ N, then for all u ∈ Vn, v ∈ Vk−n, each element of u ⊔⊔ v is of size k. This leads to the fact that
⟨u ⊔⊔ v,w⟩ = 0 whenever w /∈ Vk, i.e.

⟨u ⊔⊔ v,Xt⟩ =
∑
w∈Vk

⟨u ⊔⊔ v,w⟩Xw
t .

Moreover, by bilinearity of the shuffle product and for p, ℓ ∈ T ((Rd)),

⟨p ⊔⊔ ℓ,w⟩ =
∞∑

m=0

∞∑
n=0

∑
u∈Vn

∑
v∈Vm

puℓv⟨u ⊔⊔ v,w⟩ =
k∑

n=0

∑
u∈Vn

∑
v∈Vk−n

puℓv⟨u ⊔⊔ v,w⟩.

Hence, it is easy to see that for all k ∈ N

∑
w∈Vk

⟨p ⊔⊔ ℓ,w⟩Xw
t =

k∑
n=0

∑
u∈Vn

∑
v∈Vk−n

puℓv ⟨u ⊔⊔ v,Xt⟩ .

It then follows that the semi-norm of p ⊔⊔ ℓ is of the form

||p ⊔⊔ ℓ||At =

∞∑
k=0

∣∣∣∣∣ ∑
w∈Vk

⟨p ⊔⊔ ℓ,w⟩Xw
t

∣∣∣∣∣
=

∞∑
k=0

∣∣∣∣∣∣
k∑

n=0

∑
u∈Vn

∑
v∈Vk−n

puℓv ⟨u ⊔⊔ v,Xt⟩

∣∣∣∣∣∣
≤

∞∑
k=0

k∑
n=0

∣∣∣∣∣∣
∑
u∈Vn

∑
v∈Vk−n

puℓv ⟨u ⊔⊔ v,Xt⟩

∣∣∣∣∣∣ .
Finally, using the shuffle product property on the right-hand side, recall Lemma 2.5, the semi-norm can be
bounded

||p ⊔⊔ ℓ||At ≤
∞∑
k=0

k∑
n=0

∣∣∣∣∣∣
∑
u∈Vn

∑
v∈Vk−n

puℓvXu
t Xv

t

∣∣∣∣∣∣ ≤
∞∑

m=0

∞∑
n=0

∣∣∣∣∣ ∑
u∈Vn

puXu
t

∑
v∈Vm

ℓvXv
t

∣∣∣∣∣ ≤ ||p||At · ||ℓ||At < ∞.

It can then be argued very similarly that ⟨p,Xt⟩ ⟨ℓ,Xt⟩ = ⟨p ⊔⊔ ℓ,Xt⟩, ending the proof.
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