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Spiral patch exemplar-based inpainting of 3D
colored meshes*
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Olivier Lézoray! , Sébastien Bougleu

Normandie Univ, UNICAEN, ENSICAEN, CNRS, GREYC, France

Abstract. 3D colored meshes are becoming popular in many computer
graphics applications. However, they may contain many color defects
due to the scanning process. We present an exemplar-based framework
for color completion in 3D colored meshes, as an adaptation of the ap-
proach of Criminisi et al. proposed for images [5]. To exploit the self
similarity of the vertices, a spiral patch is defined to represent the local
neighborhood of vertices, as well as how to compare two spiral patches. A
dedicated priority term is used to define the filling order, so that patches
close to the inpainting boundary with specific continuity properties are
inpainted first. The proposed approach is tested on several meshes for
different correction tasks and shows good performances in terms of visual
reconstruction of the inpainted areas.

Keywords: Inpainting - 3D Colored mesh - Spiral patch.

1 Introduction

3D acquisition techniques have recently undergone a number of advances and de-
velopments. The latter include 3D laser scanners, structured light cameras and
photogrammetry. While these techniques initially only captured the 3D coordi-
nates of the points to represent the object, it has now become common practice
to also acquire the color of each 3D point. The 3D data then takes the form of a
3D colored point cloud or a 3D colored mesh (a triangulated surface). 3D color
data has thus come to the forefront in a wide range of new application fields:
digital forensics, digital cultural heritage, digital twins. However, while it is now
easy to acquire 3D data, editing them is much more difficult, even though users
demand it. In particular, consolidating colored 3D meshes from scans is essential
for fixing geometric or color defects of the mesh surface. This problem, known
as 3D data completion or inpainting, can be carried out at either the geometric
or colorimetric level.

The completion of the geometry of surfaces represented by meshes has re-
ceived much attention. Many methods have been proposed for filling holes in
3D meshes [819/22] or in 3D point clouds [G[7II0]. Some of these methods are
extensions of the image inpainting algorithm proposed by Criminisi et al. [5].

* This work received funding from the Normandy region under the COSURIA emer-
gent project.
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More recently some deep learning approaches have also been proposed [9], they
operate directly on meshes eliminating the need for conversion to point clouds
or voxel grids [20].

In contrast, for the completion of color on 3D meshes, almost no approach
has been proposed so far. We can nevertheless quote some close works. In [14] an
approach was proposed for the colorization of meshes. In [I6] an approach was
proposed for the inpainting of texture on the faces of 3D textured meshes by ma-
nipulating the associated 2D texture map image. Our objective is to establish an
approach that performs the completion of the missing color information on 3D
colored meshes (where one has a color per vertex). Indeed, colored meshes might
be preferred to textured meshes as the latter can introduce mapping discontinu-
ities and limitations for model editing [21]. To do so, we propose an adaptation
of the approach of Criminisi et al. proposed for images [5]. As the latter relies on
the notion of similarity between patches that are subsequently pasted to fill in
the inpainting area, a similar notion of patches is needed for meshes. However,
this is difficult as the number of neighbors of each vertex is not always the same.
To cope with this, a spiral patch is defined to represent the local neighborhood of
vertices, as well as how to compare two spiral patches. A dedicated priority term
is used to define the filling order that permits to reconstruct first the patches
near the inpainting boundary and that exhibit specific properties in terms of
density, variance and continuity.

In the next section, we introduce some notations. In section [3] we describe
the notion of spiral patch, at the core of our adaptation of [5]. Sectionpresents
the proposed 3D colored mesh inpainting and its details. Then we present some
results and conclude.

2 Notations

A mesh M is represented by a graph § = (V,€) that consists in a finite set
V = {v1,...,vm} of vertices and a finite set € C V x V of edges. We assume G to
be undirected, with no self-loops and no multiple edges. Let (v;,v;) be the edge
of € that connects two vertices v; and v; of V. The notation v; ~ v; is used to
denote two adjacent vertices. The set N(v;) = {vj,vj ~ v;} gives the set of all
the adjacent vertices to v; within a 1-hop (vertices that can be reached in one
walk). We define a graph signal F on G, as a function that assigns vectors to
vertices F : V — R?. We will consider three different graph signals on vertices:

1. S:V — R3 that provides the coordinates at a vertex v;,
2. N :V — RR3 that provides the normal at a vertex v;,
3. C:V — R3 that provides the color at a vertex v;.

Vertices’ normals N(v;) are computed as a weighted average of incident face
normals with angle-based weighting [I].
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3 Spiral patch

To be able to perform exemplar-based inpainting on 3D colored meshes, we need
a definition of patches on meshes (mainly for search and copy of similar patches).
In [I5], Lim et al. proposed local spiral hop operators. The principle is that the
surrounding vertices of one vertex can be enumerated by following a spiral, as
illustrated in Figure [I} We propose to use this principle to define patches on 3D
meshes.

Fig. 1. Example of a spiral patch Sp(v;, 2) for a node v; of a mesh.

First, we introduce the following definitions for local spiral hop operators:

R%(v;) = {vi}
RFL(v;) = N(R*(v)) \ k-disk(v;)
k-disk(v;) =

U RZ(U,‘)
1=0,....k
k-ring(v;) =  k-disk(v;) \ {v;}

Given a vertex v; and a radius size k, a k-disk(v;) is the set of vertices that
can be reached from v; in 0 to k walks. As this includes v;, the set k-ring(v;) is
the same set without v;. R¥(v;) is the k-ring: an ordered set of vertices whose
shortest path to v; is exactly k hops long. Then, R¥*1(v;) is the set of vertices
that can be reached in 1 walk from RF(v;) without going through its k-disk
(that contains vertices that can be reached from v; in 0 to k walks). R?(vi)
denotes the j-th element in the k-ring. Obviously one has R!(v;) = N (v;) and

RY(v;) = v;. From these operators, we can define a spiral patch Sp(v;, k) as an
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ordered sequence from the concatenation of the elements of the ordered rings:
Sp(vi7 k) = (U’ia l—ring(vi), EERR k'ring(vi)>
(RO:), RY (), By (03), . Rl (v1))

This operator has two degrees of freedom: the direction (clockwise or counter-
clockwise) of the rings and the first chosen vertex Ri(v;) (shown by the black
arrow in Figure|l]). The remaining vertices are ordered inductively. To suppress
both freedom degrees, we fix the orientation to clockwise and choose the initial
vertex R}(v;) as the one in the direction of the shortest geodesic path to v; [18]:
Ri(v;) = arg ,,in dg(vi,v;)
where dg is the geodesic distance between two vertices on the graph §. This
enables the operator to become invariant to rotations of the neighborhoods. Such
a choice has also been considered in [3] for the definition of spiral convolution
on graphs.

4 Mesh color inpainting

Given a Mesh M and its associated graph § = (V, &), the area to be in-
painted is denoted as 2 C V and its boundary is 92 = {v; € 2]F; €
N (v;) with Marked(v;) = 0}. We mark the vertices to be inpainted by the fol-
lowing function:

1ifv; € 2

Marked(v;) = {0 if o ¢ 0

For vertices v; in {2, their color is considered as unknown and set to C(v;) =
(0,0,0)7. The objective of the inpainting is to recover the color of these vertices
by pasting the color of vertices from surrounding spiral patches.

4.1 Algorithm flowchart

The outline of the algorithm is similar to the one proposed by Criminisi et al. for
images [5], but we adapt it for the special case of 3D color meshes inpainting. A
pseudo-code description of the algorithmic steps is shown in Algorithm[I] At each
iteration, the priority of the vertices is computed, and the vertex viq,ge¢ with the
highest priority is selected as the one to be filled. The vertex vpes; having the
most similar spiral patch Sp(vpest, k) t0 Sp(Vtarget, k) is then searched within the
set of vertices that belong to y-ring(vigrget). The algorithm has therefore two
parameters: the size k of spiral patches and the ring search size « for similar
patches. The search is restricted to spiral patches that are fully defined (they
have no vertex in §2). The color values of Sp(uvpest, k) are pasted on the patch
Sp(Vtarget, k) for its vertices included in {2. The boundary 02 is then updated
and the algorithm iterates until there are no more vertices to inpaint. In the
sequel we provide details on the steps involved in this algorithm.
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Algorithm 1 3D Colored mesh spiral patch exemplar-based inpainting

Input: Mesh M and associated graph § = (V, £), inpainting area 2 C V

Set the size k of spiral patches and v the ring search size

Compute Spiral patches Sp(v;, k) of size k, Vv; € 22U {v; € y-ring(v;)}

Mark vertices to be inpainted : Marked(v;) = 1, Vo; € £2

while 902 # () do
1) Compute Priority(v;), Vv; € 982
2) Find the spiral patch Sp(viarget, k) with the maximum priority i.e., Viarget =
arg max Priority(v;)
3) Find the fully-defined exemplar Sp(vpest, k) (with vpest € V\ £2) that minimizes
d(Sp(Vtarget, k), Sp(Vbest, k)) with Confidence(veest) = 1 in y-ring(viarget)
4) Copy colors from the spiral patch Sp(veest,k) to Sp(viarget, k), Yvi €
Sp(Vtarget, k) with Marked(v;) = 1
6) Update Marked(v;) and 02 for all inpainted vertices

end while

4.2 Spiral patch comparison

In step three of Algorithm one needs to find in V'\ {2 the spiral patch that is the
most similar to a given one located on 9f2. Therefore, we have to properly define
how to compute distances between spiral patches. Local hop spiral operators have
been used in [I53] and provided competitive results for shape correspondence.
However, as the size of the operator Sp(v;, k) varies for the vertices (as all the
vertices do not have the same number of neighbors), both these approaches have
considered only fixed-size spiral. They either truncate or zero-pad each spiral
depending on its size. This obviously doesn’t adequately capture the similarities
between different spirals, and is totally unsuitable for examplar-based inpainting.
Therefore, we proceed differently. We define the difference between two spiral
patches of two vertices as the sum of the differences between their respective
k-rings:

k
d(Sp(vi, k), Sp(v;, k) = D d(R' (v3), B (v;))
=0

Two k-rings are compared by mapping the vertices of the largest ring to the
smallest one:

IR (v3)]
d(R' (), R (v))) = D d(By,(0): Ry 0 (1))
n=0
with n/(n,v;,v;) = LWJ and |R!(v;)| > |R!(v;)|. The distance between

two vertices is then the distance between their color graph signal vectors:
d(Ry, (vi), Ry, (v5)) = [IC(Ry, (v3)) — C(Ry, (v;)2

Finally, this distance definition between spiral patches exactly recovers that of
images patches represented as 8-adjacency grid-graph meshes.
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4.3 Priority computation

Algorithm [1] is similar to the one proposed in [5] and performs the inpainting
through a best-filling strategy that depends on priority values assigned to each
spiral patch of the front boundary 92. In [5], the priority is based on the product
of two terms: confidence and data terms. The confidence term measures the
amount of known information around one pixel and the data term encourages
linear structures to be inpainted first. These two terms cannot be directly used
for 3D color meshes (e.g., there is no definition of isophotes for meshes), so we
propose a priority term dedicated to 3D colored meshes that is the product of
four terms. The priority term is used in steps one and two of Algorithm

Confidence: The confidence term is similar to the one used for images. Its ob-
jective is to fill first the spiral patches that have most of their vertices’ colors
already known. The confidence is defined as

> (1 — Marked(v;))
v; € k-disk(v;)
|k-disk(v;)|

Confidence(v;) =

This measures the proportion of known vertices’ colors within the spiral patch
Sp(v;, k). Tt is close to 1 if most of the vertices’ colors of the spiral patch are
known, and close to 0 for spiral patches that contain few known vertices’ colors

(see Figure [2[c)).

Density: The density term aims at favoring dense spiral patches to be filled first.
Indeed, in meshes, the spatial coverage of a patch can be very different from one
part of the mesh to another. It is preferable to inpaint first small spiral patches.
The density is defined as

[k-ring(v)|
> [15(v) — Sl

v; € k-ring(v;)

Density(v;) =

This measures the average spatial dispersion of the vertices of the spiral patch
Sp(v;, k) with respect to its center v;. It is high if the spiral patch is small and
low otherwise (see Figure 2{(d)).

Variance: The variance term aims at favoring the filling of spiral patches that
exhibit strong geometrical variations. We measure the latter by the total variance
of the vertices’ normals of a spiral patch Sp(v;, k). If its value is high this means
that there are variations in the surface of the spiral patch (see Figure e)). The
variance term is defined as

Variance(v;) = Z sz- (N(v4, k)

where N(v;, k) is the set of vertices’ normals for vertices in Sp(v;, k).
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Continuity: The continuity term is similar to the data term used for images. Its
aim is to encourage the inpainting of spiral patches where a strong variation in
color is present. The spiral patches that lie on the continuation of color structures
will then be filled first. For images, this was motived by the notion of isophotes.
As there is no equivalent notion for meshes, we consider the Structure Tensor
Total Variation (STTV) [13]. Moreover, a similar SSTV has already been used
for image inpainting in [4] and showed good results. The structure tensor J is the
outer product of the gradient: J(v;) = VI f(v;)-Vf(v;). We define the gradient at
a given vertex v; as the vector of all the distances between the spiral descriptors
of v; and its neighbors within its k-ring(v;):

V(i) = [d(Sp(vi, k), Sp(v), k), v; € k-ring(v;)]”

The structure tensor summarizes the dominant directions of the gradient in
the k-ring(v;) of a vertex v;. The importance of the structure tensor lies in its
eigenvalues that provide a rich and discriminative description of the local geom-
etry by summarizing the distribution of the gradients in the k-ring(v;) neighbor-
hood. Its spectral decomposition is J(v;) = UAUT with U its eigenvectors and
A its eigenvalues. This leads us to define the continuity from the STTV as:

|k-ring(v;)|

2. X

j=1

Continuity(v;) =

with A\; = A(j, 7). If its value is high this means that there are color variations
on the surface around the spiral patch (see Figure [2[f)).

Priority: The priority is then defined as
Priority(v;) = Confidence(v;) - Density(v;) - Variance(v;) - Continuity(v;)

Its objective is to favor the inpainting of spiral patches that: 1) have few missing
information (Confidence term), 2) have a small spatial range (Density term),
3) are located at strong geometric features (Variance term), 4) are located at
strong color structures (Continuity term). Figure shows these terms for a zone
to be inpainted. One can see that the selected target patch of highest priority is
the one that makes the most of these four terms.

4.4 Copying one spiral patch on another

In step four of Algorithm |1} once the best matching spiral patch Sp(uvpest, k)
of Sp(Vtarget, k) has been identified. Its content must be pasted on the missing
parts of Sp(vtarget, k). This means that only the vertices v; € Sp(viarget, k) with
Marked(v;) = 1 will have their color inpainted. To perform this, we rely on the
matching we have defined between rings to compare two spiral patches. The color
of a vertex v,, = Rﬁmm (Vtarget) € l-ring(vigrget), with Marked(v,,) = 1 is filled by
the average of the colors of all the vertices v, = Rﬁlp (Upest) € l-ring(vpest) such
that n'(ny, vp, Vm) = My, The indexes of vy, and v, in their respective [-ring are
Ny, and n,. In other words, the colors of all the vertices from l-ring(vpes;) that
are matched to a vertex vy, are averaged to fill C(v,,).
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a) Original (b) Zone to ) Confidence (d) Density
Mesh colors C inpaint {2
) Variance f) Continuity g) Priority h) Target and best

matchmg patches

Fig. 2. From left to right, top to bottom: an original part of a 3D colored mesh, the
selected zone to inpaint {2, the computed Confidence, Density, Variance, and Continuity
terms that are combined to obtain the Priority (warm colors mean highest priority).
Final image shows the target spiral patch Sp(vtarget,1) of highest priority (shown in
red) and its best matching spiral patch in a 3-ring (shown in green).

5 Results

In this section we provide examples of 3D colored mesh inpainting with the
proposed approachﬂ We start with an example that shows the benefit of the
approach. Figure [3| presents a 3D colored mesh (A gargoyle mesh on which the
lena image has been projected) where three areas have been suppressed. The
latter are shown in yellow and each area is about 200 vertices insize. In the
first pair of images of Figure [3] the area that has been suppressed is on the
continuity of a linear color structure separating two colored areas. Our approach
has successfully succeeded to reconstruct the missing part while preserving the
continuation of the linear structure. This shows the quality of our proposed
priority computation. The preservation is not (and cannot be) perfect as the
patches are not all of the same sizes in this part of the mesh. In the second
pair of images of Figure [3] the area that has been suppressed is located in a
textured area. We can see that our approach has managed to reconstruct the
missing part without any visible artifacts. In the last pair of images of Figure
Bl the area that has been suppressed is located in a zone of subtle color and
texture changes. The reconstructed area appears to be very coherent with its
surrounding. The PSNR between the inpainted area in the original mesh and
the inpainted mesh is of 33.24db assessing that our approach can well restore

! Complementary videos can be found at https://lezoray.users.greyc.fr/
projects/ICPRAI-2024/
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both homogeneous or textured areas. These examples show the interest of our
approach that is able to reconstruct complex missing color structures on 3D
colored meshes. The parameters were the following. Spiral patches Sp(v;,2) are
extracted on 2-rings for each vertex v;. The search area for finding the most
similar spiral patch (step three in Algorithm [I]), is fixed as being the 5-ring(v;).
The parameters are therefore k = 2 and v = 5.

Fig. 3. Examples of 3D colored mesh inpainting. Images (before/after inpainting) are
presented in pairs by rows. The areas to be inpainted appear in yellow.

In Figure [ we present results on real scanned meshes. The first two meshes
are from the GREYC 3D colored mesh database [I7]. They present some color
scanning defects on the surface that have to be corrected. These defects corre-
spond mainly to colors that have been wrongly captured during the scanning
process. The objective is therefore to define inpainting areas (shown in yellow in
the second column of Figure [5)) where the color has to be corrected. One can see
in the third column of Figure [5| that our approach has managed to reconstruct
the color from these missing areas (mostly homogeneous) without any visible
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Fig. 4. Inpainting comparison with the approach of [16] with from left to rigth, (a)
Elephant Mesh, (b) Texture defect: 90.26, (c) Inpainting area, (d) Result of [16]: 96.33,
(e) Ours (k =1, v = 15): 69.11, (f) Ours (k = 2, v = 15): 68.40. Values correspond to
the BRISQUE IQA.

artifacts, even if the missing area can be large. The parameters were k = 1
and v = 3, meaning that we used 1-ring spiral patches with a search area in
3-ring(v;). These parameters will be used for all other experiments, if not stated
otherwise. The last rows of Figure [5] present scans from cultural heritage objects
downloaded from sketchFab] The areas to be inpainted have been selected to
either be in homogenous, transition or textured areas. The reconstruction is of
good visual quality for all these situations even when the underlying texture
is complex. There doesn’t exist any no-reference quality metrics for 3D colored
meshes (in contrast to uncolored 3D meshes [II]), so we have measured the
BRISQUE Image Quality Assessment (IQA) of the rendered images before and
after inpainting (first and last columns of Figure . Indeed, inpainting quality
evaluation is a well-known problem, and BRISQUE is frequently used to that
aim [I2] (the lower the better). In Figure , the inpainted images always show
a lower BRISQUE value with an average gain of 0.13, showing that inpainted
results have a slightly better perceptual quality.

In Figure [4] we present a comparison with the recent approach of Maggior-
domo et al. [I6]. They do not inpaint the vertices’ colors but the faces’ textures.
The latter being stored in a 2D image that is mapped onto the triangles of the
mesh, it can be processed by usual deep learning approaches that operate on
images. To compare our approach with theirs, we have considered a model they
used from sketchfab (Broken Stone Elephant, see Figure a)). To have color per
vertices, we have remeshed the model and transferred the color from the faces’
texture to the vertices. The mesh has some acquisition defects (Figure [{(b)).
A user has delineated the zone to inpaint (Figure [f{c), around 2000 vertices to
inpaint). Figure [d(d)-(f) presents the result of [I6] and of our approach with
two different spiral patch sizes. Whatever the patch size, it is easy to see that
our approach produces visually competitive results that are not blurry (as we
copy/paste patches) in contrast to [16]. Indeed we obtain much better BRISQUE
quality values, and with larger spiral patches, the completion looks more realis-
tic.

In Figure [6] we present a practical situation where our inpainting algorithm
can be very useful. The presented 3D colored mesh is a scan of a person. Such

% https://sketchfab.com/, used models are under CC BY-NC 4.0 Licence
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Fig.5. Examples of 3D colored mesh inpainting (best viewed zoomed). Each row
presents an original mesh (first column) where some defects appear and have to be
corrected. These zones are marked in yellow (second column) and have to be inpainted.
Last column presents the inpainting results. First row mesh has 83063 vertices, 166118
edges and 459 vertices to inpaint. Second row mesh has 216375 vertices, 432706 edges
and 236 vertices to inpaint. Third row mesh has 514806 vertices, 1028551 edges and
3092 vertices to inpaint. Fourth row mesh has 336053 vertices, 672098 edges and 1750
vertices to inpaint. Last row mesh has 770354 vertices, 1540772 edges and 1182 vertices
to inpaint.
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models have recently received much attention as they can be used to virtually
represent scanned persons as realistic avatars in virtual reality environments.
Here we use our approach in a similar way that image inpainting algorithms are
used by photographs in order to remove unpleasant elements in faces’ images
such as acne marks and freckles, moles, or rashes. We have manually selected
such elements to inpaint on the person head scan (second column of Figure |§[)
The number of vertices to be inpainted is 18906. Last column of Figure[6] presents
the results. One can see that the inpainted areas are almost indistinguishable
from their surroundings assessing the fact that our inpainting performs very well
(as assessed by he BRISQUE values) and can be beneficial for such practical
applications.

60.81 60.72

Fig. 6. Inpainting of acne marks and freckles, moles, or rashes on the scan of a person
face (1928258 vertices and 3856512 edges). Provided values are the BRISQUE IQA.

Finally, Figurempresents a mesh of a scan of a Nefertiti bust statue (also from
sketchfab). A large part of the antique hat presents defects (first column of Figure
E[). This area has been marked to be inpainted (second column of Figure|7)). The
reconstructed area looks plausible (last column of Figure Iﬂ see the BRISQUE
IQA) but is not totally satisfactory when examined closely. This illustrates a
limitation of our approach. We considered a fixed search area in the 3-ring of
each vertex. So, as the reconstruction progresses, there may be a progressive
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16.52 16.22

Fig. 7. Nefertiti bust statue inpainting (993434 vertices and 1986864 edges). Provided
values are the BRISQUE IQA.

copy of patches that were reconstructed from the previous iteration. A solution
could be to enlarge the search area but this comes with higher computational
costs. The best way to cope with this problem would be to have a smarter similar
patch search such as the PatchMatch algorithm [2], which we should adapt to
3D meshes.

6 Conclusion

We have proposed an approach for the exemplar-based inpainting of 3D colored
meshes. The objective is to reconstruct the missing color for vertices of the
mesh. An equivalent of patches on meshes has been defined as spiral patches.
Then, a specific adaptation of the algorithm of Criminisi et al. for images [5] has
been proposed. Critical parts concerned the definition of the priority of the filling
order and the comparison and copying of spiral patches. Several results have been
presented that show the benefit of the approach that is able to well reconstruct
missing colored areas in 3D colored meshes. A limitation of the approach is the
simple patch search strategy. Replacing it with an adaptation of the PatchMatch
algorithm [2] to 3D meshes could improve results in certain situations.
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