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ABSTRACT Humans use collaborative robots as tools for accomplishing various tasks. The interaction
between humans and robots happens in tight shared workspaces. However, these machines must be safe
to operate alongside humans to minimize the risk of accidental collisions. Ensuring safety imposes many
constraints, such as reduced torque and velocity limits during operation, thus increasing the time to
accomplish many tasks. However, for applications such as using collaborative robots as haptic interfaces
with intermittent contacts for virtual reality applications, speed limitations result in poor user experiences.
This research aims to improve the efficiency of a collaborative robot while improving the safety of the human
user. We used Gaussian process models to predict human hand motion and developed strategies for human
intention detection based on hand motion and gaze to improve the time for the robot and human security
in a virtual environment. We then studied the effect of prediction. Results from comparisons show that the
prediction models improved the robot time by 3% and safety by 17%. When used alongside gaze, prediction
with Gaussian process models resulted in an improvement of the robot time by 2% and the safety by 13%.

INDEX TERMS Gaussian Process models, Prediction, Virtual reality, Collaborative robot, Human-robot
interaction, Human safety.

I. INTRODUCTION

Robots have been helpful to humans inmany contexts, such as
manufacturing, gaming, and health. For tasks where humans
work closely with robots maintaining human safety is critical
[1]. Collaborative robots (cobots) are designed to maximise
human safety, with several measures taken to ensure that the
robot does not harm the human. If a collision occurs, the
impact on the human should be minimal without unneces-
sary restarts after a safety stop [2]. In most cases, speed is
sacrificed to improve safety. However, this limits the device’s
efficiency because it is considered too slow. For virtual en-
vironments where robots can be used as encountered display
devices with intermittent contacts, the efficiency of a device
while maintaining user safety is crucial. The speed limitations
due to safety constraints behind the design of many cobots
have limited their use in immersive virtual environments.
While using cobots as encountered type haptic devices in
immersive VR to simulate touch with virtual objects, contact
between humans and robots is inevitable . This is because the
user cannot see the physical robot due to the head-mounted
display (HMD) on his head but can only see virtually rendered

objects. He/she only comes into contact with the robot at the
point of interaction with the objects in the virtual environment
(VE) as illustrated in fig. 1 and 2. To simulate interaction
with a virtual object as if it were a physical environment, the
robot has to be at the point of interaction at the exact time
of the physics rendering in the graphics animation software.
In addition, the VE is rich and dynamic, with many objects
in several positions and oriented differently. Simulating such
environments with a robotic device to achieve realistic inter-
action amidst safety and speed constraints is still a challenge
[3], [4], [5], [6], [7]. Due to speed restrictions, the device
takes longer to reach some targets, which causes visual-haptic
illusions (the differences between what the user perceives
and what they can see). As a result, there is a position and
orientation mismatch and lag between the virtual object and
the haptic proxy. The latency negatively impacts the user
experience. Improving device hardware can solve the above
challenges. However, safety and complexity considerations
frequently result in design choices that make speed limits in-
evitable. Researchers have proposed different software-based
approaches to improve the robot’s speed and response. These



approaches make use of human intention detection through
prediction and velocity modulation [8], [9], [5], [10], [11],
[12], [13], [14], [15], [16], [17], [18]. Velocity modulation
techniques partition the workspace into a human zone and
outer space. The robot’s velocity is adjusted according to the
location of the robot end effector/tooltip with respect to the
human such that when the end effector is considered to be in
the outer zone at a greater distance from the human, the robot
is moved with a higher velocity. The velocity then is reduced
when the robot tooltip is closer to the human in the human
zone. Motion prediction predetermines the virtual object lo-
cation the user wants to interact with, the hand position and
the obstacles along the path. With this information, the robot
is moved safely to the desired target location.

Researchers have used multi-modal interfaces integrating
gaze for human intention detection to improve efficiency
and safety further. They have used eye-hand coordination to
improve the robot’s response based on the fact that eye gaze
precedes hand motion for most tasks that involve object ma-
nipulation. So, by capturing eye gaze data, different models
have been developed to improve human intention detection
in human-robot collaboration. For example, establishing how
implicit cues such as gaze and head movements precede
an action performed by an artificial agent are interpreted
may be crucial to improve communication in robot-to-human
handover tasks [19], [20]. Ensuring safety without stopping
the robot requires motion planning to avoid collisions of the
robot against itself and obstacles in the environment, such as
humans. Available methods to achieve safe motion plans are
slow because generating and executing an optimal collision-
free plan takes a long time. Therefore, several measures have
to be taken to reduce the robot time and maximize safety.
Achieving both simultaneously is still a challenge this re-
search addresses. In this article, we combine velocity modula-
tion, motion prediction, obstacle avoidance, and human inten-
tion detection by integrating gaze and hand motion to develop
techniques to address efficiency and safety challenges. We
designed different motion strategies for a cobot and analyzed
their efficiency and safety based on a use case of a virtual
reality (VR) application and to analyze the texture of the
material to be used in the design an automobile interior [21],
[10].

This paper improves the state of the art and contributes to
the scientific knowledge through

1) We introduced a data-driven Gaussian process model
for online training and prediction of hand motion tra-
jectory from real-time sensor measurements.

2) Evaluation of different methods of kernel computation
for online prediction.

3) Human intention detection and prediction strategies
using a combination of hand motion and eye gaze.

The rest of the paper is organized as follows: A related
works section reviews the state of the art in motion prediction.
A methods section which describes the Gaussian process
prediction models, related challenges, context of the study

and the proposed model. The experiments section presents
the evaluation of the models and the prediction strategies.
Another section on the experimental setup and evaluation
of the strategies, then the results section which presents the
results of the analyses and finally a section for the discussion
and future perspectives.

II. RELATED WORK
In human-robot interaction, the problem of the efficiency of
robotic devices stems from speed limitations to minimize
the impact of accidental collision with objects in the robot’s
dextrous workspace. However, it is computationally complex
to generate collision-free trajectories. Different researchers
have tried to circumvent the challenges of speed limitation
by attempting to predict human actions and intentions and
then planning the robot motions accordingly. By capturing
human hand motion and gaze data, prediction models have
been developed to generate predictions and robot motions to
improve device speeds. Several prediction methods have been
proposed. These can be divided into model-based and data-
based. Namiki et al. [16] used a minimum jerk model and a
particle filter to estimate the operator’s intention and predict
arm trajectories towards different objects. The minimum jerk
model for human motion prediction required recording the
initial part of at least half the length of the hand trajectory and
then fitting the parameters, including the final position and
time. However, human hand motion is non-linear, stochastic,
and varies across individuals; therefore, complex to model
and estimate. Such models face high inaccuracies, as ob-
served by [22]. To address the above-mentioned challenges,
different data-based techniques have been used by various
researchers to learn and predict hand motion. The most com-
monly used approaches depend on neural networks, such
as convolution neural networks for data from vision-based
systems and recurrent networks if data is from non-vision
motion capture systems. The main advantage of the neural
network is the ability to capture non-linear dynamics of the
hand motion. Landi et al. [8] augmented a minimum jerk with
neural networks to get an improved model and then trained on
a dataset of human demonstrations to anticipate goal locations
in a given workspace [8], [17]. Li et al. [14] used neural
networks to model the non-linearity and uncertainty of human
hand motion and Bayesian inference to predict motion trajec-
tory by combining early partial trajectory classification and
human motion regression. However, the main disadvantage
of neural networks is the need for a lot of training data and
long training time. Different human intention approaches that
rely on a limited amount of training data have been pro-
posed to overcome this scenario. Callens et al. [13] leveraged
the power of principal component analysis to recognize and
forecast human motion, using a motion detection database
of multiple motion models and an estimate of a motion’s
execution speed. With data from a 3D camera, Ding et al.
[9] employed Hidden Markov Models and probability den-
sity functions to explain human arm movements and predict
user-occupied workspace zones. Bayesian models were used
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in [15] to infer the hand target from a 3D camera sensor.
Other researchers have usedmodels that learn humanmotions
by fusion of human demonstrations with dynamic motion
primitives and the Gaussian mixture model [23]. Recently,
Gaussian process regression models (GPs) have been used
for trajectory prediction. The advantage of GPs as predic-
tors is that they make accurate and smooth predictions with
little data without affecting long-term prediction accuracy
compared to alternatives like neural networks [24], [25]. In
addition, they associate each prediction with an estimate of
its uncertainty. GPs have produced good prediction results in
previous studies. They have been used to learn from human
demonstrations to predict human postures by predicting the
human joint velocity given the current posture and robot
end-effector velocity [18]. Similarly, in another study [23],
a framework that combines partial trajectory classification to
recognize human actions with humanmotion regression using
a Gaussian process to predict the trajectory produced good
results. However, the main disadvantage of the models is that
prediction happens when part of the hand trajectory has been
completed. In another study, a multivariate GP was used to
construct regression models to reflect the human intentions
with respect to the target position [26]. In this model, the GP
regressionwas used to enhance the ability of DynamicMotion
Primitive models in multiple trajectories learning.

The main characteristic of these models is that they were
trained offline on a specific task, and the learning is based
on emulating a large observation of point-to-point trajecto-
ries/motions. In addition, such models cannot be easily trans-
ferred to another domain because the performance degrades
when the model is presented with new data. Therefore, its use
is limited to scenarios where data is similar to the training set.
So, they may not be used in dynamic and rapidly changing
environments. However, for most real-world problems, (i)
the environment is dynamic (changes over time). Therefore,
learningmust be adaptive and online, (ii) learning samples are
few or costly, and (iii) computational resources are limited.
A solution would be to have a model that predicts without
prior knowledge of the task, easy to train on small samples in
a short time, or requires no training at all. Such approaches
have been used in [5], [12], [10]. The models rely on the
nearest neighbor metric to determine a target close to the
hand. However, the main disadvantage is that only the current
hand position or gaze direction is required to predict the final
target, and they do not use the trajectory information. To
improve the robot’s efficiency, predicting a trajectory would
enhance the models.

Due to the high refresh rates required for VR applications,
online regression with GPs would be suitable for the task of
trajectory prediction. However, in the previous studies, the
GPs were trained offline with pre recorded trajectories and
then inference online due to computational costs associated
with training. However, this is not suitable for dynamic en-
vironments such as human interaction in VR. This research
aims to have a GP model that can be trained online, infer
predictions for unseen data at future timesteps in real-time,

and then predict the target points.

III. METHODS
A. GAUSSIAN PROCESS
AGaussian processwas used tomodel humanmotion because
it is a non-parametric tool for learning from sample data.
The key attribute is the ability to provide uncertainty over
estimates [24]. A GP represents distributions over functions
and it is specified by the mean and covariance function.
GPs are used to infer or predict functions at a finite set of
prediction points from observed data.
Given a set of training dataD = (X,Y) from a noisy sen-

sor, X and Y are vectors of input and output data respectively
such that X = (x1, x2, x3, ..xn) and Y = (y1, y2, y3, ..yn).

yi = f (xi) + w (1)

where w is the zero mean, additive gaussian noise with vari-
ance σ2

n . A GP defines a Gaussian predictive distribution over
the output y∗ conditioned on training data D and a test input
x∗. The GP has a mean

GPµ(x∗,D) = KT
∗ (K+ σ2

mI)
−1y (2)

and variance

GPΣ(x∗,D) = k∗∗ −KT
∗ (K+ σ2

mI)
−1K∗ (3)

where, K is the covariance matrix K(X,X), formed by
the full training data using the kernel function, K∗ is the
covariance matrix, K(X, x∗) between the test point and the
full training data, k∗∗ is the kernel function evaluated at the
test point, k(x∗, x∗), m is the number of data points, σ2

m is
the noise variability, y is the observed output, which also
represents the observed underlying function values plus some
noise.

The choice of the kernel function depends on the appli-
cation. For this use case, we used a half-integer Mattern
covariance function given as

k(xi, xj) = σ2
m

(
1 +

√
3d(xi, xj)

l

)
exp

(
−
√
3d(xi, xj)

l

)
(4)

where d(·, ·) is the euclidean distance between 2 points, l
and σ are the magnitude and length scale hyper-parameters
that control the correlation scale and noise variability of the
process.
The hyper-parameters β = {σm, l} were learned by maxi-

mizing the log-likelihood of the training inputs as in eq (5).

βmax = argmax
β

(log(p(y|X , β))) (5)

B. CHALLENGES OF GP MODELS
Gaussian processes have been used as the preferred tool for
many statistical inference or decision theory problems in
machine learning, where flexibility for modeling continuous
functions is required. This is because they require few training
inputs to produce good results. However, the training takes



a long time due to the matrix inversion computation time
and the covariance matrix’s determinant calculation. This
limits their practical application in real-time scenarios which
require online training and inference [27].

For a large m, the matrix inversion of (K + σ2
mI) in eq

(2) and (3) is computationally expensive. It requires O(m3n)
computations where m is the number of data points, and n
is the dimensionality of the data. Different approaches have
been proposed to overcome the computational overhead of
the matrix inversion of the GP. Such approaches include
sparse approximation of GPs as used in [28]. The approach
constructs a smaller GP representation using pseudo-inputs at
different locations. The complexity was reduced to D >> m,
whereD is the number of real pseudo-data points which is far
less than the number of the original data points m, and hence
obtain a sparse regression method which has O(D2mn) train-
ing cost. However, the quality of the prediction depends on the
number and location of pseudo points, which is a challenge
to determine. Another approach is the Infinite Horizon GP
(IHGP) [29], which used state space modeling (Kalman fil-
tering) to represent kernels of GPs, suitable for long datasets.
The IHGP decreased the computational complexity to linear
in the number of data pointsO(m2n). However, this approach
is only for equally spaced data points and fails in cases of
missing data, such as sensor failures. An improvement to
this was the Multi-output Infinite Horizon Gaussian Process
(MOIHGP) [30]. It extended the IHGP to cater for unequally
spaced inputs and multiple outputs. However, the main prob-
lem is that it’s a single-input GP and may not exploit the
structure of multi-dimensional inputs where the inputs are
dependent. In another approach, [27] proposed a different
method of matrix decomposition using a high-order lower-
rank decomposition (HOLRD) algorithm. They used a direct
method for the rapid inversion of this matrix which performs
the computation in O(mlog2n) by hierarchically factoring
the matrix into a product of block low-rank updates of the
identity matrix. The HOLRD algorithm is computationally
efficient, so we adapted this decomposition as a regression
model and extended it to suit our use case. We build on the
formulation to construct a multi-dimensional GP suitable for
online training and inference. We then used it to design and
implement prediction frameworks for human motion predic-
tion to produce robot motions suitable for human interaction
in a virtual environment and use the robot as a haptic interface
with intermittent contacts.

C. DESCRIPTION OF CONTEXT
The study assesses the perceived quality of materials in car
interiors throughout the first design phases. The application
utilized a UR5 robot manipulator. A six-sided prop with mul-
tiple texture specimens attaches to the end effector, allowing
a user’s finger or hand to make contact with the simulated
car inside. The user wears an HMD and sits in the actual
world to visualise the virtual car (see Fig. 2). See [31], [21]
for more details on the configuration of this study application.
As explained in [32], [33], the robot must position and orient

FIGURE 1. The experimental platform scheme depicts a user wearing an
HMD and touching a prop carried by a cobot.

FIGURE 2. User interaction in the VR environment

the prop with the required side which has a sample of the
material associated with the virtual surface, to provide a sense
of touching the object.

D. THE MOTION PREDICTION PROBLEM
The regions of interest for user interaction inside the virtual
car are represented by points 1 up to 18, while safe points are
numbered from 20-24, as shown in Fig 4. see [10] for details.
Since the human is putting on a VR headset, he cannot

see the robot’s location. For safety, we implemented trajec-
tory planning techniques to avoid unwanted interactions and
collisions between the robot and the human and in addition,
maintain a low speed. A virtual sphere in fig 3wasmodeled as
an obstacle to estimate the user’s position and give the system
a model to plan safe motions in the Robot Operating System
(ROS). So in light of these constraints, the robot must safely

FIGURE 3. The Virtual car cockpit.
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arrive at the desired target before the hand to minimize visual-
haptic illusions. Prediction, velocity modulation, and safety
strategies are employed to solve these challenges.

The human is not restrained and, therefore, can freely move
his hand from one point to another as he wishes. Fig 4 shows
a snapshot of a hand model moving from one point to another
inside a virtual car. The robot must be at the desired point with
the orientation of the prop presenting the surface the human
user desires to touch in the shortest time securely. This raises
the following research problems to address:

• User safety. Motion planning with collision avoidance
presented in [34] was used to have a secure system.

• The robot has to be efficient to minimize visio haptic
illusions. By design, the robot is slow to keep humans
safe and minimize injury in case of a collision. To over-
come this, the workspace was partitioned, and velocity
modulation techniques were used to move the robot at
different velocity profiles depending on its motion as
described in [10].

• Due to limitations of motion planning, such as time to
generate and execute a feasible plan, the robot was slow
to respond to changes in human intentions. To improve
the response, the points inside the car fixed; then we
generated offline trajectories and recorded them for all
possible point-to-point motions.

• It is challenging to predict the whole hand motion tra-
jectory. The hand motion must be tracked, and only a
window of the hand motion is used to predict future time
steps. A GP model for regression was implemented.

• Since user interaction is free and unscripted, determin-
ing which point the user wishes to interact with is a
challenge. Different prediction strategies using the near-
est neighbor algorithm and the GP were proposed and
applied to hand motion and gaze was used to improve
efficiency and user safety.

The regions of interest (ROI) in the interior of a virtual car
cockpit were determined by a clustering method, selected and
designated as points 1-18. To improve safety, safe points were
added on top of the dashboard and numbered from 20-24 as
shown in fig 4. We used a plane to partition the workspace
into two regions; the car interior also referred to as the user
workspace and the exterior referred to as the free space (FS)
to ensure different velocity profiles for the robot motion.
Humans will not enter the FS because it is outside the car in
the virtual world, so the robot canmove faster. The safe points
were placed on a plane to act as the via points for velocity
modulation such that the robot moves with a high velocity in
the free space and low velocity for the regions inside the car
to ensure human safety. The details are explained in [10].

E. THE PROPOSED PREDICTION MODEL
The motion prediction is modeled as a regression problem.
A GP regressor is trained online using a history of hand
trajectory data to produce predictions of the hand position
at future time steps. A window of time steps determines the

FIGURE 4. The interior of a virtual car showing the points 1 to 18 and the
safe points 20 to 24

length of the input trajectory data, and then a prediction is
made at a future time step whose size is determined by a
horizon h. Themodel takes in as input a training dataset which
consists of the observed hand trajectory from the start X0 to
Xt , and outputs the predicted values Y at any desired time
step of the horizon h. The output at the horizon timesteps is
computed as a multi-step ahead time series forecasting using
a naive approach [35]. For simplicity of the notation, the input
at time t is denoted asXt and the predicted output at a horizon
X̂t+h. This is illustrated in fig. 5.
Since the model scales poorly with increased dimensions,

three independent GPs are created for each input dimension
x, y, z and trained independently to keep the computation
complexity linear in dimension.

A significant characteristic of all the GPmodels is that they
assume a zero mean prior [24]. The resultant effect is that
the predicted mean tends towards zero for longer prediction
time steps of the horizon, and the uncertainty increases with
distance from an observed value. This makes the model un-
suitable for longer regression, where the objective is to predict
several time steps. To overcome this problem, we propose a
2-dimensional (2D) GP which uses both the velocity and the
hand’s position. We shall refer to our model as the Enhanced
GP (EGP) for the rest of the document. The main advantage is
that the training of the velocity will have small values close to
zero and, therefore, will not suffer from the zero-mean prior
problem. Another advantage is that the model exploits the
dependency relationship between velocity and position. So
we can have predictions at longer horizons with fewer errors
and uncertainty. Training themodel relies on both the velocity
and positions, but the regression is done with the velocity
and augmented to the predicted positions. The algorithm is
explained in algorithm 1 Online GP Predict. The input is a
vector of training points whose size is defined by a window.
The objective is to output a datapoint at a time-stamp defined
by a horizon h. We create a 2D array of length w for each
axis for the position and velocity. The queue is filled with
trajectory points at each time step to fill up the window (ln
3-4). Then a 2D GP is created and initialized with kernel pa-
rameters and the system noise. The GP is then trained, and the



FIGURE 5. Motion of hand from point p1 to p3. A solid line shows the
hand’s trajectory, and the hand’s current position at Xt is bold. The
predicted trajectory is dotted, the hand’s position at a horizon h is Xt+h,
and the hand representation is unshaded. The training window is solid.

hyperparameters are optimized to fit the model on the training
data (ln 5). Then a set of predictions for the mean position is
generated using the training data from w0 to wt . This is the
latent space representation from the training data (ln 6). The
second dimension of the GP is for the velocity signal. This
is used to generate the predictions up to the desired horizon
h (ln 7). On line 8, the predicted position is computed from
the velocity and concatenated to the mean predictions for the
positions. When a new data point is received, the oldest value
is removed from the training list to maintain the window size,
and the process is repeated at the next sampling period.

Algorithm 1 Online GP Predict
Require: Training data D, window size w, horizon h
Ensure: predicted position x̂t+h, covariance

1: function EGP_Predict(D,w, h)
2: Initialise a 2D GP with hyper-parameters β
3: while D ≤ w do
4: Add a new data point Xt = [xt , ẋt ] toD
5: Train GP onD, and optimize β with eqn. 5
6: x̂t ← µ1 GP(D,wt )
7: ˆ̇xt ← µ2 GP(D, h)
8: x̂t+h ← x̂t + ˆ̇xthδt .
9: remove first data pointDo from D
10: end while
11: return x̂t+h
12: end function

IV. EXPERIMENTS
Four people participated in thsese experiments. The subjects
were researchers in the lab, with immersive VR experience
ranging from none to moderate use. An HTC Vive Eye ®

HMD, a tracker attached to the hand trackers, and a car
seat were used. The test applications were run on a desktop
computer with Unity3D® VR software. The GP models used
a mattern kernel with the initial parameters set to 1.0 for
the length scale and the noise variance set to 0.003m for
position and velocity. The noise variance was selected based

on previous studies on HTC Vive tracking accuracy where
human motion is involved [36].

A. EVALUATION OF GP ALGORITHMS
One of the key factors for realistic haptic rendering is time.
For an immersive experience, the graphics images for VR
must be re-calculated at a minimum of 30 frames per second
(FPS) [37], [38]. This presents a constraint on the training and
prediction time for the algorithm. So, the computational time
for training and predictions had to be within these limits. For
this experimental study, the VR scene was updated at a rate
of 34 FPS, and data was captured from the HTC Vive motion
tracking system at a frequency of 34Hz.
We had two primary objectives for the study. The first

was to analyze the training time for the different models: the
Basic, Holrd and EGP, then select a suitable training window
which satisfies the time constraints. The second task was to
find a suitable prediction horizon with minimal error and
uncertainty.

1) Window selection
We compared the efficiency and model prediction quality for
all the implementations. Efficiency was evaluated as the total
time for hyper-parameter optimization on training data and
prediction on the unseen dataset (test set), and the quality of
the model was assessed by the log-likelihood (LL), which is
a measure of model fit.
We studied three different GP implementations. The full

basic GP proposed by [24] as the baseline, the GP Holrd
presented in [27], and our implementation the EGP to produce
preliminary results.
The dataset used was sample hand trajectories recorded

when the hand moved from point to point in an immersive
virtual environment.
We used GP implementations in C++ to achieve bet-

ter speeds. The hyperparameters were optimized by maxi-
mizing the LL in eq (5) using the limited memory Broy-
den–Fletcher–Goldfarb–Shanno with boundaries (L-BFGS-
B) algorithm [39]. Each GP was trained on a window, which
consisted of data points from the start of a trajectory, and
evaluated on the next part of the trajectory, which we shall
refer to as the horizon.
For this evaluation, we used the recorded trajectories and

for each trajectory, a training list D of size w was used as
explained in algorithm 1 to compare the GP implementations.
This was run 100 times, then the meantime and LL were
computed and then tabulated in a row. Then w was varied
to obtain more results as summarized in table 1. We used
windows of different sample sizes of w = 17, 34, 51, 68, and
85, representing time steps of 0.5s, 1.0s, 1.5s, 2s, and 2.5s
respectively. We had a total of 108 samples and results for
analysis.
The results showed that a longer window produced a higher

value of the LL in all the models. This indicated that the
model quality improved with more training data. Overall, the
EGP algorithm performed better in terms of hyperparameter
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TABLE 1. Time and log-likelihood for algorithm computed at different
windows

Window (s) Time (ms) Log Likelihood
Basic Holrd EGP Basic/Holrd EGP

0.5 11.66 1.09 1.58 51.14 81.70
1.0 20.33 1.99 2.00 131.44 161.72
1.5 22.17 2.42 2.71 165.59 254.51
2.0 30.04 3.82 3.35 270.20 340.23
2.5 36.78 3.81 4.39 326.16 433.02
3.0 44.23 5.54 5.62 387.41 530.03

optimization. This was evidenced by the highest LL values for
each window, while the basic GP and the Holrd others had
a similar value. The high value of the LL can be attributed
to the fact that the optimization was done on small values of
velocity. The other two algorithms had a similar value because
they are one dimensional, and the optimization was done on
larger values.

For efficiency, results show that time increased with the
window size. A longer window was associated with an in-
crease in time due to an increase in the volume of data, which
required a longer time for parameter optimization. Overall,
the results showed that the Holrd was the most efficient for
all windows with the lowest time than the EGP and basic
GP. The time for Holrd was slightly shorter than the EGP
because it’s one-dimensional. The extra velocity dimension in
the EGP added more data to the model, which required more
time to optimize. The basic GP was one-dimensional but took
the most time due to the direct matrix inversion computation.

Given the time constraints of the VR refresh rate, the
required timewas less than 11ms; comparing the computation
time for data in each window showed that the basic GP would
not satisfy the time constraint. Results in table 1 show that
either the Holrd or EGP could be used.

2) Horizon and prediction quality
When a trained model from the trajectory is to be used for
prediction, the possible learning error and prediction accu-
racy must be considered to ensure the system’s safety. This
objective was to select the best prediction horizon with a
small error in the predictions. The evaluation criterion was
the Mean Absolute Percentage Error (MAPE) and the Root
Mean Squared Error (RMSE) between the predictions and the
actual values in the test set. The horizon was selected as a
percentage of the training data (window) in a sequence. Such
that the data of the horizon was the sequence of data points
following the last point of the window as shown in Fig. 5. For
the experiment, different prediction horizons were evaluated,
corresponding 5%, 7.5%, 10%,12.5%, 15%, 17.5%, and 20%
of the window. The MAPE was calculated between the set
of all predictions and their corresponding actual values. Only
two Holrd and EGP were evaluated.

Overall, the results for the algorithms show that the predic-
tive error increased with an increase in the horizon (see table
2). The reason is the longer prediction horizons associated
with increasing distance from the training set; the error grows

FIGURE 6. GP Horld model prediction on the test data set using a window
of 2s and a horizon of 15%. The predicted means are shown by a dotted
line and the uncertainty is in gray. Notice the uncertainty as the horizon
increases. The MAPE in the prediction was 4.46 and the RMSE 0.031

rapidly. A comparison showed that EGP produced smaller
errors than Horld for all the Horizon. This can be attributed
to the quality of parameter optimization thanks to the velocity
component of the GP in the training data.
From the results, a horizon of 15%with the EGPwas deter-

mined as the best algorithm because it was the most extended
prediction horizon we could achieve within the acceptable
error bounds, beyond which the error rate grows faster. Fig. 6
and 7 show the prediction results from the two algorithms.

TABLE 2. Mean Error by horizon for the GP algorithms

Horizon (%age) MAPE RMSE
Horld EGP Horld EGP

5 3.883 2.071 0.005 0.004
7.5 4.084 2.586 0.006 0.005
10.0 4.371 2.920 0.007 0.007
12.5 4.536 3.417 0.009 0.008
15.0 4.915 3.796 0.010 0.009
17.5 5.390 4.253 0.012 0.010
20.0 5.851 4.905 0.013 0.011

B. RESULTS 1: EVALUATION OF GPS

FIGURE 7. GP EGP model prediction on test data set using a window of 2s
and a horizon of 15%. The predicted means are shown by a dotted line
and the uncertainty is in gray. The MAPE in the prediction was 3.24 and
the RMSE 0.018

C. GP PREDICTION FRAMEWORK FOR SAFE
HUMAN-ROBOT INTERACTION
After model evaluation, optimal parameters were determined
as shown in table 3. These were later used for predicting
human motion for online intention detection. The EGPmodel
was used in different strategies and its contribution to user
safety and efficiency of the robot was evaluated. This sub-
section presents the strategies proposed to move the robot
between different points.

1) Strategy A: Prediction with Nearest Neighbor (NN)
The state of the art was first presented in [5] and used in [10],
[12]. The objective is to select a point nearest to the hand from



a list containing all points inside the car (pts 1-18) as shown
in Fig 4. At every time stamp, the distance of each point from
the hand is calculated, and the point with the shortest distance
is returned as the desired point. The strategy is illustrated in
fig. 8.

FIGURE 8. NN Prediction

2) Strategy B: GP-NN prediction
This strategy relies on determining the next point based on
future hand position. AGP is used to predict the hand position
at a horizon h using algorithm 1. Then the NN algorithm de-
termines the target using the predicted position as illustrated
in Fig. 5. This strategy algorithm is described in algorithm 2.

Algorithm 2 STB: GP-NN
Require: training data list D, window w, horizon h, hand

position and velXt , interior points P
Ensure: predicted point P∗

1: function STB(Xt ,D,w, h, P)
2: P̂h ← µGP(Xt ,D,w, h) ▷ Hand pose from GP
3: P∗ ← min

Pi∈P

∥∥∥P̂h − Pi∥∥∥ ▷ Point Predicted by GP

4: return P∗

5: end function

3) Strategy C: Safe NN
To improve the user’s safety and robot time, we use the
following:

1) Intention detection.We detect if a humanwants tomove
his hand from one point to another by use of a threshold
distance on the hand r such that if any point is within
r , we know that the user wants to interact with a point,
and the robot’s motion is restricted. And if the point is
outside the sphere, the human wants to move to another
point. So another point of interaction is selected.

2) For safety, the robot shouldmove as far as possible from
the human. Via points were added outside the human
space, and the prediction algorithm was designed to
move the robot to the predicted point through the via
points. These are referred to as safe points numbered
(SP20 . . . SP24) and located in the exterior of the car
workspace (Figs 3 and 4). Motion through safe points
is with a high velocity using velocity modulation tech-
niques presented in [11], [10].

This strategy is summarized in algorithm 3, the desired
point is the nearest to the hand within a sphere of radius r .
A safe point associated with the nearest point is taken if no

FIGURE 9. Safe NN Prediction with threshold

such point exists. The algorithm inputs the hand position,
the points of interaction, and the safe points, then outputs a
desired point. An example in fig. 9 illustrates the strategy. The
point P2 is the closest to the hand and therefore chosen. If a
point is at a distance of more than the threshold from the hand,
the robot will go to a safe point SPi ∈ SP, which is the closest
to P2.

Algorithm 3 Strategy STC: Safe NN

Require: Hand position Ph ∈ R3, Hand threshold r , interior
points P. (shown in Fig. 9).

Ensure: predicted point P∗.

1: function STC(Ph,P, r)
2: P← min

Pi∈P
∥Ph − Pi∥ ▷ Point Predicted by NN

3: if d(P,Ph) < r then
4: P∗ ← P
5: else
6: P∗ ← min

SPi∈SP
∥Ph − SPi∥ ▷ SP selection

7: end if
8: return P∗

9: end function

4) Strategy D: Safe GP-NN
The GP prediction model offers two benefits. First, with the
knowledge of the future hand position, we can move the robot
to a safe point and take advantage of velocity modulation.
Secondly, we can use the predicted hand motion to move the
robot to a close point earlier than in Strategy C.
However, we noted that the predicted position has much

uncertainty. The predictions should be used only when the
real hand position is far from any of the points. This is because
there is negligible advantage for GP prediction if the real hand
is close to a point. The strategy switches between the pre-
dicted and the real hand positions using a threshold distance
r such that the result is either one of the points selected by
the real hand position using NN or the predicted position by
a GP as illustrated in fig. 10. The result from the predicted
hand position is either a safe point or an interior point. To
improve safety, a scaling factor α was introduced to weigh
the safe points detection more than the interior points, thus
giving preference for the robot to move through safe points
rather than points inside the car. r1 is the scaled distance of the
real hand from the closest point while r2 is the scaled distance
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FIGURE 10. Safe GP NN Prediction with threshold

of the predicted hand position from the closest point as shown
in lines 5 and 6 in algorithm 4. Switching to select a point by
the real hand position or the predicted position is done using
r such that if r1 < r , we take a point selected using the real
hand position (ln 7-8). Otherwise, we check if r2 < r , then
take an interior point selected by the predicted hand position
or a safe point (ln 10-14).

Algorithm 4 Strategy STD(EGP): Safe GP NN

Require: hand state Xt ∈ R3, Hand Threshold r ,window
w, horizon h, points P, α. (Shown in Fig. 12).

Ensure: predicted point P∗.

1: function STD(Xt , r ,w, h,P)
2: P̂h ← µGP(Xt ,w, h) ▷ Hand pose from GP
3: P̂← min

Pi∈P

∥∥∥P̂h − Pi∥∥∥ ▷ Point Predicted by GP

4: P← min
Pi∈P
∥Ph − Pi∥ ▷ Point Predicted by NN

5: r1 ← d(Ph,P) ∗ α
6: r2 ← d(P̂h,P) ∗ α
7: if (r1 < r) then
8: P∗ ← P
9: else
10: if r2 < r then
11: P∗ ← P̂ ▷ Point Predicted by GP
12: else
13: P∗ ← min

SPi∈SP

∥∥∥SPi − P̂∥∥∥ ▷ SP selection

14: end if
15: end if
16: return P∗

17: end function

5) Strategy E: Safe NN with Gaze
Hand-to-eye coordination was used to determine human in-
tention and improve selection efficiency. This strategy was
introduced in [10]. Here, the eye gaze was used to preselect
points of interaction. Since the hand is the primary contact
with the points, it is then used for finer selection such that
if a point is within the radius r , it is selected as the desired.
Otherwise, a safe point in the gaze direction is selected. An
illustration is shown in Fig. 11. For a detailed algorithm, we

FIGURE 11. Safe NN Prediction with a threshold. A point Pi with the
minimum λi is first selected. But if Pi is not within r , a safe point is
selected.

FIGURE 12. Safe NN Prediction with Gaze direction

refer the readers to the paper [10].

6) Strategy F: Safe GP-NN with Gaze Prediction
To improve the selection of strategy E, we try to predict the
hand motion after preselection by the gaze. We follow the
same procedure as in strategy D. The only difference in this
algorithm is that we have another added selection. So the
selection is first by gaze direction, then the actual hand, then
the predicted hand position. This is illustrated in Fig. 12.
The algorithm inputs the hand position, the gaze direction,
the points of interaction, and the safe points, then outputs a
desired point.
A few rules guide our selection as shown in algorithm 5.

First is that eye gaze gives a rapid selection of the interest
point, then based on a threshold r we decide whether it is
necessary to predict the selected point. If the scaled distance
between the point selected by gaze Pgz and the hand is within
a threshold, then Pgz is the desired, and the algorithm stops.
Otherwise, we have to select a point based on the predicted
hand position (ln 9) such that we find the closest point Pgp to
the predicted hand position P̂h. For the selected Pgp if r2 is
less than r , then Pgp is selected as the desired (ln 11), else a
safe point is selected.

D. ROBOT MOTION PLANNING
The motion planning is based on the ROS framework. When
a strategy selects a point, the robot computes and executes
the trajectory from its current position to the selected target.
However, this may entail stopping the robot’s motion and
recalculating an obstacle-free trajectory online. To save time
for calculations, we used predefined offline trajectories with
short execution times.



Algorithm 5 Strategy STF: Gaze Safe GP NN (STF -EGP)

Require: Hand State Xt ∈ R3, Hand threshold r ,window
w, horizon h, Points space P, α. (Shown in Fig. 12).

Ensure: predicted point P∗.

1: function STF(Xt , r ,w, h,P)
2: P̂h ← µGP(Xt ,w, h) ▷ Hand pose from GP
3: Pgz ← min

Pi∈P
λi ▷ Point Predicted by gaze

4: Pgp ← min
Pi∈P

∥∥∥P̂h − Pi∥∥∥ ▷ Point Predicted by GP

5: r1 ← d(Ph,Pgz) ∗ α
6: r2 ← d(P̂h,Pgp) ∗ α
7: if r1 < r then
8: P∗ ← Pgz
9: else
10: if r2 < r then
11: P∗ ← Pgp
12: else
13: P∗ ← min

SPi∈SP
∥SPi − Pgp∥ ▷ SP selection

14: end if
15: end if
16: return P∗

17: end function

V. EXPERIMENTAL SET UP AND EVALUATION OF THE
STRATEGIES
During the experimental procedure, the optimal window size
selected was 2.0s, similar to other GP-related experiments
[29], [30]. A horizon of 15% of the window size was selected.
Other parameters related to the experiment are listed in table
3.

TABLE 3. Parameters used in the experiment for the HRI task

Parameter Value
r 0.2m
Vm 0.4m/s
Vr 0.25m/s
l 0.5
σm 0.003
w 2.0s
h 15%
α 0.8

A. EXPERIMENTAL SETUP
The participant was seated in the car seat 0.6m above the
ground, -0.1m and 0.9m in x and y respectively from the robot
base frame while the robot was fixed on a 0.8 m high table.
The placement of the robot in the scene was chosen to reach
all the places where the user’s hand would interact with the
robot’s probe. A detailed explanation of the user and robot
placement is given in [40]. The user wore an HMD, and Vive
trackers were attached to the user’s hands as shown in Fig. 2.

In this experiment, we used seven trajectories. Two of these
were long-distance trajectories (from points 2 to 11 and 5 to
18), three were of a medium distance (from points 5 to 11, 5
to 15, and 12 to 15), and two were of short distances (from

points 3 to 4 and 17 to 16). Then, for each trajectory, the
user was instructed to move his hand from a start point to
a defined endpoint. The data from the HMD and the user’s
dominant hand were recorded to be used for the GP training.
The data comprised the position and velocity of the hand,
the head position, and orientation. The user was instructed
to do the task at the speed he wanted. Throughout the data
collection process, the robot was stationary to ensure the
security of the user. This was mainly because we wanted to
compare the strategies with the same input data. The goal
was to predict the trajectory at a horizon and then identify
the point of interaction. This problem is regression and then
determining the nearest point in a closed set to a specified
point (hand position). We used the head-mounted display to
identify points in the user’s vision and if their gaze is focused
towards a specific point Pi. We then expressed the distance
of the points to the gaze direction as a function of l1/L1 as
shown in fig. 11 and 12. The user would then direct his hand
to a location within the virtual car. The goal was to detect as
quickly as possible the point the human would likely reach to
interact with and then to move the robot to the point.
1) Once the direction is decided, the robot can be moved

to intermediate places to simplify the task.
2) Safe-points SPi ∀i ∈ [20, 24] are defined on the bound-

ary plane outside the car’s interior space. Between these
points, the robot can move faster.

3) At each time stamp, we define the target point Pi ∀i ∈
[1, 18] for prediction.

B. EVALUATION CRITERIA
The main objective was to compare our GP implementation
against the state of the art regarding improving efficiency and
user safety. The comparison is done by carrying out three
assessments.
1) Effect of prediction on efficiency.
2) Effect of prediction on safety.

The efficiency evaluation criteria used the following:
1) Td : Time taken by the strategy to detect the desired

point the user wants to reach. We calculated it as the
duration from when the trajectory starts to when the
desired endpoint is detected.

2) Tr : Time taken by the robot to reach the desired/final of
the user.

3) Dr : Distance traveled by the robot from start to end
for all points the robot travels through. The lower the
distance, the more efficient the robot is. This criterion
can be regarded as a measure of resources in terms of
energy consumed to move the robot from point to point.

The safety evaluation criteria used the following:
1) SPd : Number of safe points detected by the strategy.

The strategy detects the safe points as the hand moves
from the start to the final point.

2) SPr : Number of safe points traveled by the robot. It is
the number of safe points from the start to the endpoint
the robot uses as via points.
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FIGURE 13. Prediction results for the EGP compared with the reference
signal signal.

TABLE 4. Results for efficiency for the three strategies for trajectory 2-11
without safety

ST Td Tr Dr
STA 7.66 12.99 1.24
STB(EGP) 7.46 12.85 1.24

3) Dh: Mean distance of human from robot. We calculated
from the robot prop to the human sphere. This distance
characterizes the safety of the user. The further the
robot is from this sphere, the safer the user.

VI. RESULTS
Results from the comparisons are presented first with an
analysis of one trajectory and then a comparison of the seven
trajectories.

A. ANALYSIS OF RESULTS FROM TRAJECTORY 2-11:
EFFICIENCY AND SAFETY
1) Online Prediction
A comparison of prediction for the EGP explained in algo-
rithm 1 against the reference signal (without prediction was
done). The predicted signal was filtered by a moving average
of 11 points. A graph for the results of the z-axis is shown
in Fig. 13. Results show that the predicted signal is always
ahead of the real signal but with high variance since the
prediction result is based on unseen data points, which is
highly uncertain. The GP uses the learned trajectory to predict
a likely point 15% time-steps ahead of the trajectory.

2) Detection for Strategy A and B
From the hand motion, we compared results for the intention
detection using the signals with prediction using STB(EGP),
and STA without prediction. The comparison is shown in
fig. 15 and table 4. From the results, time for detection was
best with STB(EGP) at 7.46s and STA at 7.66s. The number
of intermediate points detected was the same. Regarding the
time for the robot, the arrival time to the final point was 12.85s
and 12.99s for STB(EGP), and STA, respectively. A compar-
ison of the robot motion for the strategies is shown in fig. 17.
The hand motion for the predicted and real hand position is
shown in fig. 14 and a related video for the corresponding
animation.

FIGURE 14. Hand motion from points 2-11 in unity software for STA and
STB. The predicted hand is shown in white with a white trail and the real
hand is brown with a pink trail

FIGURE 15. Comparison results for detection from hand motion by the
strategies STA and SSTB(EGP)

Robot Motion
For STA, the resultant motion is in fig. 16. We can see that
the motion from points 2 to 11 has five intermediate points.
The detection of points is in the order of 2, 12, 6, 8, 9, 10, 11.
The strategy started with point 2, then at time t = 6.3s, point
12 was detected, then point 6 at 6.4s, then point 8 at 6.84s,
point 9 at 7.22s, then 10 at 7.43s and finally point 11 at 7.63s.
The robot started at point 2, travelled to the first detected
point 12 at 6.31s, and arrived at 9.51s. Because the trajectory
from 2-11 is long, about 3.2s, it executed this trajectory until
completion. So it did not execute the trajectories for the inter-
mediate points detected before completing the first trajectory.
After executing the trajectory from 2-12, the robot received
information about the trajectory from 12-11, executed it at
9.51s, and finally arrived to point 11 at 13.00s.
Motion with STB(EGP) was similar to STA. Detection and

robot motion was through the same points but at different
times. Detection started at point 2, then point 12 at 6.17s. The
robot, at that moment, started moving to point 12. As the hand
progressed, point 6 was detected at 6.22s then 8 at 6.67s, 9

FIGURE 16. Robot motion according to strategy STA

https://youtu.be/1sccI_tTmtY


at 7.09s, 10 at 7,22s, and finally point 11 at 12.8s. During
this period, the robot was still executing the trajectory from
2-12, so all the trajectories to the intermediate points were
discarded. It only executed the new trajectory 12-11 when it
had reached point 12 at 9.37s, and then it reached point 11 at
12.85s.

FIGURE 17. Robot motion compared for STA and STB

3) Detection with safety
A comparison for STC and STD(EGP) prediction in ta-
ble 5 shows that detection with safety was best with STC.
STD(EGP) seemed poor at detecting the final point. However,
the graph in fig 18 shows detection took more time through
the safe points than interior points. The reason is that the
STD(EGP) preferred to maximize safety by traveling longer
through safe points due to the scaling factor α introduced in
algorithm 4. STD(EGP) had the longest time through the safe
points and maybe the safest.

TABLE 5. Results for detection with safety for the trajectory 2-11

ST Td SPd Tr Dr
STC 7.87 2.00 11.37 1.38
STD(EGP) 8.10 2.00 11.26 1.38

4) Robot Motion with safety compared
The results for detection based on hand motion are shown
in fig 18, and the corresponding robot motion is shown in
fig 19. We noted that the detection and robot motion travels
through safe points before arriving at the final point. The
safety results are shown in table 6. The Robot motion was
shorter for STD(EGP) because of fast detection while leaving
the start point to the next points. The number of safe points
and the distance traveled by the robot were the same (see table
5).

TABLE 6. Results for safety for the motion of robot for the trajectory 2-11

ST SPd SPr Dh
STC 2.00 1.00 0.95
STD(EGP) 2.00 1.00 0.95

With STC, Detection started at point 2, then SP24 is de-
tected at 6.12s, then SP23 at 6.84s, and finally point 11 at
7.83s. For this strategy, the robot started its motion from point

FIGURE 18. Comparison results for detection from hand motion by the
strategies STC and STD(EGP)

FIGURE 19. Comparison results robot motion by the strategies STC and
STD(EGP)

2, traveled to the first detected safepoint SP24, executed the
trajectory from 2-24, and arrived at SP24 at 8.91s. However,
the intermediate points were ignored. While at SP24, it re-
ceived the command to move to point 11, and trajectory 24-11
was executed. The robot finally arrived at point 11 at 11.37s.
With, STD(EGP), Motion started at point 2, then SP24 was
detected at 6.01s, then the strategy detected SP23 at 6.74, and
finally point 11 detected at 8.07s.

Safety comparison
For safety, In all the strategies, the number of safe points
detected was 2, while the robot traveled through only one.

5) Comparison with Gaze
Detection Efficiency
By including gaze, the number of safe points were detected
increased to three as shown in fig. 20. Overall, STE had the
best detection time, and then STF(EGP). The late detection
in prediction algorithms was mainly enhanced to give pref-
erence for safe points such that the robot takes a longer time
moving through the exterior of the car. However, the overall
distance covered by the robot was the same.

Safety
Results for user safety with gaze for STE, and STF(EGP)
were similar.
Generally, the main observation from this analysis showed

that prediction improved the robot time and safety. Gaze
improved the detection of safe points, affecting overall user
safety. The main difference between using the prediction
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FIGURE 20. Detection for strategy STE and STF (EGP)

FIGURE 21. Robot Motion for strategy STE and STF (EGP)

algorithmswas an increase in the amount of time the detection
spent in the safe points, with EGP taking a longer time and
hence better safety.

B. COMBINED RESULTS: EFFICIENCY AND SAFETY
1) Efficiency
Results for efficiency in table 7 were presented as mean(sd).
Overall, the prediction improved detection time and robot
time with our implementation performing better than the
baseline. This can be attributed to the augmentation of the
velocity, which accounts for the improved model with less
uncertainty, as shown in Figs 6 and 7. An improved time for
detection resulted in improved robot time to reach the final
destination which presented an overall improvement of 3%.
The distance traveled by the robot remained the same across
the models. This is because, despite more points detected, the
robot didn’t travel through all the intermediate points.

TABLE 7. A table showing results of efficiency for strategy detection and
robot motion

ST Td Tr Dr
STA 6.54(1.29) 10.92(1.56) 0.80 (0.02)
STB(EGP) 6.36(1.28) 10.62(1.52) 0.80 (0.02)

2) User safety
Overall, results in table 8 showed that prediction with the
STD(EGP) algorithm improved safety than the STC. This was
due to a higher number of safe points traveled by the robot for
the STD(EGP). The results can be attributed to the scaling
factor in the STD(EGP) algorithm which improved the detec-

tion of the safe points. Another important factor to note is that
the number of safe points travelled by the robot was lower
than the detected safe points because the motion planning
algorithm ignored most of the intermediate points detected.
Safe points were located outside the user workspace. So by
travelling through the safe points, the robot traveled a longer
distance from the user. Results showed that with STD(EGP),
the robot had a higher total distance from the user than the
baseline, an improvement by 17%. Our implementation was
safer for the human than the state-of-the-art.

TABLE 8. A table showing results of safety for strategy detection and
robot motion

ST SPd SPr Dh
STC 1.86(0.37) 0.57(0.19) 0.82(0.06)
STD(EGP) 2.57(0.17) 1.29(0.17) 0.96(0.03)

TABLE 9. Efficiency with eye gaze

ST Td Tr Dr
STE 6.66(1.35) 10.15(1.28) 1.30(0.21)
STF(EGP) 6.80(1.34) 9.99(1.04) 1.36(0.16)

3) Efficiency with Gaze and prediction
With the addition of gaze for intention detection, Results in
table 9 show that prediction along with gaze resulted in a
shorter overall robot time.
Robot time was best for STF(EGP) at 9.99s, while without

prediction, STE had the worst time at 10.15s. This shows that
prediction improved robot time by 2%.
The distance traveled by the robot was the best with

STF(EGP) at 1.36m compared to STE (1.30m), which was an
indication that prediction required longer distances and time
traveling through safe points that are safe and far from the
human.

4) Safety with Gaze and prediction
Results in table 10 showed that prediction improved safety.
By analyzing the number of safe points detected, STF(EGP)
had a higher number than STE. The number of safe points
traveled through by the robot implied a larger the distance
from the human. Overall, STF(EGP) gave the optimal value
of distance which indicated an improvement of 13%.With the
strategy, the robot traveled furthest from the user, implying
that it was the safest.

TABLE 10. Safety with eye gaze

ST SPd SPr Dh
STE 1.71(0.39) 1.14(0.24) 0.86(0.08)
STF(EGP) 2.14(0.43) 1.43(0.19) 0.97(0.04)

VII. DISCUSSION
In this study, we used a Gaussian process model to predict
human trajectory motion in a virtual environment involving



the use of a robot as a haptic interface with intermittent
contacts. One of the significant challenges in human-robot in-
teraction is developing systems that can interact with humans
naturally and intuitively. This goes beyond integrating robots
and humans with sensors but also developing algorithms for
understanding and interpreting human intention.

Data-based machine learning models have been used to
learn human motions and adapt the robot behavior to indi-
vidual humans; however, transferability and adaptability to
different use cases have been a problemmainly because many
machine learning models require a lot of data to train, which
may not be available in most cases. Secondly, training takes a
lot of time and requires a lot of computational resources. This
implies that for devices with low power and computation,
such models are not feasible; the main solution is to train
a model offline and use it online on a device for real-time
inference. However, learning models need to perform better
on unseen data. So for most applications, such models may
not be effective for dynamic environments that often consist
of unseen data. In this research, we address the above chal-
lenges first by demonstrating that it’s possible to train a model
online and then evaluate the training time to select suitable
parameters necessary to achieve an optimized model for real-
time training and inference.

We used efficient GP implementations and demonstrated
that GP models can be used and trained online on small
data to generate predictions for a real-time application. This
research shows that GP implementation has a major bottle-
neck in matrix computation, and finding efficient methods for
computing the kernel without inverting the matrix can greatly
speed up the algorithm.

Much as many machine learning models have been used in
prediction to adapt robot behavior during human-robot col-
laboration, most studies have evaluated prediction accuracy.
Still, only some of them evaluate the efficiency regarding time
to train and generate prediction because it has been offline.
The research community has overlooked this yet it deserves
attention when training is to be done online. This research
addresses both the time and prediction accuracy of learning
models.

Then we developed prediction strategies for human inten-
tion detection usingGPs to predict a user trajectory online and
used the strategies to improve device efficiency and safety in
an immersive VR environment.

To improve the quality of predictions and efficiency for
detection, we proposed a 2D GP to predict both the position
and velocity. In general, our results showed that a our model
had better accuracy compared to using the 1D in [27]. One
major point to note is a lot of uncertainty characterizes that
points not seen by the model in the training set. However, we
were able to reduce it by using both positions and velocity
to generate the final prediction. The results imply that multi-
input GPs are better than single-input when the inputs are
related. Lim et al. discovered such findings in their MOIHGP
model [30]. Exploiting relationships in inter-related data is
important for improved predictions with GP models.

To determine the user intention and move the robot to a
user desired point, this study builds on the nearest neighbor
algorithm proposed in [5], [10] to introduce new strategies
based on the GP prediction. Results showed improvement in
detection and robot time against the state-of-the-art.
A critical aspect of any task where a human interacts with

a robot is user safety. Previous studies showed that it was
possible to improve safety by moving the robot as far away
from the human as possible by using safe points; however,
with a constant velocity, this would further result in robot
delays, so they employed velocity modulation techniques to
move the robot faster in between safe points to improve the
speed of the robot [10]. This study builds on that by using
GP prediction to implement new strategies that maximize
the robot motion through safe points to move the robot to
safety. However, in doing so, we had to sacrifice the time for
the detection of interior point, and this slightly increased the
robot’s time. It’s difficult to achieve both safety and efficiency
simultaneously. With GP predictions in this study, we were
able to achieve better results for both safety and robot time
compared to the baseline. We further extend the strategies
and take advantage of hand-eye coordination by using the
human gaze to predict human intention and a GP to predict
the hand motion. We were able to develop strategies that
use a multi-modal interface to improve the human safety and
efficiency of the robot. Results in table 10 show that with the
GP predictions, both robot time and human safety were better
than the state-of-the-art.
Another challenge is adaptability: Developing robots that

can adapt to dynamic environments and tasks is still chal-
lenging. The strategies introduced in this article can be easily
adapted to suit any task in human-robot interaction where pre-
diction and teleoperation are required, including those outside
virtual environments, because all the training and inference
are done online and in real-time.
These strategies build on the work in [10] with a corre-

sponding video illustration which explains and shows the
strategies with the real hand motion in use for a real envi-
ronment. Fig 14 shows the path of the real hand motion along
with the predicted hand motion. To apply this method in the
real environment, the same setup is used. Since both works
use the same pre-recorded trajectories, the only adjustment is
to use the points selected according to any of the strategies
(STB, STD, or STF) which make use of the EGP prediction,
and the robot simply executes the point-to-point trajectories
resulting from the predicted hand motion.
To extend the technical evaluation done, in the future, we

shall conduct user studies to assess other factors, such as
human emotions and preferences for the different strategies.
Secondly, our strategies used a combination of velocity posi-
tions to predict positions, and results showed that prediction
by velocity was better than just positions alone. In the future,
we would like to analyze the results when acceleration is used
in the predictions. In addition, user safety was measured by
distance from the user’s body-centered in a virtual sphere. In
the future, we would like to measure this from the whole body

https://youtu.be/wz0dJjk4-qk
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by adding more sensors to both the arms and reconstructing a
full-body avatar. Another work would extend the experiments
to many users and analyze their moods and perceptions using
questionnaires.

VIII. CONCLUSIONS
This paper aimed to improve the efficiency of a collaborative
robot when used as a haptic interface with intermittent con-
tacts while simultaneously improving the safety of the human
user. We used Gaussian process models to predict human
hand motion and developed strategies for human intention
detection to improve safety and time for the robot to reach
a desired point in a virtual environment. We then studied
the effect of prediction using Gaussian process models based
on a use case which is the analysis of the material of an
automotive interior during the initial phases of interior design.
Results from comparisons show that the Gaussian process
prediction model improved efficiency and safety. The strate-
gies have been presented separately to address different use
cases for prediction, for applications that may use only hand
tracking or a combination of both hand and gaze tracking.
Unlike standard approaches that rely on large amounts of
training data, Gaussian processes allow online training and
prediction with small amounts of data, making them easy to
use in more complex environments. This makes it suitable
for real-time prediction tasks involving analysis of human
body movements to determine human intent or when a human
can influence robot motion, such as in robotic assistance, or
teleoperation, and to improve safety and speed of equipment
where human-robot contact is unavoidable.
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