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SHARP LARGE DEVIATIONS FOR THE NUMBER OF

DESCENTS AND THE MAJOR INDEX IN A RANDOM

PERMUTATION

BERNARD BERCU, MICHEL BONNEFONT, LUIS FREDES, AND ADRIEN RICHOU

Abstract. The aim of this paper is to improve the large deviation principle for
the number of descents in a random permutation by establishing a sharp large
deviation principle of any order. We shall also prove a sharp large deviation
principle of any order for the major index in a random permutation.

Sharp large deviations, random permutations, number of descents, major index
60F10, 05A05

1. Introduction

Let Sn be the symmetric group of permutations on the set of integers {1, . . . , n}.
A permutation πn ∈ Sn is said to have a descent at position k ∈ {1, . . . , n − 1} if
πn(k) > πn(k+1). Denote by Dn = Dn(πn) andMn =Mn(πn) the random variables
counting the number of descents and the major index of a permutation πn chosen
uniformly at random over the set Sn. They are precisely defined, for all n ≥ 2, by

(1.1) Dn =

n−1
∑

k=1

I{πn(k)>πn(k+1)} and Mn =

n−1
∑

k=1

kI{πn(k)>πn(k+1)}.

On the one hand, it follows from a beautiful result from Tanny [7] that Dn shares the
same distribution as the integer part of the Irwin-Hall distribution. More precisely,
the distribution of Dn is nothing else than the one of the integer part of

(1.2) Sn =
n
∑

k=1

Uk

where (Un) is a sequence of independent and identically distributed random variables
with uniform distribution on the interval [0, 1]. On the other hand, it is well-known
from an old result due to MacMahon [5] that Mn shares the same distribution as
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2 DESCENTS AND MAJOR INDEX IN A RANDOM PERMUTATION

the number of inversions of the permutation πn. Consequently, the distribution of
Mn coincides with that of

(1.3) Σn =
n
∑

k=1

Vk

where (Vn) is a sequence of independent random variables such that for all n ≥ 1,
Vn is uniformly distributed on the integers {0, . . . , n−1}. It is easy to see from (1.2)
that for all n ≥ 2,

E[Dn] =
n− 1

2
and Var(Dn) =

n + 1

12
.

Moreover, we also have from (1.3) that for all n ≥ 2,

E[Mn] =
n(n− 1)

4
and Var(Mn) =

n(n− 1)(2n+ 5)

72
.

Using a totally different approach involving the number of leaves in a random recur-
sive tree, it follows from Bryc, Minda and Sethuraman [4] that the sequence (Dn/n)
satisfies a large deviation principle (LDP) with good rate function

(1.4) ID(x) = sup
t∈R

{

xt− LD(t)
}

where the cumulant generating function LD is given by

(1.5) LD(t) = log
(exp(t)− 1

t

)

.

This result was improved in [2] by sharp large deviations and concentration inequal-
ities for the sequence (Dn/n). More recently, Méliot and Nikeghbali [6] have shown
that the sequence (Mn/n

2) satisfies an LDP with good rate function

(1.6) IM(x) = sup
t∈R

{

xt− LM(t)
}

where, as expected, LM is the integral of LD,

(1.7) LM (t) =

∫ 1

0

LD(xt)dx.

The aim of this paper is to go deeper in the analysis of [2] and [6] by proving sharp
large deviation principle (SLDP) of any order for the sequences (Dn) and (Mn) by
use of the decompositions (1.2) and (1.3). One can observe that a SLDP of order
zero for (Mn) was previously established in [6].
The paper is organized as follows. Section 2 is devoted our main results where we
establish a SLDP of any order for the sequences (Dn) and (Mn). The proof of the
SLDP for the sequence (Dn) is given in Section 3 while the proof of the SLDP for
the sequence (Mn) is carry out in Section 4.
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2. Main results

Our first result improves the LDP for the sequence (Dn/n) previously established
by Theorem 1.1 in [4] as well as Theorem 3.1 in [2]. For any positive real number
x, denote {x} = ⌈x⌉ − x.

Theorem 2.1. The number of descents (Dn) satisfies a SLDP of any order. More

precisely, for any x in ]1/2, 1[ and for any integer p ≥ 1, there exists a sequence

dn,1(x), . . . , dn,p(x) such that for n large enough,

(2.1) P

(Dn

n
≥ x

)

=
exp(−nID(x)− {nx}tx)

σxtx
√
2πn

[

1 +

p
∑

k=1

dn,k(x)

nk
+O

( 1

np+1

)

]

where the value tx is the unique solution of L′
D(tx) = x, σ2

x = L′′
D(tx) and the

coefficients dn,1(x), . . . , dn,p(x) are bounded in n and may be explicitly calculated as

functions of the derivatives of LD at point tx. For example, the first coefficient

dn,1(x) is given by

dn,1(x) =
1

σ2
x

(

− 1

t2x
− {nx}

tx
− {nx}2

2
− {nx}ℓD(3)

6σ2
x

− ℓD(3)

2σ2
xtx

+
ℓD(4)

8σ2
x

− 5ℓ2D(3)

24σ4
x

)

where ℓD(3) and ℓD(4) stand for the higher-order derivatives ℓD(3) = L
(3)
D (tx) and

ℓD(4) = L
(4)
D (tx).

Remark 2.1. The asymptotic expansion (2.1) is inspired by the seminal work of

Bahadur and Rao [1] concerning the SLDP for the sample mean, see also [3] for the
SLDP for quadratic forms of Gaussian stationary processes.

Our second result goes deeper than the recent analysis of Méliot and Nikeghbali [6]
on the large deviation properties of the major index of random standard tableaux. It
is more complicated than our previous result as it involves the additional prefactor
function

(2.2) H(t) =
1

2

(

LD(t)− t
)

.

Theorem 2.2. The major index (Mn) satisfies a SLDP of any order. More pre-

cisely, for any x in ]1/4, 1/2[ and for any integer p ≥ 1, there exists a sequence

mn,1(x), . . . , mn,p(x) such that for n large enough,

(2.3) P

(Mn

n2
≥ x

)

=
exp(−nIM (x) +H(tx))

σxtx
√
2πn

[

1 +

p
∑

k=1

mn,k(x)

nk
+O

( 1

np+1

)

]

where the value tx is the unique solution of L′
M (tx) = x, σ2

x = L′′
M(tx) and the coeffi-

cientsmn,1(x), . . . , mn,p(x) may be explicitly calculated as functions of the derivatives

of LD, LM and H at point tx. For example, the first coefficient mn,1(x) is given by

mn,1(x) =
tx
2
− tx(1 + tx)

24
− {n2x}tx +

txℓD(1)

12

+
1

σ2
x

(

− 1

t2x
+
h(1)

tx
− h(2)

2
− h2(1)

2
− ℓM(3)

2σ2
xtx

+
ℓM(4)

8σ2
x

+
h(1)ℓM(3)

2σ2
x

− 5ℓ2M(3)

24σ4
x

)
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where for 1 ≤ k ≤ 4, ℓD(k) = L
(k)
D (tx), ℓM(k) = L

(k)
M (tx) and h(k) = H(k)(tx).

Remark 2.2. We can even be more precise on the behavior of the coefficients dn,k(x)
and mn,k(x) in Theorems 2.1 and 2.2. More precisely, it is possible to show that

dn,k(x) and mn,k(x) are respectively polynomials on the bounded terms {nx} and

{n2x}, with coefficients only depending on tx and on the derivatives of LD, LM and

H at point tx.

3. Proof of the SLDP for the number of descents

We saw in Section 1 that the distribution Dn coincides with that of the integer
part of Sn given by (1.2). It is quite easy to compute the Laplace transform of Sn.
As a matter of fact, as U1, . . . , Un are independent and identically distributed with
uniform distribution on [0, 1], we have for all t ∈ R,

(3.1) E[exp(tSn)] = E

[

n
∏

k=1

exp(tUk)
]

=
n
∏

k=1

E[exp(tUk)] = exp
(

nLD(t)
)

where the cumulant generating function LD is given by (1.5). Hence, as ID(x) =
xtx − LD(x), we have for any x ∈]1/2, 1[,

P(Dn ≥ nx) = P(Sn ≥ ⌈nx⌉),
= En

[

exp
(

− txSn + nLD(tx)
)

1I{
Sn

n
≥x+εn

}

]

,

= exp(−nID(x))En

[

exp
(

− ntx

(Sn

n
− x
))

1I{
Sn

n
≥x+εn

}

]

,(3.2)

where En stands the expectation under the new probability Pn given by

(3.3)
dPn

dP
= exp

(

txSn − nLD(tx)
)

and εn = {nx}/n. Denote by Vn the standardized random variables under the new
probability Pn,

Vn =

√
n

σx

(Sn

n
− x
)

.

Moreover, let fn and Φn be the probability density function and the characteristic
function of Vn under Pn, respectively. One can easily see that for all v ∈ R,

fn(v) =
√
nσx exp

(√
ntxσxv + nxtx − nLD(tx)

)

gn(
√
nσxv + nx)

where gn is the probabilty density function of Sn under P, that is to say the density
of the Irwin-Hall distribution which is bounded with compact support. Thus, fn is
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clearly square integrable on R. Accordingly, it follows from Parseval’s identity that

En

[

exp
(

− ntx

(Sn

n
− x
))

1I{
Sn

n
≥x+εn

}

]

= En

[

exp
(

− txσx
√
nVn

)

1I{
Vn≥

√

nεn

σx

}

]

,

=

∫

R

exp
(

− σxtx
√
nv
)

1I{
v≥

√

nεn

σx

}fn(v)dv,

=
1

2π

∫

R

exp
(

− (σxtx
√
n + iv)

√
nεn
σx

)

σxtx
√
n + iv

Φn(v)dv,

=
exp(−tx{nx})
2πσxtx

√
n

∫

R

(exp
(

− i{nx}v
σx

√
n

)

1 + iv
σxtx

√
n

)

Φn(v)dv.(3.4)

Therefore, we deduce from (3.2) and (3.4) that for any x ∈]1/2, 1[,

(3.5) P(Dn ≥ nx) =
exp(−nID(x)− tx{nx})

2πσxtx
√
n

Pn(x)

where

(3.6) Pn(x) =

∫

R

(exp
(

− i{nx}v
σx

√
n

)

1 + iv
σxtx

√
n

)

Φn(v)dv.

Hence, we obtain from (3.1) and (3.3) that

Φn(v) = En

[

exp
(iv

√
n

σx

(Sn

n
− x
)]

,

= E

[

exp
( ivSn

σx
√
n
− iv

√
nx

σx
+ txSn − nLD(tx)

)]

,

= exp
(

n
(

LD

(

tx +
iv

σx
√
n

)

− LD(tx)
)

− iv
√
nx

σx

)

.(3.7)

Furthermore, the function LD is infinitely differentiable in a complex neighbourhood
of any point tx > 0. Then, it follows from Taylor’s theorem in the complex plane
that for any integer p ≥ 1 and for all v ∈ R such that |v| < σx

√
n,

log Φn(v) = −iv
√
nx

σx
+ n

2p+3
∑

k=1

( iv

σx
√
n

)k ℓD(k)

k!
+Rn,p(v)

where for all integer k ≥ 1, ℓD(k) = L
(k)
D (tx), and Rn,p(v) is a complex remainder

term. Since L′
D(tx) = x and L′′

D(tx) = σ2
x, the above Taylor expansion reduces to

(3.8) log Φn(v) = −v
2

2
+ n

2p+3
∑

k=3

( iv

σx
√
n

)k ℓD(k)

k!
+Rn,p(v).

Hereafter, one can easily see that for all t 6= 0 and for all integer k ≥ 1,

(3.9) L
(k)
D (t) =

k
∑

ℓ=1

ak,ℓ
(et − 1)ℓ

+
bk
tk
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where the coefficients ak,ℓ are the positive integers given, for all 1 ≤ ℓ ≤ k, by

ak,ℓ =
1

ℓ

ℓ
∑

i=1

(−1)ℓ−i

(

ℓ

i

)

ik

and bk = (−1)k(k − 1)!. In addition, for all t > 0 and for all v ∈ R, |t+ iv| ≥ t and
| exp(t+ iv)− 1| ≥ exp(t)− 1, which implies from (3.9) that for all k ≥ 1,

(3.10)
∣

∣

∣
L
(k)
D

(

tx + iv
)
∣

∣

∣
≤

k
∑

ℓ=1

ak,ℓ
(etx − 1)ℓ

+
|bk|
tkx
.

It follows from (3.10) that for all v ∈ R such that |v| < σx
√
n,

(3.11)
∣

∣Rn,p(v)
∣

∣ ≤ Mx,pv
2p+4

np+1

for some positive constant Mx,p that does not depend on v. Denote sn = εnn
1/6

where εn = n−α with 0 < α < 1/6 and let

un = n

2p+3
∑

k=3

( iv

σx
√
n

)k ℓD(k)

k!
+O

(

v2p+4

np+1

)

.

Since un is of order v3/
√
n, we deduce from the standard Taylor expansion

exp(u) = 1 + u+ · · ·+ u2p+1

(2p+ 1)!
+O(u2p+2)

that for all v ∈ R such that |v| < sn,

(3.12) Φn(v) = exp
(

− v2

2

)

[

1 +

2p+1
∑

k=1

ψk(v)

(
√
n)k

+O

(

max(v2(p+2), v6(p+1))

np+1

)

]

where the ψk are polynomials of degree 3k and valuation k+2, with only odd powers
for k odd and only even powers for k even. Hence, we obtain from (3.12) that for
all v ∈ R such that |v| < sn,

(3.13)
Φn(v)

1 + iv
σxtx

√
n

= exp
(

− v2

2

)

[

1 +

2p+1
∑

k=1

ϕk(v)

(
√
n)k

+O

(

max(v2(p+1), v6(p+1))

np+1

)

]

where the ϕk are also polynomials of degree 3k and valuation k + 2, with only odd
powers for k odd and only even powers for k even. For example,

ϕ1(v) = − iv

σxtx
− iv3ℓD(3)

6σ3
x

,

ϕ2(v) = − v2

σ2
xt

2
x

− v4ℓD(3)

6σ4
xtx

+
v4ℓD(4)

24σ4
x

− v6ℓ2D(3)

72σ6
x

.

Note that in some special regimes of v, it may appears that some terms in the
expansions (3.12) and (3.13) may be removed and added in one of the O terms.
Note also that ϕk(v) is purely imaginar for k odd and real for k even. From now



DESCENTS AND MAJOR INDEX IN A RANDOM PERMUTATION 7

on, the integral Pn(x), given by (3.6), can be separated into three parts, Pn(x) =
An(x) +Bn(x) + Cn(x) where

An(x) =

∫

|v|<sn

(

exp
(

− i{nx}v
σx

√
n

)

1 + iv
σxtx

√
n

)

Φn(v)dv,

Bn(x) =

∫

sn≤|v|≤2σx

√
n

(

exp
(

− i{nx}v
σx

√
n

)

1 + iv
σxtx

√
n

)

Φn(v)dv,

Cn(x) =

∫

|v|≥2σx

√
n

(

exp
(

− i{nx}v
σx

√
n

)

1 + iv
σxtx

√
n

)

Φn(v)dv.

We are going to show that the lower part An(x) of Pn(x) will complete the as-
ymptotic expansion (2.1) via (3.5), while the middle part Bn(x) and the upper part
Cn(x) of Pn(x) will play a negligible role. It follows from straightforward calculation
previously made in section 4 of [2] that for all t > 0 and for all v ∈ R,

(3.14)
∣

∣

∣

et+iv − 1

t + iv

∣

∣

∣

2

=
(et − 1

t

)2( t2

t2 + v2

)(

1 +
2(1− cos(v))et

(et − 1)2

)

.

As 2(1− cos(v)) ≤ min(v2, 4), (3.14) implies that

(3.15)
∣

∣

∣

et+iv − 1

t + iv

∣

∣

∣

2

≤
(et − 1

t

)2(

1−
((et − 1)2 − t2et

(et − 1)2

) v2

t2 + v2

)

,

as well as

(3.16)
∣

∣

∣

et+iv − 1

t+ iv

∣

∣

∣

2

≤
(et − 1

t

)2( t2

t2 + v2

)(

1 +
4et

(et − 1)2

)

.

On the one hand, one can observe that

σ2
x = L′′

D(tx) =
(etx − 1)2 − t2xe

tx

t2x(e
tx − 1)2

.

Hence, we obtain from (3.7) and (3.15) that, as soon as |v| ≤ 2σx
√
n,

(3.17) |Φn(v)| ≤
(

1−
( σ2

xt
2
x

t2x + 4σ2
x

)v2

n

)n/2

≤ exp
(

− Bx
v2

2

)

where

Bx =
σ2
xt

2
x

t2x + 4σ2
x

.

Therefore, we get from (3.17) that

|Bn(x)| ≤ 2

∫ 2σx

√
n

sn

exp
(

− Bx
v2

2

)

dv,

≤ 2

sn

∫ 2σx

√
n

sn

v exp
(

−Bx
v2

2

)

dv,

≤ 2

snBx
exp

(

−Bx
s2n
2

)

.(3.18)
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The upper bound in (3.18) clearly implies that Bn(x) goes exponentially fast to 0.
On the other hand, we find from (3.7) and (3.16) that

(3.19) |Φn(v)| ≤
(

t2x
t2x +

v2

σ2
xn

)n/2
(

1 +
4etx

(etx − 1)2

)n/2

which leads, for all n > 2, to

|Cn(x)| ≤
(

t2x +
4t2xe

tx

(etx − 1)2

)n/2
∫

|v|≥2σx

√
n

( 1

t2x +
v2

σ2
xn

)n/2

dv,

≤ 2σx
√
n
(

t2x +
4t2xe

tx

(etx − 1)2

)n/2
∫

v≥2

( 1

t2x + v2

)n/2

dv,

≤ σx
√
n
(

t2x +
4t2xe

tx

(etx − 1)2

)n/2
∫

v≥2

2v
( 1

t2x + v2

)n/2

dv,

≤ σx
√
n

(n− 2)
(t2x + 4)(Cx)

n/2(3.20)

where

Cx =
t2x(e

tx + 1)2

(t2x + 4)(etx − 1)2
.

One can easily see that for all t > 0, t2et < (et − 1)2, which ensures that for all
x ∈]1/2, 1[, 0 < Cx < 1. Consequently, we obtain from (3.20) that Cn(x) also goes
exponentially fast to 0. It only remains to evaluate the lower part An(x) of Pn(x).
We deduce from (3.6) and (3.13) that

(3.21) An(x) =

∫

|v|<sn

exp
(

− i{nx}v
σx
√
n

− v2

2

)

[

1 +

2p+1
∑

k=1

ϕk(v)

(
√
n)k

+O

(

1 + v6(p+1)

np+1

)

]

dv.

For all a ∈ R and for any integer m ≥ 0, denote

Im(a) =

∫

R

v2m exp
(

− iav − v2

2

)

dv,

Jm(a) =

∫

R

v2m+1 exp
(

− iav − v2

2

)

dv.
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It follows from standard Gaussian calculation that

Im(a) = exp
(

− a2

2

)

∫

R

v2m exp
(

− 1

2
(v + ia)2

)

dv,

= exp
(

− a2

2

)

∫

R

(w − ia)2m exp
(

− w2

2

)

dw,

= exp
(

− a2

2

)

2m
∑

k=0

(

2m

k

)

(−ia)2n−k

∫

R

wk exp
(

− w2

2

)

dw,

= exp
(

− a2

2

)

m
∑

k=0

(

2m

2k

)

(−ia)2(m−k)

∫

R

w2k exp
(

− w2

2

)

dw

=
√
2π exp

(

− a2

2

)

m
∑

k=0

(

2m

2k

)

(−1)n−ka2(m−k) (2k)!

2kk!

=

√
2π(2m)!

2m
exp

(

− a2

2

)

m
∑

k=0

(−1)k(2a2)k

(2k)!(m− k)!
.(3.22)

By the same token,

(3.23) Jm(a) =

√
2π(2m+ 1)!

2m
(−ia) exp

(

− a2

2

)

m
∑

k=0

(−1)k(2a2)k

(2k + 1)!(m− k)!
.

It can be noticed that if we restrict the integration domains of Im(a) and Jm(a) to the
interval [−sn, sn], and since sn goes to infinity, we shall obtain the same expressions
as in (3.22) and (3.23) with additional terms that are exponentially small. Hereafter,
we obtain from (3.21) together with (3.22) and (3.23) with a = {nx}/σx

√
n that for

any integer p ≥ 1, there exists a sequence of reals numbers cn,1(x), . . . , cn,p(x) such
that for n large enough,

(3.24) An(x) =
√
2π exp

(

− {nx}2
2σ2

xn

)

[

1 +

p
∑

k=1

cn,k(x)

nk
+O

( 1

np+1

)

]

.

The coefficients cn,1(x), . . . , cn,p(x) are bounded in n and may be explicitly calculated
using the exact expression of the polynomials ϕk in (3.21) in conjunction with (3.22)
and (3.23). Finally, it follows from (3.5) and (3.24) that for any x ∈]1/2, 1[,

P(Dn ≥ nx) =
exp

(

− nID(x)− tx{nx} − {nx}2
2σ2

xn

)

√
2πσxtx

√
n

[

1 +

p
∑

k=1

cn,k(x)

nk
+O

( 1

np+1

)

]

,

=
exp(−nID(x)− tx{nx})√

2πσxtx
√
n

[

1 +

p
∑

k=1

dn,k(x)

nk
+O

( 1

np+1

)

]

,

which completes the proof of Theorem 2.1.
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4. Proof of the SLDP for the major index

We saw in Section 1 that the distribution In coincides with that Σn given by (1.3).
Let V1, . . . , Vn be independent random variables such that for all 1 ≤ k ≤ n, Vk is
uniformly distributed on the integers {0, . . . , k − 1}. We have for all t ∈ R,

E[exp(tΣn)] = E

[

n
∏

k=1

exp(tVk)
]

=
n
∏

k=2

(

1

k

k−1
∑

ℓ=0

etℓ

)

,

= exp

(

n
∑

k=2

log

(

1

k

k−1
∑

ℓ=0

etℓ

))

,

= exp

(

n
∑

k=2

log

(

1

k

(etk − 1

et − 1

)

)

)

,

= exp

(

n
∑

k=1

(

log

(

etk − 1

tk

)

− log

(

et − 1

t

))

)

= exp

(

n
∑

k=1

LD(tk)− nLD(t)

)

.(4.1)

Consequently, we obtain from (4.1) that for all t ∈ R,

(4.2) E

[

exp
(tΣn

n

)]

= exp(nLn(t))

where

(4.3) Ln(t) =
1

n

n
∑

k=1

LD

(tk

n

)

− LD

( t

n

)

.

We have for all t ∈ R,

(4.4) LD(t) =
∞
∑

k=1

Bkt
k

kk!
=
t

2
+

∞
∑

k=1

B2kt
2k

2k(2k)!
.

The coefficients Bk in (4.4) are the well-known Bernoulli numbers. We have taken
only even values since the odd Bernoulli numbers are zero except B1 = 1/2. It
follows from the Euler-Maclaurin formula that

n
∑

k=1

LD

(tk

n

)

=

∫ n

0

LD

(tx

n

)

dx+
1

2
(LD(t)− LD(0)) + ∆n,p(t) + Rn,p(t),

= n

∫ 1

0

LD(tx)dx+
1

2
LD(t) + ∆n,p(t) +Rn,p(t)(4.5)
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where

∆n,p(t) =

p
∑

k=1

B2k

(2k)!

( t

n

)2k−1(

L
(2k−1)
D (t)− L

(2k−1)
D (0)

)

,

=
t

12n

(

L′
D(t)−

1

2

)

+

p
∑

k=2

B2k

(2k)!

( t

n

)2k−1

L
(2k−1)
D (t)(4.6)

and the remainder term

(4.7) Rn,p(t) =
1

(2p+ 1)!

( t

n

)2p+1
∫ n

0

L
(2p+1)
D

(tx

n

)

B2p+1(x− ⌊x⌋)dx

where Bp stands for the Bernoulli polynomial of order p. We have for any k ≥ 0,

(4.8) |R(k)
n,p(t)| = O

( 1

n2p

)

.

Hence, we deduce from (4.3) and (4.5) that for all t ∈ R,

(4.9) Ln(t) = LM (t) +
1

n
H(t) +

t

2n
− LD

( t

n

)

+
1

n
∆n,p(t) +

1

n
Rn,p(t)

where the function LM is given in (1.7) and the function H is defined in (2.2).
Hereafter, the stratregy is quite different and more difficult to handle than the one
for the descents. First of all, we have for any x ∈]1/4, 1/2[,

(4.10) P(Mn ≥ n2x) = P(Σn ≥ n2x) =

sn
∑

k=⌈n2x⌉
P (Σn = k)

where sn = n(n− 1)/2. Moreover, we have from (4.2) that for all t, v ∈ R,

exp
(

nLn(n(t+ iv))
)

= E

[

exp
(

(t+ iv)Σn

)

]

=
sn
∑

k=0

exp
(

(t+ iv)k
)

P(Σn = k),

which implies that for all t, v ∈ R and for all k ≥ 0,

(4.11) P (Σn = k) = exp(−tk) 1

2π

∫ π

−π

exp
(

nLn(n(t+ iv))
)

exp(−ikv)dv.

One can observe that the identity (4.11) is also true for all k ≥ sn. Hence, we deduce
from Fubini’s theorem together with (4.10) and (4.11) that for all t > 0,

(4.12) P(Mn ≥ n2x) =
1

2π

∫ π

−π

exp
(

nLn(n(t+ iv))
)

+∞
∑

k=⌈n2x⌉
exp

(

− k(t+ iv)
)

dv.

Accordingly, if we choose t = tx/n, which is positive since x > 1/4, we find from
(4.12) that the probability P(Mn ≥ n2x) can be separeted into two terms,

(4.13) P(Mn ≥ n2x) =
1

2π

∫ π

−π

exp
(

nLn(tx + inv)
)

Λn(tx + inv)dv = An(x)Bn(x),

where

(4.14) An(x) = exp
(

n
(

Ln(tx)− xtx
))
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and

(4.15) Bn(x) =
1

2π

∫ π

−π

exp
(

n
(

Ln(tx + inv)− Ln(tx) + xtx
))

Λn(tx + inv)dv

with

(4.16) Λn(tx + inv) =
+∞
∑

k=⌈n2x⌉
exp

(

− k(tx + inv)/n
)

=
exp

(

− ⌈n2x⌉
n

(tx + inv)
)

1− exp
(

− 1
n
(tx + inv)

) .

Concerning the first term An(x), the point tx is chosen such that L′
M(tx) = x which

ensures that IM(x) = xtx − LM(tx), leading via (4.14) to

(4.17) An(x) = exp(−nIM (x)) exp
(

n
(

Ln(tx)− LM(tx)
)

)

.

Moreover, we have from (4.9) that

(4.18) n
(

Ln(tx)− LM(tx)
)

= H(tx) +
tx
2
− nLD

(tx
n

)

+∆n,p(tx) +Rn,p(tx).

We already saw from (4.4) that

(4.19) nLD

(tx
n

)

=
tx
2
+ n

p
∑

k=1

B2k

2k(2k)!

(tx
n

)2k

+O
( 1

n2p

)

.

As in Section 3, for all integer k ≥ 1, denote ℓD(k) = L
(k)
D (tx) and ℓM(k) = L

(k)
M (tx).

One needs to be very careful here. We already saw that tx is chosen such that
L′
M (tx) = x and we set σ2

x = L′′
M(tx). This will not provide tractable information on

ℓD(k) as we recall from (1.7) that LM is the integral of LD,

(4.20) LM (t) =

∫ 1

0

LD(xt)dx =
t

4
+

∞
∑

k=1

B2kt
2k

2k(2k + 1)!
.

However, (4.6) reduces to

(4.21) ∆n,p(tx) =

p
∑

k=1

B2kℓD(2k − 1)

(2k)!

(tx
n

)2k−1

− tx
24n

.

Hence, it follows from (4.17) together with the three contributions (4.18), (4.19) and
(4.21) that

(4.22) An(x) = exp
(

− nIM(x) +H(tx)
)

[

1 +

p
∑

k=1

ak(x)

nk
+O

( 1

np+1

)

]

where the prefactor was previously defined in (2.2) and a1(x), . . . , ap(x) can be
explicitly calculated as functions of the derivatives of LD at point tx. For example,
a1(x) and a2(x) are given by

a1(x) = −tx(1 + tx)

24
+
txℓD(1)

12
,

a2(x) =
a1(x)

2

2
.
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We shall now focus our attention on the second term Bn(x). By the change of
variable w = n

√
nv, we have from (4.15) that

Bn(x) =
1

2πn
√
n

∫ πn
√
n

−πn
√
n

exp

(

n
(

Ln

(

tx +
iw√
n

)

− Ln(tx) + xtx

)

)

Λn

(

tx +
iw√
n

)

dw.

Denote sn = εnn
1/6 where εn = n−α with 0 < α < 1/6. As previously done, Bn(x)

can be separated into three terms,

Bn(x) =
1√
2πn

(

Cn(x) +Dn(x) + En(x))

where

Cn(x) =
1

n
√
2π

∫

|w|<sn

exp

(

n
(

Ln

(

tx +
iw√
n

)

− Ln(tx) + xtx

)

)

Λn

(

tx +
iw√
n

)

dw,

Dn(x) =
1

n
√
2π

∫

sn≤|w|≤a
√
n

exp

(

n
(

Ln

(

tx +
iw√
n

)

− Ln(tx) + xtx

)

)

Λn

(

tx +
iw√
n

)

dw,

En(x) =
1

n
√
2π

∫

a
√
n≤|w|≤πn

√
n

exp

(

n
(

Ln

(

tx +
iw√
n

)

− Ln(tx) + xtx

)

)

Λn

(

tx +
iw√
n

)

dw

and a is a positive parameter that will be chosen later. It is well-known that for all
z ∈ C with z 6= 0,

1

1− exp(−z) =
1

z

∞
∑

k=0

Bkz
k

k!
.

Consequently, we obtain from (4.16) that

Cn(x) =
exp(−τn(x))

n
√
2π

∫

|w|<sn

exp

(

n
(

Ln

(

tx +
iw√
n

)

− Ln(tx)−
iwx√
n

)

)

exp
(

− i{n2x}w
n
√
n

)

(

1− exp
(

− tx
n

− iw

n
√
n

)

)−1

dw,

=
exp(−τn(x))
tx
√
2π

∫

|w|<sn

exp

(

n
(

Ln

(

tx +
iw√
n

)

− Ln(tx)−
iwx√
n

)

)

exp
(

− i{n2x}w
n
√
n

)

(

1 +
iw

tx
√
n

)−1 ∞
∑

k=0

Bkt
k
x

k!nk

(

1 +
iw

tx
√
n

)k

dw,(4.23)

where

τn(x) =
1

n
{n2x}tx.

It follows Taylor’s theorem that for all |w| < sn,

(4.24) Ln

(

tx +
iw√
n

)

− Ln(tx)−
iw√
n
L′
n(tx) =

2p+3
∑

j=2

1

j!

( iw√
n

)j

L(j)
n (tx) + ζn,p(w)

where the remainder ζn,p(w) satisfies for all w ∈ R such that |w| < sn,

(4.25) |ζn,p(w)| ≤
Mx,pw

2p+4

np+2
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for some constant positive Mx,p that does not depend on w. We obtain from (4.4),
(4.6), (4.8) and (4.9) that

L′
n(tx) = L′

M(tx) +
H ′(tx)

n
+

1

2n
− 1

n
L′
D

(tx
n

)

+
1

n
∆′

n,p(tx) +
1

n
R′

n,p(tx),

= x+
H ′(tx)

n
− 1

24n2
+

1

n

p
∑

k=1

B2k

(2k)!

(tx
n

)2k−1
(

ℓD(2k)− 1
)

+
1

n2

p
∑

k=1

(2k − 1)B2k

(2k)!
ℓD(2k − 1)

(tx
n

)2k−2

+O
( 1

n2p+1

)

,

which reduces to

(4.26) L′
n(tx) = x+

H ′(tx)

n
− 1

24n2
+

p
∑

k=1

ψk,1(x)

n2k
+O

( 1

n2p+1

)

,

where

ψk,1(x) =
B2k(tx)

2k−2

2k(2k − 2)!

(

tx(ℓD(2k)− 1)

2k − 1
+ ℓD(2k − 1)

)

.

By the same token, for any j ≥ 2,

L(j)
n (tx) = L

(j)
M (tx) +

H(j)(tx)

n
− 1

nj
L
(j)
D

(tx
n

)

+
1

n
∆(j)

n,p(tx) +
1

n
R(j)

n,p(tx),

= ℓM(j) +
H(j)(tx)

n
+

p
∑

k=1

ψk,j(x)

n2k
+O

( 1

n2p+1

)

,(4.27)

where the coefficients ψk,j(x) may be explicitly calculated as functions of the deriva-
tives of LD at point tx. For example, in the special case j = 2, as ℓM(2) = σ2

x,

(4.28) L′′
n(tx) = σ2

x +
H ′′(tx)

n
+

p
∑

k=1

ψk,2(x)

n2k
+O

( 1

n2p+1

)

,

where ψ1,2(x) =
(

txℓD(3) + 2ℓD(2)− 1
)

/12 and for k ≥ 2,

ψk,2(x) =
B2k(tx)

2k−3

2k(2k − 3)!

(

t2xℓD(2k + 1)

(2k − 1)(2k − 2)
+
tx(2ℓD(2k)− 1)

(2k − 2)
+ ℓD(2k − 1)

)

.

Then, we deduce from (4.26), (4.27) and (4.28) that

n
(

Ln

(

tx +
iw√
n

)

− Ln(tx)−
iwx√
n

)

=
iwH ′(tx)√

n
− iw

24n
√
n
− w2σ2

x

2
− w2H ′′(tx)

2n

+

2p+3
∑

j=3

1

j!

( iw√
n

)j
(

nℓM(j) +H(j)(tx)
)

+

2p+3
∑

j=1

n

j!

( iw√
n

)j
(

p
∑

k=1

ψk,j(x)

n2k
+O

( 1

n2p+1

)

)

+ nζn,p(w).
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Consequently, similarly to (3.21), we obtain from (4.23) that

Cn(x) =
exp(−τn(x))
tx
√
2π

∫

|w|<sn

exp
(

− w2σ2
x

2
− i{n2x}w

n
√
n

)

[

1 +

2p+1
∑

k=1

ϕk(w)

(
√
n)k

+O

(

1 + w6(p+1)

np+1

)

]

dw(4.29)

where the ϕk(w) are polynomials in odd powers of w for k odd, and polynomials in
even powers of w for k even. For example,

ϕ1(w) = iwH ′(tx)−
iw

tx
− iw3ℓM(3)

6
,

ϕ2(w) =
tx
2
− w2

t2x
− w2H ′′(tx)

2
− w2(H ′(tx))

2

2
+
w2H ′(tx)

tx
− w4ℓM(3)

6tx

+
w4ℓM(4)

24
+
w4H ′(tx)ℓM(3)

6
− w6ℓ2M(3)

72
.

Note also that ϕk(v) is purely imaginar for k odd and real for k even. Therefore, we
deduce from (4.29), (3.22) and (3.23) that

Cn(x) =
exp

(

− τn(x)− {nx}2
2σ2

xn
3

)

σxtx

[

1 +

p
∑

k=1

cn,k(x)

nk
+O

( 1

np+1

)

]

,

=
1

σxtx

[

1 +

p
∑

k=1

dn,k(x)

nk
+O

( 1

np+1

)

]

,

where the coefficients cn,1(x), . . . , cn,p(x) may be explicitly calculated using the exact
expression of the polynomials ϕk in (4.29). For example, cn,1(x) is given by

cn,1(x) =
tx
2
− 1

σ2
xt

2
x

− H ′′(tx)

2σ2
x

− (H ′(tx))
2

2σ2
x

+
H ′(tx)

σ2
xtx

− ℓM(3)

2σ4
xtx

+
ℓM(4)

8σ4
x

+
H ′(tx)ℓM(3)

2σ4
x

− 5ℓ2M(3)

24σ6
x

.

In order to complete the proof of Theorem 2.2, it only remains to show that the two
last terms Dn(x) and En(x) will play a negligible role. We start by noticing that

|Dn(x)| ≤
χ(x, n)

n
√
2π

∫

sn≤|w|≤a
√
n

∣

∣

∣

∣

exp

(

n
(

Ln

(

tx +
iw√
n

)

− Ln(tx)
)

)
∣

∣

∣

∣

dw,(4.30)

where we use the inequality exp(nxtx)|Λn(tx + iw/
√
n)| ≤ χ(x, n) with

(4.31) χ(x, n) = exp(−τn(x))
∣

∣

∣

∣

1− exp

(−tx
n

)
∣

∣

∣

∣

−1

≤ netx

tx
.
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From now on, we focus on the integral appearing in (4.30). We have from (4.3) that

Ln

(

tx +
iw√
n

)

− Ln(tx) =
1

n

n
∑

k=1

(

LD

(k

n

(

tx +
iw√
n

))

− LD

(ktx
n

)

)

−
(

LD

(1

n

(

tx +
iw√
n

))

− LD

(tx
n

)

)

,

which leads to

exp

(

n
(

Ln

(

tx +
iw√
n

)

− Ln(tx)
)

)

=

n
∏

k=1

exp
(

LD

(

k
n

(

tx +
iw√
n

))

− LD

(

ktx
n

))

exp
(

n
(

LD

(

1
n

(

tx +
iw√
n

))

− LD

(

tx
n

))) .

(4.32)

Hereafter, our goal is to find a suitable upper bound for the numerator in equation
(4.32). It follows from inequality (3.15) that as soon as |w| ≤ a

√
n,

(4.33)

∣

∣

∣

∣

∣

n
∏

k=1

exp

(

LD

(k

n

(

tx +
iw√
n

))

− LD

(ktx
n

)

)

∣

∣

∣

∣

∣

≤ exp
(

−
n
∑

k=1

C
(ktx
n

)w2

2n

)

where for all t > 0,

C(t) =
t2

t2 + a2
L′′
D(t).

One can observe that L′′
D(t) is a strictly decreasing function. Consequently, we

deduce from (4.33) together with a simple Maclaurin-Cauchy test that

(4.34)

∣

∣

∣

∣

∣

n
∏

k=1

exp

(

LD

(k

n

(

tx +
iw√
n

))

− LD

(ktx
n

)

)

∣

∣

∣

∣

∣

≤ exp
(

−Da,xL
′′
D(tx)

w2

2

)

where Da,x is the positive constant given by

Da,x =

∫ 1

0

(txy)
2

(txy)2 + a2
dy.

Hence, it will be enough to show that the denominator of equation (4.32) is bounded
away from zero to deduce that Dn(x) is exponentially negligible. We have from
Taylor’s theorem in the complex plane that

nLD

( z

n

)

=
z

2
+O

(

z2

n

)

.

Therefore, for all w ∈ R such that |w| ≤ a
√
n,

n
(

LD

(1

n

(

tx +
iw√
n

))

− LD

(tx
n

))

=
iw

2
√
n
+

1

n
O (1)
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where the O(1) term is uniform in w. It implies that there exists a positive constant
Ea,x such that, for all |w| ∈ [sn, a

√
n],

(4.35) exp

(

n
(

LD

( 1

n

(

tx +
iw√
n

))

− LD

(tx
n

))

)

≥ Ea,x.

Then, by using (4.31), (4.34) and (4.35) in (4.30), we obtain that

|Dn(x)| ≤ 2

tx
√
2πEa,x

∫ a
√
n

sn

w

sn
exp

(

−Da,xL
′′
D(tx)

w2

2

)

dw,

≤ 2

sntx
√
2πEa,xDa,xL′′

D(tx)
exp

(

−Da,xL
′′
D(tx)

s2n
2

)

,

which clearly means that Dn(x) goes exponentially fast to zero. It remains to carry
out a similar analysis for the last term En(x). By the same lines as for inequality
(4.30), we have, up to a change of variable,

(4.36) |En(x)| ≤
χ(x, n)√

2πn

∫

a≤|w|≤πn

∣

∣

∣
exp

(

n
(

Ln

(

tx + iw
)

− Ln(tx)
))
∣

∣

∣
dw.

It follows from (4.32) together with (3.14) that

1

n
log
∣

∣

∣
exp

(

n
(

Ln

(

tx + iw
)

− Ln(tx)
))
∣

∣

∣

2

=
1

n

n
∑

k=1

log

(

1 +
exp(ktx

n
)

(exp(ktx
n
)− 1)2

2
(

1− cos
(kw

n

))

)

(4.37)

− log

(

1 +
exp( tx

n
)

(exp( tx
n
)− 1)2

2
(

1− cos
(w

n

))

)

.

We already saw in Section 3 that for all v ∈ R, 2(1−cos(v)) ≤ min(v2, 4). Moreover,
it is well-known that for all v ≥ 0, (ev − 1)2 ≥ v2. Consequently, we deduce from
Jensen’s inequality that

1

n

n
∑

k=1

log

(

1 +
exp(ktx

n
)

(exp(ktx
n
)− 1)2

2
(

1− cos
(kw

n

))

)

≤ log

(

1 +
1

n

n
∑

k=1

exp(ktx
n
)

(exp(ktx
n
)− 1)2

2
(

1− cos
(kw

n

))

)

,

≤ log

(

1 +
etx

t2x

1

n

n
∑

k=1

min
(

w2,
4n2

k2

)

)

.
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Therefore, we obtain from the previous inequality and a simple Maclaurin-Cauchy
test that as soon as |w| ≥ a > 2,

1

n

n
∑

k=1

log

(

1 +
exp(ktx

n
)

(exp(ktx
n
)− 1)2

2
(

1− cos
(kw

n

))

)

≤ log

(

1 +
etx

t2x

∫ 1

0

min
(

w2,
4

y2

)

dy

)

≤ log

(

1 +
4etx

t2x
|w|
)

.

Furthermore, we have for all v ∈ R such that |v| ≤ π, 2(1 − cos(v)) ≥ (2v/π)2. It
implies that for all w ∈ R such that |w| ≤ πn,

log

(

1 +
exp( tx

n
)

(exp( tx
n
)− 1)2

2
(

1− cos
(w

n

))

)

≥ log

(

1 +
exp( tx

n
)

(exp( tx
n
)− 1)2

4w2

n2π2

)

≥ log

(

1 +
4

π2t2xe
tx
w2

)

where the last inequality comes from the fact that for all t > 0, et − 1 ≤ tet. Hence,
putting these two inequalities into (4.37) and recalling that |w| ≥ a, we obtain that

(4.38)
∣

∣

∣
exp

(

n
(

Ln

(

tx + iw
)

− Ln(tx)
))
∣

∣

∣

2

≤
(

1 + 4etx

at2x
w2

1 + 4
π2t2xe

tx
w2

)n/2

.

Hereafter, we can choose a = 2π2e2tx > 2, leading for all |w| ≥ a, to

(4.39)

(

1 + 4etx

at2x
w2

1 + 4
π2t2xe

tx
w2

)

≤
(

1 + 2
π2t2xe

tx
a2

1 + 4
π2t2xe

tx
a2

)

.

Denote by qa,x the upper bound in (4.39). We clearly have 0 < qa,x < 1. Finally, we
deduce from (4.36) together with (4.31), (4.38) and (4.39) that

|En(x)| ≤
n
√
2πnetx

tx

(

qa,x
)n/2

,

which means that En(x) goes exponentially fast to zero.
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