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Jean-Luc Martinotn, Marie-Laure Paillère Martinotn,o, Eric Artigesn,p, Dimitri Papadopoulosi,
Herve Lemaitrei,q, Tomas Pausr,s, Luise Poustkat, Sarah Hohmanaa, Nathalie Holzd, Ju-
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Maladies Neurodégénératives, UMR 5293, CNRS, CEA, Université de Bordeaux, Bordeaux, France rDepartments
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Abstract

Incomplete Hippocampal Inversion (IHI), sometimes called hippocampal malrotation, is an
atypical anatomical pattern of the hippocampus found in about 20% of the general popu-
lation. IHI can be visually assessed on coronal slices of T1 weighted MR images, using a
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composite score that combines four anatomical criteria. IHI has been associated with sev-
eral brain disorders (epilepsy, schizophrenia). However, these studies were based on small
samples. Furthermore, the factors (genetic or environmental) that contribute to the genesis
of IHI are largely unknown. Large-scale studies are thus needed to further understand IHI
and their potential relationships to neurological and psychiatric disorders. However, visual
evaluation is long and tedious, justifying the need for an automatic method. In this paper,
we propose, for the first time, to automatically rate IHI. We proceed by predicting four
anatomical criteria, which are then summed up to form the IHI score, providing the ad-
vantage of an interpretable score. We provided an extensive experimental investigation of
different machine learning methods and training strategies. We performed automatic rating
using a variety of deep learning models (”conv5-FC3”, ResNet and ”SECNN”) as well as a
ridge regression. We studied the generalization of our models using different cohorts and
performed multi-cohort learning. We relied on a large population of 2,008 participants from
the IMAGEN study, 993 and 403 participants from the QTIM and QTAB studies as well
as 985 subjects from the UKBiobank. We showed that deep learning models outperformed
a ridge regression. We demonstrated that the performances of the ”conv5-FC3” network
were at least as good as more complex networks while maintaining a low complexity and
computation time. We showed that training on a single cohort may lack in variability while
training on several cohorts improves generalization (acceptable performances on all tested
cohorts including some that are not included in training). The trained models will be made
publicly available should the manuscript be accepted.

Keywords: Deep Learning, MRI, Hippocampus, Machine Learning, Incomplete Hip-
pocampal Inversion

1. Introduction

Incomplete Hippocampal Inversion is an atypical anatomical pattern found in 15 to 20
percent of the general population with a higher prevalence in the left hemisphere ( 20%
compared to 9% in the right hemisphere) (Cury et al., 2015; Bronen and Cheung, 1991;
Bernasconi et al., 2005; Bajic et al., 2008). It can be referred to as ”incomplete hippocampal
inversion” (Cury et al., 2015; Bajic et al., 2008), ”hippocampal malrotation” (Barsi et al.,
2000) or ”abnormal hippocampal formation” (Bernasconi et al., 2005). In this work, we
will be referring to it as ”incomplete hippocampal inversion” (IHI).

Its origins are unclear but IHI are likely to be formed during pre-natal development. It
is during this time that most gyri are formed and that the hippocampus is folded (Bajic
et al., 2008). Furthermore, the growth of left and right hemispheres react differently to
maternal stress (Qiu et al., 2013). IHI is associated with variations of hippocampal sub-
fields, namely smaller CA1 (first region of the cornu Ammonis) (Colenutt et al., 2018) and
larger subiculum (Fragueiro et al., 2023). Furthermore, it has been linked to variations in
sulcal patterns (Cury et al., 2015). Thus, it may be associated to an overall atypical brain
development.

A previous study has investigated the genetic underpinnings of IHI (Cury et al., 2020)
and suggested a moderate, statistically significant, heritability (h2 of 0.54). The Genome
Wide Association Study (GWAS) did not identify any causal genetic variant due to its
limited sample size (Cury et al., 2020).

Some studies (albeit conducted on small samples) have shown a higher prevalence of
IHI, compared to general population, in patients suffering from epilepsy (Lehéricy et al.,
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1995; Baulac et al., 1998; Bernasconi et al., 2005) and schizophrenia (Roeske et al., 2021).
Autism spectrum disorder (Campbell et al., 2006) has also been noted in association with
IHI. This is also the case of other structural variations such as agenesis of the corpus
callosum (Atlas et al., 1986). More generally, we can hypothesise that IHI could be linked
to pathologies associated with hippocampal structure. For example, Alzheimer’s disease
is associated with progressive hippocampal atrophy (Barnes et al., 2009), while patients
suffering from schizophrenia showed smaller hippocampi (van Erp et al., 2016). Similar
results were found for a variety of psychiatric disorders such as obsessive compulsive disorder
(OCD), major depressive disorder (MDD), attention deficit/ hyperactivity disorder (ADHD)
or post traumatic stress disorder (PTSD), by the ENIGMA consortium (Thompson et al.,
2020). Furthermore, there has been shown to be a link between hippocampal volume in
MDD and the response to antidepressants (Colle et al., 2016). Moreover, it has been shown
that IHI affects automatic segmentation algorithms: segmentation is less accurate in the
presence of IHI (Kim et al., 2012; Fragueiro et al., 2023). Thus, it is possible that some
studies reporting associations with hippocampal volume are actually confounded by IHI
leading to erroneous conclusions that a given disorder, genotype or trait is associated with
changes in hippocampal volume while it is in fact associated with IHI. To date, there are
no large-scale studies of IHI allowing to confirm or investigate the links with disorders of
the brain, and to progress our understanding of the causes and consequences of IHI. This
is, in part, due to the difficulty of visually rating IHI on large cohorts.

Indeed, IHI annotations can prove to be a long and tedious task and visual rating is not
adapted to large-scale studies. Using an automatic rating can facilitate this process and
make it possible to study large and different cohorts.

In a preliminary conference proceedings paper, we have shown the feasibility of auto-
matically detecting IHI using the previously mentioned annotation protocol using only one
linear and one deep learning model (Hemforth et al., 2023), on one cohort (IMAGEN), the
one manually rated in (Cury et al., 2015). In this paper, we extended our previous work
by: i) considering a larger scope of machine learning methods including ridge regression,
a Conv5-FC3, a ResNet and a squeeze and excite ResNet, which have been shown to be
effective in computer vision; ii) evaluating approaches on three additional datasets (QTIM,
QTAB, a subsample of the UKBiobank); iii) studying the benefits of multi-cohort training
to improve generalization of the automatic rating.

2. Data and pre-processing

2.1 Manual IHI rating protocol

We have trained our algorithms against robust manual ratings, using a reproducible annota-
tion protocol presented in Cury et al. (2015) which takes into account the most representa-
tive criteria of IHI (Baulac et al., 1998), keeping a reasonable number of anatomical criteria
(five) without overbearing the annotator. These annotations are made on coronal slices of
T1 weighted MR images. The first criterion (C1) assesses the verticality and roundness of
the hippocampal body. The second criterion (C2) evaluates the verticality and depth of the
collateral sulcus. The third criterion (C3) quantifies the medial position of the hippocam-
pus. The fourth criterion (C4) indicates if the subiculum is bulging upwards or not. The
fifth criterion (C5) assesses whether any sulci of the fusiform gyrus exceed the level of the
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subiculum. The total IHI score is then the sum of the individual criteria. Here, we did not
use the criterion C4 because it is very rare (i.e. no bulge in ≥ 97% of individuals) and is
notoriously difficult to rate with low test-retest reliability (Cury et al., 2015). Note that due
to its low frequency, its exclusion has nearly no effect on the total IHI score. Each criterion
we considered is rated on a 2-points scale with a step of 0.5 for criteria 1 to 3 and a step
of 1 for criterion 5. A visual schematic of these criteria extracted from Cury et al. (Cury
et al., 2015) can be found in Figure 1.

Figure 1: Schematic of the visual criteria. 1: Verticality and roundness of the hippocampal
body. 2: Verticality and depth of the collateral sulcus. 3: Medial position of
the hippocampus. 5: Depth of the collateral sulcus and occipito-temporal sulcus.
Reproduced from [1] (CC BY).

2.2 Cohorts description

Subjects: We studied 2,008 participants from the multicentric IMAGEN study. We
included all participants with a T1-weighted anatomical MRI acquired at 3 Tesla that
passed a visual quality check during rating. We used the first acquisition session where
participants were 14 years old in average. We also used 993 subjects of the QTIM and
400 subjects of the QTAB cohort, which are both twin studies from Queensland. Finally,
a subset of 985 subjects of the UKBiobank was included. All images were checked to be
of sufficient quality for visual rating. A short description of these cohorts can be found in
table 1. The choice of cohorts was performed to increase variability in terms of age and
acquisition sequences during training.

MRI acquisition: IMAGEN was acquired in 8 different acquisition sites in Europe using
a variety of 3 Tesla scanners (Siemens Verio and TimTrio, Philips Achieva, General Elec-
tric Signa Excite, and Signa HDx). T1-weighted images of the cohort were obtained using an
MPRAGE sequence (TR=2300ms; TE=2.8ms; flip angle=9°; resolution=1.1mm×1.1mm×1.1mm).
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Table 1: Description of cohorts. Table summarizing the number of images, age in years
(shown as mean ± standard deviation), the rater, the 95% CI of the prevalence of
IHI, the origin of the cohort and the sex distribution.

cohort Number of subjects Age Rater % IHI (left) % IHI (right) Origin % Female

IMAGEN 2008 14.5±1.3 CC [19, 23] [6, 10] Europe 51.27

QTIM 993 22.9±2.8 KDM [21, 27] [8, 12] Australia 61.09

QTAB 400 11.3±1.3 KDM [22, 32] [13, 21] Australia 48.89

UKBiobank 985 63.5±7.6 KDM [18, 24] [4, 8] UK 58.09

QTIM was acquired using a 4 Tesla Bruker Medspec scanner using an inversion re-
covery rapid gradient echo protocol (TI=700ms; TR=1500ms; TE=3.35ms; flip angle=8°;
resolution=0.94mm×0.98mm×0.98mm).

QTAB was acquired on a 3 Tesla Magnetom Prisma scanner (Siemens Medical Solutions,
Erlangen) using a 3D MP2RAGE sequence (TI=700ms; TR=4000ms; TE=2.99ms; flip
angle=6°; resolution=0.8mm×0.8mm×0.8mm).

The UKBiobank was acquired on 3 Tesla Siemens Skyra scanners in 3 acquisition sites
using a 3D MPRAGE sequence (TR=2000ms; TI=880ms; resolution=1mmx1mmx1mm)

2.3 MRI preprocessing

We processed the MRI using the first setp of the t1-volume pipeline1 implemented in Clin-
ica (Routier et al., 2021; Samper-González et al., 2018). This pipeline is a wrapper of the
Segmentation, Run Dartel and Normalise to MNI Space routines implemented in SPM.
During the first step, the Unified Segmentation procedure (John Ashburner, 2005) is used
to simultaneously perform tissue segmentation, bias correction and spatial normalization of
the input image. Here we use the spatially normalized greymatter maps.

We then cropped images around the hippocampi and close surrounding sulci ([24:96,54:107,16:49]
in MNI coordinates). In supplementary material (supplementary able A5), we study the
impact of the choice of the region of interest (ROIs) and demonstrate that the above choice
leads to performances which are at least as good as other choices while being less compu-
tationally expensive.

2.4 IHI annotation on cohorts

All images were annotated by experts, either Claire Cury (CC) or Kevin de Matos (KDM).
To estimate inter and intra-rater variability, 100 images of the IMAGEN cohort were an-
notated by both raters and twice by rater KDM, several weeks apart. We expect the
inter-rater reliability to be the maximal prediction accuracy achievable with an automated
method, as it quantifies the amount of uncertainty in the manual rating. We reported the
frequency of IHI in each hemisphere (Table 1). Inversion was deemed incomplete when the

1. https://aramislab.paris.inria.fr/clinica/docs/public/latest/Pipelines/T1_Volume/
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composite score was greater or equal to 4, in accordance with the threshold recommended
previously (Cury et al., 2015).

3. Methods and analysis

3.1 Test/train sets

We isolated 25% of the participants of each cohort to form a test set. We performed
the split prior to running any analysis and only used the test set to evaluate results. To
ensure that the test set is representative of the full sample we stratified the split based
on all IHI criteria as well as age, weight, height, sex, handedness and imaging centre. In
practice, we performed 200 random splits and selected the one that minimised differences
in distributions for all considered variables between the training and test sets (based on
a Kolmogorov-Smirnoff test). We tuned hyper-parameters using the remaining data. We
further split this data into a training (80% of individuals) and validation set (20%). We
used the same split rules as above to ensure comparability of all the splits. Table 2 shows
the amounts of data from each cohort in test, training and validation sets.

Table 2: Description of sets. Number of images in train, validation and test sets for each
cohort. Note that we varied the number of cohorts included in the training.

cohort Train-set Validation-set Test-set Total

IMAGEN 1205 301 502 2008

QTIM 596 149 248 993

QTAB 240 60 100 400

UKBiobank 554 185 246 985

3.2 Training strategies

In order to assess how the models perform in different cohorts and what is the influence of
the cohorts used for training, we proceeded with three different training sets and evaluated
the predictive ability on the four test sets independently and pooled together.

• IMAGEN training strategy: First, we trained the models using the IMAGEN training
set only. Predictive performance in the test sets from the 3 independent cohorts,
QTIM, QTAB and UKB assesses the generalizability of this strategy. A risk of this
approach is that IMAGEN is fairly homogeneous (mean age 14.5±1.3), and training
on this unique cohort may lead to over-fitting the sample characteristics or age group,
even if IMAGEN used a multi-centric design that used different scanners.

• IMAGEN, QTIM, QTAB training strategy: To introduce more variance into the
training, we combined the training sets of IMAGEN, QTIM and QTAB. In addition
to increasing the training sample size, this introduces new age groups, new scanners
and acquisition sequences, as well as a new rater into the training. We kept the
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UKbiobank as an independent validation cohort to test for generalizability of the
prediction.

• ALL training strategy: Lastly, we performed multi-cohort training including all
training sets (IMAGEN, QTIM, QTAB and UKBiobank). This further increases the
training sample size and gives us the opportunity to test whether performance on the
UKBiobank improves when including a part of the cohort in the training set.

3.3 Deep learning models

We trained three neural networks which are implemented in ClinicaDL (Thibeau-Sutre
et al., 2022)2, an open source software package for deep learning analysis of neuroimaging
data using 3D MRI data cropped around the hippocampus and surrounding sulci:

• Conv5-FC3 model: a convolutional neural network made of 5 convolutional blocks
and three fully connected layers. Each of the convolutional blocks is made of one
convolutional layer, a batch normalization, a ReLu and a Max pooling. This CNN is
fairly shallow, easy to train, and has shown good performance at MRI based prediction
of Alzheimer’s disease (Wen et al., 2020).

• ResNet model: a 3D ResNet (Jonsson et al., 2019) made of five residual blocks sep-
arated by a max pooling and a final block composed of a fully connected, a ReLu, a
dropout, a concentration layer and a final fully connected layer. We used the default
dropout of 0.5. This model has previously been used by our team in Couvy-Duchesne
et al. (2020) for brain age prediction, and it is a reference model in computer vision.

• SECNN model: a squeeze and excite ResNet, which we will be referring to as ”SECNN”,
based on the theory of Ghosal et al. (2019); Hu et al. (2018). This model is similar to
the 3D ResNet, except that it contains an extra squeeze and excite block and ReLu
in the residual blocks. Squeeze and excite blocks provide the advantage of improving
channel inter-dependencies and have been shown to perform well on computer vision
tasks (Hu et al., 2018).

.
A schematic representation of the previously mentioned models can be found in Figure 2.

All models were trained for a regression task over a maximum of 50 epochs using the mean
squared error as a loss function. The model with the lowest loss on the validation set over
the epochs was used for analysis. We used a batch size of 16 to allow for several images
per cohort in each batch. We used the Adam optimizer and a learning rate of 1e-4 with a
weight decay of 1e-4. The tolerance was set to 0. Models were implemented in Pytorch.

Further attempts at improving the results included data augmentation and oversam-
pling. The implemented methods and results can be found in the supplementary materials.

3.4 Linear models

To benchmark the performance of deep-learning models against simpler linear ones, we also
performed automatic rating of IHI with a ridge regression. We used the ridge regression

2. https://clinicadl.readthedocs.io/en/latest/Train/Introduction/
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Figure 2: Schematic representation of the deep learning models used for prediction.

implemented in scikit-learn Pedregosa et al. (2011) 3. Flattened images were used as input.
The hyper-parameter were chosen through nested cross-validation with 5 outer layers and
6 inner layers. The data used over all splits corresponds to the union of training and
validation data from Table 2. The splits were performed arbitrarily by the KFold function
of scikit-learn.

3.5 Statistical analysis

The IHI individual criteria range from 0 to 2 with 0.5 or 1 point steps. Thus, we rounded
the predicted scores to the closest 0.5 mark for criteria 1,2 and 3, and the closest unit for
criterion 5 to correspond to the human ratings. We constructed the (predicted) global IHI
scores by summing the prediction of each IHI criterion. In the following, they are denoted
as ’SCi L or R add’ for the left and right hemispheres.

We used Intraclass Correlations (ICC) to evaluate prediction of the global IHI score,
which are nearly continuous. For this, we used the intraclass corr function implemented
in the pingouin package Vallat (2018). We used Cohen’s Kappa score to evaluate the
prediction of individual criteria. For criteria 1-3, which are ordinal, we used a quadratically
weighted Kappa. For criterion 5 (0-1 score), we used a standard Kappa. We used the
cohen kappa score implemented in sklearn.metrics.

We derived 95% confidence intervals and standard-error (SE) of the prediction accuracy
using a bootstrap approach. The bootstrap was performed using 100 iterations, each con-
sisting of drawing N samples with replacement from the test-set, N being the size of the
test set.

3. https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.Ridge.html
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To statistically assess the difference in performance between methods, we then computed
the difference of metrics obtained on the same bootstrap samples using different methods.
In other words, we obtain a bootstrap of the difference in performance between two given
strategies. The mean and standard error obtained from this bootstrap are then used to
perform a Student’s t-test. We use a Bonferroni correction on p-values obtained on each
criterion or composite score. We define statistical significance as corrected p-value¡0.05.

4. Results

4.1 Model and training set performances

We first examine the performances of composite score predictions of each model on a pooled
test set of all cohorts (N=502+248+100+245), comparing the results of the three different
training strategies (IMAGEN strategy, IMAGEN, QTIM, QTAB strategy and ALL strat-
egy). Results are displayed in Figure 3. Human performances (inter and intra-rater ICCs)
are plotted for reference.
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Figure 3: Results of the predictions of composite scores on pooled independent test sets of
the IMAGEN, QTIM, QTAB and UKB cohorts. We show the mean ICC and
95% confidence intervals obtained through bootstrapping. Results are shown for
the three assessed deep learning models (Conv5-FC3, ResNet and SECNN) and
the ridge regression, alongside inter-rater and intra-rater performances. Three
training strategies are compared (IMAGEN strategy, IMAGEN, QTIM, QTAB
strategy and ALL strategy). These results are shown for predictions in the left
(panel a) and right (panel b) hemispheres.

Human performances exhibit large confidence intervals (95%CI inter-rater ICC = [0.701,
0.849], 95%CI intra-rater ICC = [0.553, 0.772]) due to the low sample size for their compu-
tation (100 images). Inter-rater performances can be considered as the maximal prediction
achievable. It can be noted that deep learning models in the left hemisphere were not
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deemed different from inter and intra-rater performances (corrected p > 0.05 in all cases).
This may be mainly attributed to the large confidence intervals for human performances.
However, performances on the left hemisphere (95% CI ICC = [0.678, 0.729] for ’Conv5-
FC’, IMAGEN,QTIM,QTAB strategy) remain closer to inter-rater performances than in the
right hemisphere (95% CI ICC = [0.546, 0.620] for ’Conv5-FC3’, IMAGEN,QTIM,QTAB
strategy). Predictions can hence still be improved in the right hemisphere, in which the
lower number of IHI makes it a difficult task to learn. We tested oversampling and data
augmentation by flipping images to obtain as many IHI on the right and on the left side,
however this did not improve results (see Supplementary material)

The ridge regression showed significantly worse performances in the left hemisphere
compared to the deep learning models (corrected p < 0.05 for all tests). We observed this
result for all training sets (Figure 3a). In the right hemisphere, the performance of the ridge
regression seemed slightly lower than that of deep learning algorithms. This difference was
statistically significant in the case of the IMAGEN, QTIM, QTAB strategy for all models
and for the CNN and SECNN using the ALL strategy. Due to their greater performance,
we are focusing on deep learning models in our subsequent analyses. Particularly, as the
Conv5-FC3 is not significantly outperformed by more complex models, which require more
computation power, we will focus on the results obtained with this model.

In the left hemisphere, increasing the training sample did not appear to significantly
improve IHI prediction. On the contrary, in the right hemisphere, performances improved
significantly when extending the training set to QTIM and QTAB for the Conv5-FC3 (cor-
rected p < 0.05). Adding some UKBiobank images into the training did not significantly im-
prove the prediction performance, in either hemisphere. For completeness, we have reported
the results (Figure A2) for each specific test-set (IMAGEN, QTIM, QTAB or UKBiobank).
A similar pattern of results emerge.

4.2 Performance on individual criteria

Figure 4 shows the performances of the Conv5-FC3 for the prediction of individual criteria.

In the left hemisphere, the performance overlaps with inter or intra-rater reliability for
most criteria (corrected p > 0.05). However, this is not the case for C5 (corrected p < 0.05 in
all cases). This criterion is particular as it is not linear but is still estimated by a regression.
We also attempted at using a classifier (see results for RidgeClass and RidgeClassOS on A1)
but this did not prove fruitful.

Compared to the left, performances in the right hemisphere are in general lower. As for
the composite score, this is likely due to the lower prevalence of IHI in individual scores, as
it was already shown in Cury et al. (2015).

4.3 Visual analysis of the trained networks

As a sanity check, some group saliency maps (Simonyan and Vedaldi, 2014) were extracted
from Conv5-FC3 nets as implemented in ClinicaDL (Thibeau-Sutre et al., 2022). The maps
were obtained through back-propagation and are shown for all three training sets with
various training strategies of data in figure 5.

While saliency maps are limited in their analysis (Alqaraawi et al., 2020), they can serve
as a sanity check of our processes. Here we show only the 1000 highest values to ensure
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Figure 4: Results of the predictions of individual criteria on pooled independent test sets
of the IMAGEN, QTIM, QTAB and UKB cohorts. We show the mean metrics
(weighted kappas for C1 C2 and C3, and an unweighted kappa for C5) and 95%
confidence intervals obtained through bootstraping. Results are shown for the
Conv5-FC3, alongside inter-rater and intra-rater performances. Three training
methods are compared: using only the training set of the IMAGEN cohort, using
the training sets of IMAGEN, QTIM and QTAB cohorts and using the training
sets of all cohorts (IMAGEN, QTIM, QTAB, UKBiobank).

visual coherence. Figure 5 shows that weights are mostly concentrated on the hippocampus
and surrounding regions for all training methods and criteria. Some criteria show sparser
maps, such as C2 predictions trained on all data, but no maps show a complete absence
of weights in the region of interest. Composite scores predicted with a model trained on
several cohorts show maps with weights centered around the hippocampus. These results
show that our networks are indeed using hippocampus-related features.

5. Discussion

Our main goal for this study is to establish an automatic rating method for IHI. To ensure
generalization, we performed multi-cohort training using different strategies. The results
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Figure 5: Saliency maps extracted from the Conv5-FC3 model’s predictions on the UK-
Biobank in the left hemisphere. Plots are shown for all training strategies, for
individual criteria and the composite scores. Saliency maps were thresholded to
show only the highest weights and overlayed on a T1 weighted MRI image.

emerging from this study are that deep learning models outperform the linear method. This
makes sense as we are assessing complex aspects of hippocampus structure and shape which
may be hard to predict from a linear combination of voxel intensities. Another observation
was that all deep learning models performed similarly, although based on the size of our test
sample, we could only significantly detect differences of 0.125 ICC points (at 80% power).
This suggests that a simpler model may suffice for this task, which has the advantage of
requiring less computation, and is easier to share and utilise. We would recommend using
our ”Conv5-FC3” trained network for IHI prediction. IHI prediction in the left hemisphere
approached that achieved from human raters. On the other hand, automatic rating of
IHI in the right hemisphere, remained below the automatic rating performances in the left
hemisphere, suggesting our algorithms could be improved.

We then looked into the performances of the models when trained with only the IM-
AGEN cohort, IMAGEN, QTIM and QTAB and finally with all available cohorts. Using
only IMAGEN proved to be significantly less performing than using several cohorts when
analysing results over all cohorts in the right hemisphere. This may be due to a lack of
variability to accommodate new cohorts when using only IMAGEN for training. By adding
different cohorts into the training-set we increase its variability in terms of raters, age and
acquisition sequence. Indeed, results were improved when adding QTIM and QTAB into
the training. However, we did not observe further improvement when adding UKBiobank
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participants. Of course, we cannot rule out that training with a larger sample of UKBiobank
images would have led to higher accuracy.

To investigate the origin as well as the anatomical interpretability of our results, we
have considered individual criteria predictions. All individual criteria, except for C5 have
confidence intervals overlapping with those of human performances in the left hemisphere.
As mentioned previously, this may however be due to the large confidence intervals of human
performances. Unfortunately, the drop in performance could also be noticed for individual
criteria prediction for the right hemisphere. Some criteria may prove more difficult to predict
and low frequencies suggest that more data may be needed to reach similar performance
levels. C5 is also harder to predict due to it’s non-ordinal nature.

In summary, for automatic rating, we recommend using the ”Conv5-FC3” network, as
no significant improvements were found with more complex models. This model hence
ensures performance while maintaining a low computational cost. As per the ideal training
set, it may depend on the use case. If the objective is to predict the global IHI score and
use it for further analysis on its own, the model trained on IMAGEN, QTIM and QTAB
may provide sufficient performances. However, to maximise the prediction of specific IHI
criteria, it may be beneficial to retrain the model with a subset of the new cohort to be rated.
However, the improvement may be limited to a handful of criteria for the right hemisphere.
In case of future studies about IHI prediction being performed on the UKBiobank, we
recommend using the training approach using IMAGEN, QTIM and QTAB as training sets
to facilitate testing without having to sort out the data used for training. While our study
is, to our knowledge, the first to show robust, better than chance IHI prediction, it can still
be improved, especially in the right hemisphere.

We obtain lower prediction accuracy in the right hemisphere than in the left for both
composite IHI scores and individual criteria. We attributed this to the lower frequency of
IHI, although it could also be a more complex task. Indeed, IHI are much rarer in the
right hemisphere compared to left. The fact that IHI are rare in the right hemisphere has
been widely documented in the literature (Bajic et al., 2008; Cury et al., 2015; Colenutt
et al., 2018; Roeske et al., 2021; Fu et al., 2021). To counter this, data-augmentation and
over-sampling methods are often used. While we attempted such techniques, they did not
prove efficient in our study. In the case of unilateral right sided IHI, our method remains
limited. However, as unilateral right sided IHI are rare, we deem that detecting IHI in the
left hemisphere automatically could lead to a facilitated manual annotation in the right
hemisphere.

In the future, we could imagine using our method as a semi-automatic annotation tool
by using the predictions as a first estimate that would then be refined by an expert user.
Indeed, as our automatic annotation method provides detailed scores for individual criteria,
the method remains interpretable. An expert can hence use provided predictions to estimate
which are the subjects of interest and perform fast manual correction by looking into the
prediction of each of the criteria. Note nevertheless, that this is not the main objective of
the present work which purpose is to be able to annotate large datasets in a fully automatic
manner to perform population studies such as genome-wide association studies (GWAS)
for instance. In this context, it is acceptable if there remains some noise in the automatic
annotation, this will only lead to diminished statistical power for population studies, such
power being compensated by the ability to annotate very large datasets.

1016



Automatic rating of incomplete hippocampal inversions (IHI)

To improve performances, it may be interesting to look into data augmentation, partic-
ularly in the right hemisphere. As performances are better on non IHI subjects (SCi < 4),
than on IHI subjects (corrected p < 0.05), it may be possible to retrain the model using
only IHI images from the new data-set to optimise performances. As retraining the models
with part of one’s own data-set may prove to be difficult since an access to IMAGEN, QTIM
and QTAB is needed, retraining only the top layers of our models could be a solution. Fur-
thermore, self supervised methods such as contrastive learning have been shown to work
on neuro-imaging tasks (Dufumier et al., 2021). However, such approaches can be complex
as they require vast amounts of data (above 10.000 images), so attention needs to be paid
as to which cohorts are used in future studies. This could also be investigated in a future
study.

We chose to rely on a deep learning approach taking voxel-based inputs. Another option
could have been to first perform hippocampal segmentation and then use characteristics
from this segmentation (either explicitly defined features or latent features obtained when
training an hippocampal segmentation network) for IHI prediction. However, IHI have been
shown to affect the accuracy of hippocampal segmentation (segmentation is less accurate in
participants with IHI) (Kim et al., 2012; Fragueiro et al., 2023). This is the reason why we
did not pursue this avenue. However, it could be interesting to compare such an approach
to our method in future work.

Our study has the following limitations. The sparsity of available annotated data led to
our models being trained using only the four cohorts mentioned above. Using larger, more
diverse datasets could significantly improve the performances. Furthermore, our models
were trained using only gradient echo acquired T1 images and Caucasian subjects. This
lack in variability means that we cannot ensure performances on images with different
acquisition parameters for example. Results should be treated accordingly First, some
noise might be present in the ground truth labels. While consensus rating is ideal, it was
not realistic considering the rating time. We, to our knowledge, have the largest annotated
sample of data for IHI. However, human performances (inter and intra-rater reliability)
were estimated only on a 100 image sample of IMAGEN. It is possible that these vary
across cohorts. This could provide an explanation as to why performances plateau in the
left hemisphere even when adding additional data. Our data was annotated by two users.
More robustness to variability could be introduced by adding more raters to the training.
However, more data is not available at this time. We encourage future users who might
have access to more annotations to perform a further training step which may include fine-
tuning of our pre-trained models. Furthermore, right hemisphere performances may still
be improved. This could simply be due to the low frequency of IHI in this hemisphere.
Generalizability to unseen sequences, machines or specific populations (e.g. disease groups)
has not been investigated and is hence not guaranteed. The power is overall limited to
detect small differences in performance. Larger test samples may give a clearer idea of the
relative performances of models and training samples.
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Appendix A. Automatic rating methods of incomplete hippocampal
inversions on various cohorts: supplementary material

A.1 Supplementary Figures
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Figure A1: Results obtained with additional linear models. LASSO regression, ridge logistic
regression classifier (denoted as RidgeClass), ridge logistic regression classifier
with oversampling of the minority class (denoted as RidgeClassOS) were stud-
ied in addition to the ridge regression (denoted as Ridge) which is presented
in the main manuscript. The figure displays the results of the predictions of
individual criteria and composite scores on an independent test set of the IMA-
GEN database. We show the mean metrics (weighted Cohen’s Kappa score for
C1, C2 and C3, unweighted Cohen’s Kappa score for C5 and ICC for composite
scores) and 95% confidence intervals obtained through bootstraping.
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Figure A2: Results of the predictions of composite scores shown separately on independent
test sets of IMAGEN, QTIM, QTAB and UKBiobank. We show the mean ICC
and 95% confidence intervals obtained through bootstraping. Results are shown
for the Conv5-FC3. Three training methods are compared: using only the train-
ing set of the IMAGEN database, using the training sets of IMAGEN, QTIM
and QTAB databases and using the training sets of all databases (IMAGEN,
QTIM, QTAB, UKBiobank).
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Figure A3: Results of the predictions of individual criteria shown separately on independent
test sets of IMAGEN, QTIM, QTAB and UKBiobank. We show the mean met-
rics (weighted Cohen’s Kappa score for C1, C2 and C3, unweighted Cohen’s
Kappa score for C5) and 95% confidence intervals obtained through bootstrap-
ing. Results are shown for the Conv5-FC3. Three training methods are com-
pared: using only the training set of the IMAGEN database, using the training
sets of IMAGEN, QTIM and QTAB databases and using the training sets of all
databases (IMAGEN, QTIM, QTAB, UKBiobank).
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Figure A4: Results of the predictions of composite scores on pooled independent test sets of
the IMAGEN, QTIM, QTAB and UKB cohorts. We show the mean ICC and
95% confidence intervals obtained through bootstrapping. Results are shown
for the Conv5-FC3 model trained using only IMAGEN (single) and IMAGEN,
QTIM and QTAB (multi), alongside inter-rater and intra-rater performances.
Three data augmentation strategies are compared (none, over-sampling (OS),
flip). These results are shown for predictions in the left and right hemispheres.

A.2 Supplementary Methods and Results

Methods

ROI selection: Three ROIs were tested on a ridge regression and a Conv5-FC3 net in
a previous study and evaluated on the independent test-set of the IMAGEN cohort. ROIs
were as follows:

• Hippocampus and close sulci: [24:96,54:107,16:49] in MNI coordinates

• Hippocampus and all surrounding sulci: [10:110,54:107,6:49] in MNI coordinates

• Temporal lobe: [10:110,15:107,6:79] in MNI coordinates

Data augmentation: As data, particularly in the right hemisphere, remains very un-
balanced, we applied two data augmentation methods to improve our training. On one
hand we simply over-sampled minority classes of each criterion by presenting the model
with the same number of images from each class. This means that some images were shown
repeatedly. Which images were shown several times was decided at random using sampling
with replacement. On the other hand, we tried making up for the differences in scores in the
left and in the right hemisphere by training not only on our original training set, but also
on the same training set flipped vertically. In this way, the left hippocampus was found in
the spot of the right hippocampus and vice-versa. The criteria were adjusted accordingly.
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Figure A5: Perfomances using three ROIs. We show the mean metrics (weighted kappas
for C1 C2 and C3, an unweighted kappa for C5 and ICCs for SCi) and 95%
confidence intervals obtained through bootstraping. Results are shown for the
ridge regression (left) and the Conv5-FC3 or CNN (right) for three ROIs: the
hippocampus and close sulci (hipp), the hippocampus and all surrounding sulci
(sulc) and the entire temporal lobe (temp).

A.2.1 Results

ROI: The effect of the ROI choice on the performance is presented on Figure A5. The
smallest ROI achieved at least similar (if not better) performance on all criteria as larger
ROI. As it is computationally more efficient to use a smaller ROI, we perform subsequent
tasks using this ROI.

Data augmentation: We examine the performances of composite score predictions with
over-sampling, with the addition of a flipped data-set and without data-augmentation on a
pooled test set of all cohorts (N=502+248+100+246), comparing the results of the single
training strategy (IMAGEN) and MUTLI (IMAGEN,QTIM,QTAB). Results are displayed
in Figure A4 for the Conv-FC3 model. Human performances (inter and intra-rater ICCs)
are plotted for reference.

None of our attempts at improving the training showed a significant improvement over
the conv5-FC3 model trained on IMAGEN, QTIM and QTAB, in the right or left hemi-
sphere.
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