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A B S T R A C T

Efficient detection of refrigerant leakage is of utmost importance for industrial refrigeration systems due to its
potential to cause substantial impacts on system performance and the environment. Existing research on fault
detection and diagnosis in refrigeration systems primarily revolves around solutions based on experimental or
laboratory data. However, in the industrial use case, achieving accurate and early detection poses significant
challenges. This paper reports on the development of a novel refrigerant leak detection method for industrial
vapor compression refrigeration systems. Our method leverages real-world data obtained from operational
installations, enabling us to assess its reliability and applicability. The proposed data-driven approach involves
predicting the fault-free liquid level in the installation receiver and comparing the actual and predicted levels.
In this work, we place emphasis on features and model selection. Dedicated metrics combined with a model
comparison method are proposed to evaluate and compare the performance of commonly used regression
models with two sets of features to determine the most effective one. Furthermore, we provide insights into
the results obtained from the deployment of the proposed method in real-world industrial installations.
1. Introduction

Over the years, the industrial refrigeration market has developed
significantly due to its widespread use in various applications, including
food and beverage processing, cold storage, and others. Conditioned by
different parameters such as production scale, temperature difference,
and expected temperature, various customized installations can be used
to provide industrial refrigeration, all of which have the potential
to leak, as the internal pressure is usually many times higher than
atmospheric (Tassou and Grace, 2005).

Refrigerant loss is a critical issue that can tremendously impact the
refrigeration system, and it can go undetected in the case of gradual
leaks until a significant amount of refrigerant has been lost. The impacts
of this fault can be categorized as follows.

– Environmental: Leakage of fluorinated gases in refrigeration
systems, considered in this work, affects the environment directly
through their global warming potential. Moreover, when refriger-
ant leaks occur, the efficiency of the system is reduced, causing
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higher energy consumption (Francis et al., 2017; Grace et al.,
2005).

– Financial: Refrigerant leakage can impose substantial financial
implications, depending on the time it took to be discovered
and repaired (Francis et al., 2017; ETSU, 1997; Koronaki et al.,
2012). The financial impact stems from the cost of wasted fluid,
expenses associated with maintenance and repairs, and potential
production losses and catastrophic damages caused by mechanical
failures.

In the last two decades, research has given considerable attention to
maintaining Heating, Ventilation, Air Conditioning, and Refrigeration
(HVAC&R) systems using fault detection and diagnosis (FDD) tech-
niques for both component-level and system-level faults (Singh et al.,
2022). While the component-level faults are relatively easy to discover,
system-level faults, such as refrigerant leakage, are challenging to
detect and diagnose (Gao et al., 2022).
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Nomenclature
◦Csat Degree Celsius saturated
Cp Compressor
EP Electric power
EXT Extremely randomized trees
FDD Fault detection and diagnosis
GB Gradient boosting
HVAC&R Heating, ventilation, air conditioning, and

refrigeration
I Indicator function
LGB Light gradient boosting
RF Random forest
SVR Support vector regression
XGBoost Extreme gradient boosting

In the literature related to refrigerant leakage, Tassou and Grace
2005) proposed a data-driven method to differentiate normal (fault-
ree), undercharge, and overcharge conditions in vapor compression
hillers using Artificial Neural Networks. In Navarro-Esbri et al. (2006),
dynamic black-box model-based method was proposed for detecting

eakage in vapor compression chillers for both transient and steady-
tate operations. The recent paper Takeuchi and Saito (2018) proposed
fault diagnosis method for refrigerant leak detection based on soft

ensor techniques, which considers the physical model and the control
echanism of commercial air conditioners. Similarly, Yoo et al. (2017)
orked on air conditioners but for the residential use case by propos-

ng a model-free knowledge-based method. Many papers investigating
efrigerant leakage deal with air conditioning centrifugal chillers in
uildings (Zhao et al., 2013a; Tran et al., 2015, 2016; Han et al., 2019;
ao et al., 2022; Gao et al., 2022). In these papers, data-driven FDD
ethods are proposed using the ASHRAE RP-1043 experimental data

Comstock and Braun, 1999). FDD was performed on a list of faults
aving four levels of severity each, including refrigerant leakage. In
articular, Zhao et al. (2013a) proposed creating reference models that
alculate the benchmarks of four fault indicators (referred to as perfor-
ance indexes) in normal conditions, using Support Vector Regression

SVR) in combination with exponentially weighted Moving Average
EWMA) control charts for fault detection. Once detected, the fault can
e diagnosed through the proposed rules set. In Tran et al. (2015),
sing an additional feature in the fault indicators allowed considering
further fault, and a Radial Basis Function (RBF) neural network was

roposed to replace SVR to enhance prediction accuracy. The authors
n Tran et al. (2016) improved the FDD performance by alternatively
sing the least squares SVR algorithm and enhancing its accuracy using
ifferential evolution. In Han et al. (2019), support vectors were used as
classification tool trained on eight fault-indicative features. Further-
ore, Yao et al. (2022) compared three tree-based ensemble learning

lgorithms with SVR and proposed using light gradient boosting with
multivariate EWMA control chart.

In the previously discussed studies, the absence of a liquid receiver,
hich is a commonly used component in industrial settings, makes

he examined systems unable to compensate for the lost fluid during
refrigerant leak. This results in more immediate variations in fault

ndicators, thereby increasing the sensitivity of the suggested methods
or leak detection. Although the basic refrigeration cycles are simi-
ar, HVAC&R systems can vary in many aspects from one sector of
pplications to another (Behfar et al., 2017). The literature on FDD
pplied to industrial systems, particularly regarding refrigerant leakage
s relatively limited. A possible reason could be the complexity and
he challenges faced by FDD methods in industrial applications. For
nstance, one major issue is the quality of data captured by the sensors,
hich are often noisy, incomplete, and uncertain (Zhao et al., 2013b).
52
In addition, multiple faults can occur simultaneously, and differenti-
ating between each fault symptom can be challenging (Chen et al.,
2022).

Similar complexities and challenges encountered in the industrial
use case can also be observed in supermarket refrigeration systems
(Behfar et al., 2017, 2019). In Srinivasan et al. (2015), an FDD method
applied to real-world supermarket systems addresses four faults (in-
cluding refrigerant leakage) by proposing a seasonal auto-regressive
integrated moving average method based solely on energy signals for
fault detection. In the scenario of refrigerant leakage, a statistical model
is created to monitor the liquid level in the receiver. A leak is identified
when a significant drop in the average liquid level occurs. However,
this model neglects the impact of operational and external conditions
on the fluctuations in the liquid level in the receiver.

In this work, we propose a data-driven refrigerant leak detection
method for industrial vapor compression refrigeration systems. To the
best of our knowledge, this is the first work focusing on leakage for this
kind of system within the industrial use case. The main contribution of
our work is outlined in what follows:

– We propose to work on direct expansion refrigeration systems
equipped with a liquid receiver, presenting notable challenges in
leak detection.

– A comparative analysis of commonly employed machine learning
regression methods is proposed to predict the fault-free liquid
level inside the receiver.

– The proposed system can detect gradual leaks regardless of the
physical installation characteristics (e.g., system size, number of
units, type of refrigeration fluid) and regardless of the operation
condition (steady-state and transient).

– Differently from most proposed FDD approaches that are typi-
cally performed in limited or specific settings (e.g., in a labo-
ratory) (Singh et al., 2022), we consider working on real-world
installations.

The structure of the paper is as follows. First, the refrigeration
system under consideration and data description are introduced in
Section 2. Section 3 provides a concise overview of the machine learn-

ing models used in this work and presents the techniques employed for
model evaluation and performance comparison. Afterward, we present
the feature and model selection results in Section 4, together with the
leak detection process in action on two real-world installations. The
paper is concluded in Section 5.

2. Background

2.1. System description

This work considers an industrial direct expansion vapor com-
pression refrigeration system. A basic vapor compression refrigeration
system consists mainly of four components: a compressor, a condenser,
an expansion valve, and an evaporator. It operates by compressing
a refrigerant gas to raise its pressure and thus its saturated temper-
ature, then condensing it into a liquid through a condenser which
dissipates the refrigerant heat to the ambient environment. Afterward,
the expansion valve decreases the pressure of the refrigerant. Finally,
the low-pressure, low-temperature refrigerant enters the evaporator
pipes to absorb the heat from the cold room environment. A receiver
is integrated into the system to hold the excess refrigerant not in
circulation. In a direct expansion system, refrigerant circulates through
the installation pipes and interacts directly with the cold source for
expansion and evaporation.

Given our focus on real-world cases, there is no universal instal-
lation schema. Each scenario presents unique refrigeration require-
ments, resulting in varied specifications and characteristics. As shown
in Fig. 1, system components can be in the form of racks, with each
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Fig. 1. Simplified schematic diagram of the considered refrigeration system.
Table 1
Installation measured sensors values.
Temperatures [◦C] Pressures [◦Csat, bar] Power [kW]
T1 – Compressor suction temperature
T2 – Discharge outlet temperature
T3 – Refrigerant temperature at condenser outlet
T4 – Liquid temperature in high pressure
T5 – Ambient temperature

P1 – Compressor suction pressure
P2 – Compressor discharge pressure

Liquid level [mm]
L – Refrigerant liquid level in the receiver

GEP – General electric power
=

∑𝑛
𝑖=1 𝐸𝑃 (𝐶𝑝𝑖)
rack housing one or multiple units. Temperatures before and after
each major component are measured. Additionally, two pressure trans-
ducers are employed to measure refrigerant pressure respectively at
compression suction and discharge. Furthermore, an ambient temper-
ature sensor is utilized, along with the general electric power (GEP)
calculated as the aggregate of compressors electrical powers. Finally,
the liquid level is determined by assessing the pressure differential
between the upper and lower sections of the receiver. Components
units may have varying capacities but share a common inlet and outlet.
Consequently, the collected sensor data are independent of the number
of present units.

Although the use of experimental and laboratory data could be
interesting for preliminary FDD analysis, experiments performed under
real-world conditions are necessary to take into account its complexity
(Momeni et al., 2021). In particular, we consider seven real-world
industrial installations deployed in different sectors of activities, as
well as a specifically designed one to acquire more real-world data.
Table 2 summarizes the main characteristics of these installations,
each identified by an alphabetical ‘id’, the refrigerant fluid name, the
number of compressors, and the quantity of the fluid initially charged
in the receiver.

2.2. Data description

Working with data obtained from functioning real-world systems,
careful consideration is required when selecting data to create a fault-
free dataset. As discussed above, this is due to the limited information
53
Table 2
Characteristics of the considered installations.

id Fluid Compressors Fluid initial quantity [kg]

Installation A R404A 4 300
Installation B R449A 3 135
Installation C R407F 5 430
Installation D R449A 4 432
Installation E R404A 4 350
Installation F R404A 5 2000
Installation G R449A 2 70
Installation H R404A 1 7

available regarding potential faults, some of which may not be con-
sidered urgent and can remain unrepaired for a long time. Hence, to
ensure the collection of an appropriate fault-free dataset, we adhered
to the following set of rules:

– for each installation, we ensure that the data are collected when
no maintenance operation takes place;

– we collect a reasonable amount of data for training the learn-
ing models, taking into consideration the constraints set by the
available computational resource;

– we collect data over diverse time slots along a calendar year and
varying time gaps between training and test sets;

– to ensure the absence of any known sensor faults, we employ
rule-based data quality verification methods.
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Fig. 2. Fault-free database.
Following these rules, we created a fault-free database with thir-
teen data examples. Fig. 2 displays the time ranges of each example
corresponding to the indicated installation and distinguishing between
training and test data.

Although the majority of existing FDD literature focuses on steady-
state operation, we propose keeping startup transient data despite the
increased uncertainty associated with it for the following reasons:

– Removing transient data can lead to a delay in detecting re-
frigerant leaks, as leaks can indeed occur during these periods.
This delay can result in significant liquid losses, especially when
encountering rapid leaks that require immediate attention.

– Excluding transient startup data in scenarios involving successive
startups and shutdowns, which can result from compressor fail-
ures, could lead to removing a significant portion of the analyzed
data. In such cases, omitting transient startup data would make it
impracticable to detect potential leaks.

– Detecting the steady-state operation in systems with multiple
compressors can be computationally expensive and complex.

To mitigate the impact of transient startup data on the construction
of accurate models, we first reduce noise in each training set by re-
sampling values at 5-min intervals. Second, we apply an anomaly
detection method based on the operational regime (i.e., the ON/OFF
state of the installation) that identifies data points that do not fall into
the usual patterns. This approach identifies and excludes anomalous
data points that may affect the modeling process adversely.

3. Methodology

To determine the most suitable method for predicting the liq-
uid level in the receiver, we propose comparing multiple regression
models. A preliminary selection process considering various regres-
sion and forecasting techniques such as tree-based methods, support
vector algorithms, neural networks, statistical models, and the Face-
book forecasting tool Prophet (Taylor and Letham, 2018), was initially
conducted. This selection was based on several factors, including the
adaptability of the models to resource limitations, training time re-
quirements, performance, and sensitivity to data drifts. Based on these
factors, we have chosen four variants of ensemble tree-based models
and Support Vector Regression (SVR) for further analysis. This section
briefly explains these methods, along with the used techniques for
model evaluation and comparison.
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3.1. Brief theoretical background

In learning regression problems, a training set of samples {(𝐱𝐢, 𝑦𝑖)}𝑁𝑖=1
is used to obtain an estimate 𝑓 (𝐱) of a function 𝑓 (𝐱) that maps 𝐱 to
𝑦. In our case, we consider a set of features 𝐱 ∈ R𝑚 and 𝑦 ∈ R. The
approximated map can be obtained by implementing different methods.
We present here the ones considered in this paper.

Tree-based models are popular machine learning techniques for
regression and classification tasks. These models build a decision tree
by recursive binary splitting the predictor space into simple regions. A
prediction for a given observation is then computed using the mean or
the mode of the training observations in the region it belongs to James
et al. (2017). Each split involves a decision about selecting one of the
𝑚 features and the computation of a splitting point.

The most significant advantage of a decision tree is its interpretabil-
ity. Conversely, the prediction accuracy is generally low, and they
suffer from serious variance-bias balance issues. An ensemble of trees
can be built parallel or sequentially to overcome these drawbacks.
Common ensemble techniques include:

• Bootstrap AGregation, or bagging, is a technique commonly used
to reduce the variance of statistical methods. The idea is to cre-
ate many training datasets and build multiple prediction models
using each training set. Then, the final prediction is the average
of each model output. Multiple training datasets are created by
bootstrap, that is, by sampling from the original dataset with
replacement. Each tree is deep and built without pruning, so it
has high variance and low bias. However, averaging the output
of multiple trees reduces the variance and improves the prediction
accuracy. Random Forest (RF) (Breiman, 2001) models take this
concept one step further. Indeed, to create decorrelated trees,
each split in the tree is only allowed over a random subset of
features. In the Extremely Randomized Trees (EXT) (Geurts et al.,
2006), another degree of randomness is added in the choice of the
splitting point. This makes it more efficient than RF in reducing
the variance and also computationally faster. Moreover, EXT was
shown to be less affected by the presence of noise in the features.

• Boosting is another technique that could be applied to general
methods. In the case of decision trees, small trees are built se-
quentially, with each tree focused on correcting the error of the
previous one (James et al., 2017). The idea behind this technique
is that instead of building one large decision tree, which would
cause overfitting, it creates multiple small decision trees so that
it learns slowly. In Friedman (2001), the residuals for a given
model are shown to be proportional to the negative gradients of

the mean squared error loss function with respect to the function
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space 𝑓 (𝐱). Hence, the boosting algorithm could be regarded as a
gradient descent algorithm, and it is known as Gradient Boosting
(GB) (Friedman, 2001). GB becomes computationally inefficient
when the number of features and data points in the training set
increases, basically because all the features and data have to be
considered when deciding on the feature and the splitting point.
The Light GB (LGB) (Ke et al., 2017) overcomes these issues by
reducing data instances based on gradient evaluation and reduc-
ing the number of effective features, exploiting the sparsity of
the feature space. Differently, XGBoost (Chen and Guestrin, 2016)
implements several improvements to GB including an additional
regularization term to avoid overfitting, a tree learning algorithm
that better handles sparse features, and a distributed weighted
sketch algorithm to propose candidate splitting points.

The next method to be presented extends the well-known support
ector machine to regression problems (Bishop, 2006). SVR searches for
he regression curve fitting the data points inside a fixed-width tube
sing a so-called 𝜖- insensitive error function. The model parameters

can be computed by solving the dual of the following regularized
ptimization problem:

min
,𝜉,𝜉

𝐶
𝑁
∑

𝑖=1
(𝜉𝑖 + 𝜉𝑖) +

1
2
‖𝐰‖2 (1a)

s.t. 𝜉𝑖 ≥ 0, 𝜉𝑖 ≥ 0, 𝑖 = 1,… , 𝑁 (1b)

𝑓 (𝑥𝑖) ≤ 𝑦𝑖 + 𝜖 + 𝜉𝑖, 𝑖 = 1,… , 𝑁 (1c)

𝑓 (𝑥𝑖) ≥ 𝑦𝑖 − 𝜖 − 𝜉𝑖, 𝑖 = 1,… , 𝑁, (1d)

here 𝜉 and 𝜉 are slack variables, and 𝐶 is the inverse of the regular-
zation parameter. As in the classical SVM, the dual formulation allows
he introduction of a kernel function that generalizes the concept of the
calar product in a higher dimensional case. In our case, preliminary
xperiments showed that by using the Gaussian Radial Basis Function
RBF) kernel, accurate results can be achieved.

.2. Model evaluation metrics

Model evaluation is an important step for assessing its perfor-
ance and determining its effectiveness in solving a particular prob-

em. Several evaluation metrics can be used to quantify the quality
f a model prediction, fine-tune it, and compare it with other meth-
ds. The choice of evaluation metrics depends on the task of the
odel (classification, regression, clustering), its implementation, and

he specific application at hand. Relying on a single evaluation metric
an be misleading, as it may not capture the different aspects of a
odel performance. Therefore, we suggest considering multiple eval-
ation metrics to comprehensively evaluate the model strengths and
eaknesses.

For regression problems, evaluation metrics consist of errors that
ssess how close the predicted values are to the real ones. Mean
bsolute Error (MAE) and Mean Square Error (MSE) are commonly
sed error metrics, defined as follows,

AE = 1
𝑁

𝑁
∑

𝑖=1
|𝑦𝑖 − 𝑦̂𝑖|, (2)

MSE = 1
𝑁

𝑁
∑

𝑖=1
(𝑦𝑖 − 𝑦̂𝑖)

2, (3)

where 𝑦̂ is the predicted value, 𝑦 is the actual value, and 𝑁 is the total
umber of samples.

On top of these errors, we present customized metrics that showed
more significant impact on our application. First, we introduce two
etrics inspired by MAE, where we propose to split our data into small

hunks, each containing 𝑝 samples. Hence, instead of computing the
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ifference between individual values point by point, we calculate the
ifference between the mean (respectively the median) of these data
hunks. The Mean Absolute of the Chunk Mean Error (MA-CME) and
he Mean Absolute of the Chunk Median Error (MA-CMdE) are defined
s follows,

A-CME =
𝑝
𝑁

𝑁−𝑝
𝑝
∑

𝑖=0
|𝑚𝑒𝑎𝑛({𝑦𝑖𝑝+𝑗}

𝑝
𝑗=1) − 𝑚𝑒𝑎𝑛({𝑦̂𝑖𝑝+𝑗}

𝑝
𝑗=1)| (4)

and

MA-CMdE =
𝑝
𝑁

𝑁−𝑝
𝑝
∑

𝑖=0
|𝑚𝑒𝑑𝑖𝑎𝑛({𝑦𝑖𝑝+𝑗}

𝑝
𝑗=1) − 𝑚𝑒𝑑𝑖𝑎𝑛({𝑦̂𝑖𝑝+𝑗}

𝑝
𝑗=1)| (5)

here 𝑁∕𝑝 is the number of chunks.
Furthermore, taking into account the inherent uncertainty in liquid

ensors, we suggest also evaluating the model performance by calcu-
ating the percentage of data points with a residue that falls within an
cceptable error range. This metric, denoted as AE-AR% (percentage of
bsolute Error within Acceptance Range), is computed as follows:

E-AR% = 100
𝑁

𝑁
∑

𝑖=1
I(|𝑦𝑖 − 𝑦̂𝑖| ≤ 𝜀1), (6)

where I is the indicator function and 𝜀1 is a small positive value.
Building upon the aforementioned metrics, we also introduce the

percentage of Absolute Chunk Mean Error within an Acceptable Range
(ACME-AR%), and the percentage of Absolute Chunk Median Error
within an Acceptable Range (ACMdE-AR%), defined as

ACME-AR% =
100𝑝
𝑁

𝑁−𝑝
𝑝
∑

𝑖=0
I(|𝑚𝑒𝑎𝑛({𝑦𝑖𝑝+𝑗}

𝑝
𝑗=1) − 𝑚𝑒𝑎𝑛({𝑦̂𝑖𝑝+𝑗}

𝑝
𝑗=1)| ≤ 𝜀2) (7)

nd

CMdE-AR% =
100𝑝
𝑁

𝑁−𝑝
𝑝
∑

𝑖=0
I(|𝑚𝑒𝑑𝑖𝑎𝑛({𝑦𝑖𝑝+𝑗}

𝑝
𝑗=1)

− 𝑚𝑒𝑑𝑖𝑎𝑛({𝑦̂𝑖𝑝+𝑗}
𝑝
𝑗=1)| ≤ 𝜀3), (8)

where 𝜀2 and 𝜀3 are small positive values.

3.3. Model performance comparison

With multiple evaluation metrics, the model performance compar-
ison could be challenging. While some metrics may favor one model
over another, others may provide different results altogether. Due to
the inherent differences across installations, a distinct model for each
installation should be created to accurately predict the liquid level.

To compare model performances considering different evaluation
metrics, we propose calculating the percentage of times the model un-
der consideration produces the best evaluation metric values above the
others (or closely approaches the best model value within a specified
tolerance). For instance, suppose we want to compare the performance
of 𝑚 different regression models (𝑀1, 𝑀2, . . . , 𝑀𝑚). For each Example
𝑖, we train them on the same training set and evaluate each model
by calculating the evaluation metrics presented in Section 3.2 on the
corresponding test set. Afterward, we identify, for each metric 𝑗, the
model providing the best value. Note that since the best value can be
obtained by multiple models (within a certain tolerance), we indicate
with 𝑆𝑗

𝑖 the set of top-performing models according to metric 𝑗 for
Example 𝑖. We illustrate this procedure in Fig. 3.

Finally, we define 𝑃 (𝑀𝑚) as the sum of the total times the model
𝑀𝑚 has given the best values, divided by the number of examples 𝑛 (13
for the fault-free database) and the number of evaluation metrics 𝑘 (7
when considering all previous metrics). Hence, we have

𝑃 (𝑀 ) =

∑𝑛
𝑖=1

∑𝑘
𝑗=1 I(𝑀𝑚 ∈ 𝑆𝑗

𝑖 ) . (9)
𝑚 𝑘 ∗ 𝑛
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Fig. 3. Procedure for determining the most performing models on the fault-free database.
Table 3
List of considered hyper-parameters.
Tree-based models hyper-parameters Model(s)

n_estimators: number of trees in the forest. All
max_depth: max number of levels in each decision tree. All
min_samples_split: min number of data points placed in a node before the node is split. EXT, GB
min_samples_leaf: min number of data points allowed in a leaf node. EXT, GB
learning_rate: controls the impact of each tree prediction on the overall model. GB, LGB, XGBoost
reg_alpha: controls the L1 regularization strength on leaf weights. LGB, XGBoost
reg_lambda: controls the L2 regularization strength on leaf weights. LGB, XGBoost
boosting_type: used strategy to train the boosting model. LGB, XGBoost
gamma: controls the minimum loss reduction required to split a node. XGBoost

SVR hyper-parameters

gamma: determines the influence of each training sample on the model decision boundary.
C: controls the trade-off between achieving a low training error and a small margin.
The higher 𝑃 (𝑀𝑚), the better 𝑀𝑚 is compared to others. The
proposed method enables evaluating the robustness of a model per-
formance across multiple data examples while considering multiple
metrics. To ensure a valid comparison, a substantial number of data
examples need to be used. Additionally, this method can be employed
to compare how different data preparation features and methods affect
the performance of a single regression model.

3.4. Hyper-parameter tuning and model selection

The hyper-parameters of a machine learning model represent an
external configuration that cannot be estimated from the data. Tuning
them is an essential part of creating a robust predictive model. Cross-
Validation (CV) (James et al., 2017) is a widely used technique for
hyper-parameter tuning. In particular, K-Fold CV is commonly utilized
for regression tasks. In K-Fold CV, the training set is randomly shuffled
and divided into 𝐾 subsets of equal size. Then, 𝐾 − 1 subsets are used
to train the model, and the remaining one is used as a validation set.
The training and validation are repeated 𝐾 times, each time choosing
a different validation set and training a model on the remaining ones.
Note that since we work with time series, we do not randomly shuffle
data points when splitting the folds (Snijders, 1988).

To identify the most suitable hyper-parameter settings, we suggest
combining the K-Fold CV with the Bayesian optimization search tech-
nique (Bishop, 2006) . This approach uses Bayes theorem to direct the
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search for an extreme point of a given objective function. With this
aim, it builds a probabilistic model of the objective function, called
the surrogate function, that can be efficiently sampled. Along with
being fast, it does not treat hyper-parameter sets independently, as it
keeps track of past evaluation results and focuses on those areas of the
parameter space that could bring the most promising validation scores.

Sequential model-based optimization (SMBO) (Horn et al., 2015;
Hutter et al., 2011) methods represent a formalization of Bayesian
optimization with trial points being run one after another, attempting
better hyper-parameters each time by applying Bayesian reasoning and
updating the surrogate model.

The Python library Hyperopt (Bergstra et al., 2015), which we pro-
pose to use, employs SMBO as its underlying optimization algorithm.
Hyperopt is employed to hyper-tune and select between multiple mod-
els (i.e., EXT, GB, LGB, XGboost, SVR with RBF kernel (SVR_Rbf)). The
defined objective function calculates the mean of 5-fold CV scores, with
MAE as the scoring method. The list of considered hyper-parameters
and their corresponding models are presented in Table 3.

4. Experiments

The proposed refrigerant leak detection method is based on a data-
driven approach that models the fault-free liquid level in the receiver.
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Table 4
Considered system performance indicators.

Feature Formula Indication

Suction overheating 𝑇 1 − 𝑃 1(◦C𝑆𝑎𝑡) ∙ Operating conditions of the evaporator.
∙ Level of liquid retention in the evaporator.

Discharge overheating 𝑇 2 − 𝑃 2(◦C𝑆𝑎𝑡) ∙ Compression efficiency.a

Condenser outlet subcooling 𝑃 2(◦C𝑆𝑎𝑡) − 𝑇 3 ∙ Condensation efficiency.
∙ Level of liquid retention in the condenser.

Liquid subcooling 𝑃 2(◦C𝑆𝑎𝑡) − 𝑇 4 ∙ System liquid line temperature difference.b
∙ Condensation efficiency.

Condenser approaching temperature 𝑃 2(◦C𝑆𝑎𝑡) − 𝑇 5 ∙ Condensation efficiency.
∙ Heat transfer optimality.
∙ Level of liquid retention in the condenser.c

Compression ratio
𝑃 2(𝑏𝑎𝑟) + 1
𝑃 1(𝑏𝑎𝑟) + 1 ∙ Compression performance and efficiency.

a When sufficient liquid charge is present.
b The system liquid line is the pipe connecting the condenser coil to the expansion valve. The temperature difference depends on the thermal
exchange with the outside of the liquid line, which in turn depends on refrigerant flow, liquid line route, insulation, external conditions, etc.

c In combination with the condenser outlet subcooling.
A leak is identified when the measured liquid level drops in compar-
ison to the predicted one. This section begins by discussing feature
engineering and selection. It then presents the results obtained from
hyper-parameter tuning and model selection. Finally, an overview of
the leak detection process using the chosen model is provided, along
with preliminary results demonstrating its effectiveness in detecting
leaks in two real-world installations.

4.1. Feature engineering

The measured features, displayed in Fig. 1, consist of the installation
temperatures (T1, T2, T3, T4), the compression pressures (P1, P2),
the ambient temperature (T5), and the general electrical power (GEP).
A regression model that takes these features as input can be used
to predict the liquid level in the receiver (L). Moreover, changes in
the refrigeration system can happen frequently. Whether it is because
of seasonal weather fluctuations, maintenance activities, or even the
occurrence of potential faults, these events can significantly vary the
relationships between features, as well as their patterns and ranges
of values. Since most regression models can only obtain accurate pre-
dictions with inputs similar to those used for training, they need to
be re-trained to cope with a new system behavior. In addition to
being computationally expensive, it is challenging to identify accurately
the events that necessitate a model re-training. As a practical way to
minimize the need for frequent model training, we investigated system
performance indicators commonly used in the industrial environment
to understand and monitor the operating conditions of a refrigeration
circuit across its various phases. The proposed features, along with their
formulas and system indications, are presented in Table 4.

4.2. Feature selection

Each refrigeration installation possesses unique characteristics, im-
plying that the optimal combination of input features for a given
model may differ. However, our practical goal is to identify a com-
mon set of features capable of effectively predicting fault-free liquid
levels across these systems, while minimizing the necessity for fre-
quent model re-training. We use the wrapper feature selection method
(Jović et al., 2015) to assess the quality of each model given a se-
lected ensemble of input features. Indeed, testing all possible feature
combinations on each example of the fault-free database and for each
model is computationally demanding and time-consuming. As a result,
we propose to compare models performances using the following two
ensembles of features:

– Raw data: representing the sensor measured data (see Table 1).
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Fig. 4. 𝑃 (𝑀𝑚) on the fault-free database for each modeling method respectively when
using raw data and calculated data.

– Calculated data: representing the calculated performance indi-
cators as in Table 4 + GEP.

Using the model comparison approach described in Section 3.3,
we evaluate the performance of each modeling method when trained
using each ensemble of features separately. At this stage, default hyper-
parameters are used in training. In Fig. 4, we display the value of
𝑃 (𝑀𝑚) for each model when trained on raw and calculated data. The
observed percentages reveal a slightly better performance of tree-based
models when using calculated data for training. However, these results
are significantly more evident in the case of SVR models.

Seasonal changes (such as variations in ambient temperature, hu-
midity levels, sunlight, and wind) are frequent events that have a
notable impact on the refrigeration system (Stoecker, 1998; Whitman
et al., 2012). Specifically, as the ambient temperature rises, the pressure
and temperature of the refrigerant in the receiver increase, leading to
expansion and a rise in the liquid level. Conversely, colder ambient
temperatures under similar operating conditions can cause the refrig-
erant to contract, resulting in a lower liquid level. Further analysis
revealed that the accuracy of predicting the liquid level is significantly
influenced by the selection of feature ensemble when dealing with
examples that exhibit substantial variations in input feature values due
to seasonal changes. To delve deeper into this behavior, we consider
an additional example from installation F, say Example 14, where we
analyze a training set collected during winter and a test set collected
in the midst of spring. During this gap, substantial changes in the
ambient temperature, plus potentially unknown events and faults, have
occurred. These events caused significant changes and fluctuations
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Fig. 5. Performance metrics on Example 14, for each model when trained using raw and calculated data.
in the measured features, including the liquid level. The prediction
accuracy of models using raw data proved to be lower than those using
calculated data, as shown by the performance metrics in Fig. 5.

Motivated by these results, we consider solely examples that ex-
hibit significant temperature variations, namely Examples 1, 4, 5, and
14, and we compute 𝑃 (𝑀𝑚) for each model when trained using raw
and calculated data. Fig. 6 clearly demonstrates that using calculated
data yields superior performances across all models, highlighting the
significant role of feature selection in such scenarios. Consequently,
calculated data is the selected ensemble of features that we propose
to use in the remainder of this paper.
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4.3. Model selection

As explained in Section 3.4, to identify the model that exhibits
optimal performance for our specific case, we perform hyper-parameter
tuning and model selection using the Python library HyperOpt. The
output of this optimization process includes the selected best model
and the hyper-tuned parameters. This information, along with the MAE
calculated on the test set of each example, are presented in Table 5.

HyperOpt selects the EXT model for almost all the examples but
two, while LGB and XGBoost are selected for only one example each.
Since LGB is slightly faster than XGBoost, and both follow a similar
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Table 5
Model selection results on the fault-free database.
Example id Model Tuned hyper-parameters MAE

Example 1 EXT n_estimators: 1222, min_samples_split: 6, min_samples_leaf: 1, max_depth: 10 4.1
Example 2 LGB n_estimators: 302, max_depth: 5, learning_rate: 0.016, reg_alpha= 72, reg_lambda: 0.671 9.2
Example 3 EXT n_estimators: 1928, min_samples_split: 7, min_samples_leaf: 1, max_depth: 100 18.6
Example 4 EXT n_estimators: 1541, min_samples_split: 2, min_samples_leaf: 3, max_depth: 20 16.8
Example 5 EXT n_estimators: 749, min_samples_split: 2, min_samples_leaf: 1, max_depth: 70 12.3
Example 6 EXT n_estimators: 1389, min_samples_split: 5, min_samples_leaf: 1, max_depth: 1110 37.8
Example 7 EXT n_estimators: 490, min_samples_split: 5, min_samples_leaf: 1, max_depth: 20 13.9
Example 8 EXT n_estimators: 412, min_samples_split: 3, min_samples_leaf: 1, max_depth: 100 32.6
Example 9 EXT n_estimators: 928, min_samples_split: 8, min_samples_leaf: 3, max_depth: 10 1.6
Example 10 EXT n_estimators: 1909, min_samples_split: 6, min_samples_leaf: 1, max_depth: 20 13.1
Example 11 EXT n_estimators: 589, min_samples_split: 9, min_samples_leaf: 1, max_depth: 90 0.5
Example 12 XGBoost booster: gbtree, n_estimators: 1613, gamma: 0.083, max_depth: 14, reg_alpha: 93, reg_lambda: 0.906 0.7
Example 13 EXT n_estimators: 1001, min_samples_split: 6, min_samples_leaf: 1, max_depth: 10 1.5
Fig. 6. 𝑃 (𝑀𝑚) for Examples 1, 4, 5, and 14 for each model trained using raw data
and calculated data.

approach, we propose to further compare EXT and LGB. HyperOpt
applied exclusively on EXT and LGB chooses EXT as the top-performing
model for all examples but Example 2.

Furthermore, we individually fine-tune each model by running the
optimization procedures over a larger number of iterations. Once the
optimal hyper-parameters are set, we test the created models over all
the examples. Calculating the percentages 𝑃 (𝑀𝑚), EXT achieves 80.2%,
while LGB achieves 68.1%. Based on these results, it is evident that EXT
consistently outperforms the other models. Therefore, it is the method
we select for predicting the liquid level in the receiver.

4.4. Leak detection at work

A trained, hyper-tuned EXT model is used to predict the fault-free
liquid level in each installation receiver. A scheduled task is set up
for each installation to compare the actual and predicted values. This
comparison is conducted through an adapted version of the dynamic
threshold method proposed by Chakraborty and Elzarka (2019), which
adapts to transient behaviors and has exhibited superior effectiveness
compared to the conventional application of fixed thresholds.

Due to the impracticability of leak simulation in real-world scenar-
ios, initial experiments were performed on the specifically designed
installation H. Afterward, the proposed approach was progressively
employed in real-world industrial refrigeration systems. Up to the
present moment, our methodology has been deployed in 19 instal-
lations, resulting in the detection of 14 leaks with different severity
levels.

In Fig. 7, we display two examples of identified leaks. In Fig. 7(a),
a gradual leak is illustrated, with a fluid loss of 34.7% occurring over
more than 13 days. On the other hand, Fig. 7(b) shows a rapid leak,
where 57.4% of the fluid was lost within 8 h. For the gradual leak
depicted in Fig. 7(a), the system initiated generating alerts sporadically
starting on July 19 and eventually became consistent from July 25.
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While the system could detect the leak at an early stage, technicians
in charge noticed it only on August 2 through manual detectors. In the
case of the rapid leak, alerts were triggered 2 h after the beginning of
the leak. A failure in the evaporation process led to a complete loss of
the refrigerant and resulted in a system shutdown.

Observations in real-world refrigeration systems have revealed that
gradual refrigerant leakage can persist for extended periods without
significantly impacting system performance. Changes in the system
become evident only when a substantial amount of refrigerant has been
lost. The proposed approach has been proven effective in detecting
both gradual, as well as sudden, abrupt leaks. Upon confirmation of
a leak, technicians promptly intervene to initiate the necessary repairs
to the system. Depending on the situation, they can choose to add fluid
to the receiver. To ensure continuous adaptation to evolving system
conditions, an automated mechanism is implemented to detect system
changes that could arise from these interventions. Once such changes
are detected in an installation, the model is automatically trained.

5. Conclusions

This paper proposes a refrigerant leak detection method for
industrial vapor compression refrigeration systems. Experiments were
conducted on real-world data, and a fault-free database was
specifically created to perform features and model selection. We com-
pared the performance of four ensemble tree-based models and the
Support Vector Regression method in predicting the fault-free liquid
level in the receiver. Engineered features were proposed and proven
more effective in long-term predictions compared to using raw sensor
data. Subsequently, cross-validation combined with Bayesian optimiza-
tion was employed to hyper-tune the models and select the most
efficient one. The Extremely Randomized Trees method emerged as the
top performer among these models. Leak detection in two real-world
installations was presented, enhancing the applicability and relevance
of our approach in real-world scenarios.

We aim in future work to go deep into leak detection and diagno-
sis by working on differentiating refrigerant leakage from faults and
phenomena that could have similar symptoms (e.g., fluid migration to
colder areas when the system is OFF), as well as quantifying the lost
fluid.
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Fig. 7. Example of leak detection in two installations.
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