
HAL Id: hal-04629186
https://hal.science/hal-04629186v1

Preprint submitted on 28 Jun 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

On joint returns to zero of Bessel processes
Quentin Berger, Loïc Béthencourt, Camille Tardif

To cite this version:
Quentin Berger, Loïc Béthencourt, Camille Tardif. On joint returns to zero of Bessel processes. 2024.
�hal-04629186�

https://hal.science/hal-04629186v1
https://hal.archives-ouvertes.fr


On joint returns to zero of Bessel processes

Quentin Berger*,†, Loïc Béthencourt‡, and Camille Tardif*

*Laboratoire de Probabilité Statistique et Modélisation, Sorbonne Université.
†Département de Mathématiques et Applications, École Normale Supérieure, PSL.

‡Université Côte d’Azur, CNRS, LJAD, France.

Abstract
In this article, we consider joint returns to zero of n Bessel processes (n ≥ 2): our main
goal is to estimate the probability that they avoid having joint returns to zero for a long
time. More precisely, considering n independent Bessel processes (X

(i)
t )1≤i≤n of dimension

δ ∈ (0, 1), we are interested in the first joint return to zero of any two of them:

Hn := inf
{
t > 0,∃1 ≤ i < j ≤ n such that X(i)

t = X
(j)
t = 0

}
.

We prove the existence of a persistence exponent θn such that P(Hn > t) = t−θn+o(1) as
t→ ∞, and we provide some non-trivial bounds on θn. In particular, when n = 3, we show
that 2(1−δ) ≤ θ3 ≤ 2(1−δ)+f(δ) for some (explicit) function f(δ) with sup[0,1] f(δ) ≈ 0.079.
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Figure 1: On the left, two Bessel processes of dimension δ = 3/4 conditioned not to have joint returns
to zero. On the right, three Bessel processes of dimension δ = 3/4 conditioned not to have (any) joint
returns to zero.
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1 Introduction and main result

Let n ≥ 2 be some fixed integer, and consider X = (X(i))1≤i≤n independent squared Bessel
processes of dimension δ, i.e. described by the evolution equations

X
(i)
0 = xi , dX

(i)
t = 2

√
X

(i)
t dW

(i)
t + δdt , (1.1)

with (W
(i)
t )1≤i≤n independent standard Brownian motions. In other words, (Xt)t≥0 is a diffusion

in (R+)
n with generator

Ln
δ := 2

n∑
i=1

xi
∂2

∂x2i
+ δ

∂

∂xi
. (1.2)

We denote by Px the law of (Xt)t≥0 started from x = (x1, . . . , xn). For i, j ∈ {1, . . . , n}, i ̸= j,
let us denote

Ti := inf
{
t ≥ 0, X

(i)
t = 0

}
,

Ti,j := inf
{
t ≥ 0, X

(i)
t = X

(j)
t = 0

}
= inf

{
t ≥ 0, X

(i)
t +X

(j)
t = 0

}
,

which are respectively the first return to 0 of X(i) and the first joint return to 0 of X(i) and X(j).
Then, it is classical, see e.g. [21, p. 511], to obtain that if δ < 2, then for any fixed i,

Px(Ti > t) ∼ cxi t
−(1− 1

2
δ) as t→ ∞ , (1.3)

where the constant cxi depends only on xi and δ, and is given by cxi =
x
1−δ/2
i

21−δ/2(1−δ/2)Γ(1−δ/2)
,

where Γ is the usual gamma function.
As far as joint returns are concerned, for any fixed i ̸= j, we have, if δ ∈ (0, 1),

Px(Ti,j > t) ∼ cxi+xj t
−(1−δ) as t→ ∞ . (1.4)

This can be viewed from the fact that X(i)+X(j) is a squared Bessel process of dimension δ̃ = 2δ
with starting point xi + xj , see [24, Chap. XI, Thm 1.2], so one can apply (1.3). We also refer
to Section 2.1 for more comments.

In this article, we consider the first joint return to 0 of any two of the n squared Bessel
processes, namely

Hn := min
{
Ti,j , 1 ≤ i < j ≤ n

}
. (1.5)

This can also be seen as the hitting time of the (n− 2)-dimensional set A =
⋃

i ̸=j{xi = xj = 0}
by the (R+)

n-valued process (Xt)t≥0. In dimension n = 2, this corresponds to the hitting time
of the corner of the quadrant (R+)

2; in dimension n = 3, this is the hitting time of one of the
axis of the octant (R+)

3.

Remark 1.1. One could also consider the hitting time by (Xt)t≥0 of the (n−k)-dimensional set
A(k) =

⋃
|I|=k{xi = 0∀i ∈ I}, corresponding to simultaneous returns to 0 of k Bessel processes.

We will make a few comments on this general case, but for simplicity we focus on the case k = 2
in the rest of the paper.

Our main goal is to estimate the tail probability Px(Hn > t) as t → ∞. We will focus on
the case where δ is in (0, 1), since in the case δ ≥ 1 we have Ti,j = +∞ a.s. for all i, j, while for
δ ≤ 0 squared Bessel processes are absorbed at 0 (still, we discuss this case in Section 2.2).

We prove below that the persistence exponent θn exists, see Proposition 1.2, i.e. that we have,
for any x /∈ A,

Px(Hn > t) = t−θn+o(1) as t→ ∞ .

The question is then to identify θn; a further question would be to obtain a sharper asymptotic
behavior, for instance Px(Hn > t) ∼ cn,x t

−θn .
In this article, we put some emphasis on the case n = 3 for simplicity. Even if we are not

able to determine the exponent θ3, we prove non-trivial upper and lower bounds, showing that
2(1 − δ) ≤ θ3 ≤ 2(1 − δ) + f(δ) for some (explicit) function f(δ) with sup[0,1] f(δ) ≈ 0.079, see
Theorem 1.3 below.
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1.1 Some motivations

Spatial population with seed-bank and renewal processes. Our original motivation was
a question raised by F. den Hollander, in the context of renewal processes, in relation to models
of populations with seed-banks [5, 7], in particular in a multi-colony setting, see e.g. [20] (or
the introduction of [23] for an overview). In these models, individuals can become dormant and
stop reproducing and after some (random, possibly heavy-tailed) time they wake up, become
active and start reproducing but only for a short period of time. Roughly speaking, the times
where individual from a seed-bank becomes active form a renewal process, and joint renewals
correspond to times when individuals become jointly active and are able to interact and exchange
genetic material.

Thus, understanding the tail behavior of the joint renewals is key in understanding the
evolution of genetic variability in these models. Our question would then amount to studying the
tail probability of having no joint renewals for any two individuals in a given set of n individuals.

Renewal processes on N and joint renewals. Let us formulate the question of the previous
paragraph directly in terms of renewal processes and make some comments. Consider n indepen-
dent recurrent renewal processes (τ (i))1≤i≤n on N0 = {0, 1, 2, . . .}: τ (i) = {τ (i)k }k≥0 is such that
τ
(i)
0 = 0 and (τ

(i)
k − τ

(i)
k−1)k≥1 are i.i.d. N-valued random variables. We can interpret τ (i) as the

activation times of an individual in a seed-bank, or as the return times to 0 of a Markov process.
We assume that P(τ (i)1 > t) ∼ c0t

−α as t→ ∞, for some α > 0 and some constant c0 > 0. This is
a natural fat tail assumption for population with seed-bank, see [6] and it is also verified for the
return times to 0 of Bessel-like random walks, see [1]; in particular, the parameter α is related
to the dimension δ of the Bessel-like random walk1 by the relation α = 1− 1

2δ, see e.g. (1.3) (or
equivalently δ = 2(1− α) < 2).

Defining ρ(i,j) := τ (i) ∩ τ (j) the joint renewals of τ (i) and τ (j), then one easily have that ρ(i,j)

is also a renewal process, which is recurrent if α > 1
2 (which corresponds to δ < 1). In the case

α ∈ (12 , 1) (which corresponds to δ ∈ (0, 1)), the renewal structure allows one to obtain the tail
asymptotic P(ρ(i,j)∩(0, t] = ∅) thanks to a Tauberian theorem, simply by estimating the renewal
function U(t) =

∑t
s=1 P(s ∈ ρ(i,j)) =

∑t
s=1 P(s ∈ τ (i))2: estimates on P(s ∈ τ (i)) are available

(see e.g. [8, 17]) and after a short calculation one gets that P(ρ(i,j) ∩ (0, t] = ∅) ∼ c1t
−(2α−1) =

c1t
−(1−δ); we refer to [2] for details. The case α ≥ 1 is actually more delicate since one cannot

apply a Tauberian theorem, but one has P(ρ(i,j) ∩ (0, t] = ∅) ∼ c′1t
−α, see [2, Thm. 1.3-(iii)]. We

refer to [2] for an overview of results on the intersection of two renewal processes.
However, if there are n renewal processes and if we define the set of joint renewals as ρ :=

{s ∈ N0,∃1 ≤ i < j ≤ n, s ∈ τ (i)∩ τ (j)}, then ρ is not a renewal process anymore if n ≥ 3. Then,
it is not clear how to estimate the tail probability P(ρ ∩ (0, t] = ∅) and the goal of the present
article is precisely to give an idea on how this probability should decay, since it is natural to
expect that P(ρ ∩ (0, t] = ∅) ≈ P(Hn > t), with squared Bessels of dimension δ := 1− 2α.

A toy model for collisions of particles. Another source of motivation for studying joint
returns to 0 is that one can interpret the instant Ti,j as the first collision time between two
particles i, j — for instance one could interpret Yi,j := X(i) + X(j) as the distance between
particles i, j. This is of course a toy model of particle systems since particles have not much
interaction, but the question is already interesting (and difficult) because of the intricate relation
between the processes Yi,j .

In the following, we sometimes call an instant t such that X(i)
t = X

(j)
t = 0 a collision

between particles i and j. In this framework, our question consists in studying the large deviation
probability of having no collision (of any pair of particles) for a long time. We have in mind
several models where such a question is natural, such as mutually interacting Brownian of Bessel

1More precisely, 1
N
τ (i) converges in distribution (as a closed subset of [0,∞)) to a min(α, 1)-stable regenerative

set, see e.g. [18, § A.5.4], which can be interpreted as the zero set of a Bessel process of dimension δ.
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processes2, see e.g. [9, 10, 11], or Keller–Segel particles systems, see e.g. [15, 16] — note that
both models feature (squared) Bessel processes.

1.2 Main results: joint returns to zero of n ≥ 3 Bessel processes

We now turn to the case of n ≥ 3 Bessel processes and state our main result. Recall the
definition (1.5) of Hn, the hitting time of A =

⋃
i ̸=j{xi = xj = 0}. First of all, we show the

existence of the persistence exponent θn.

Proposition 1.2. There is some θn ≥ 0, that depends on δ but not on the starting point x ∈
(R+)

n \ A, such that

lim
t→∞

1

log t
logPx(Hn > t) = −θn .

In other words, Px(Hn > t) = t−θn+o(1) as t→ ∞.

Before we state our main result, let us give “trivial” bounds on the probability Px(H > t),
and so on θn. For an upper bound, we can use the independence of (T2i−1,2i+1)1≤i≤⌊n/2⌋, together
with (1.4), to obtain that Px(Hn > t) ≤ c t−⌊n/2⌋(1−δ) as t → ∞. Hence, this gives the bound
θn ≥ ⌊n/2⌋(1 − δ). Let us stress that if n = 3 this gives that θ3 ≥ 1 − δ, which is simply the
exponent obtained when n = 2; in particular, it is a priori not clear whether one has θ3 > 1− δ.

For a lower bound, imposing T1,2 > t and Ti > t for i ≥ 3, using the independence and (1.3)-
(1.4), we obtain that Px(Hn > t) ≥ c t−(1−δ)−(n−2)(1− 1

2
δ) as t→ ∞. This gives the upper bound

θn ≤ n
(
1− 1

2δ
)
− 1. In particular, when n = 3 we get θ3 ≤ 2− 3

2δ.
Our main result provides a non-trivial lower bound on θn, valid for all n ≥ 3. In the case

n = 3, we also find an upper bound on θ3.

Theorem 1.3. For all n ≥ 3, we have that

θn ≥ (n− 1)(1− δ) .

When n = 3 we have the following upper bound

θ3 ≤ 2(1− δ) + f(δ),

with f(δ) = 1
4

(√
(6− 5δ)2 + 8δ(1− δ)− (6− 5δ)

)
.
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Figure 2: Illustration of the bounds of Theorem 1.3 in the case n = 3. The persistence exponent θ3
verifies θ− := 2(1− δ) ≤ θ3 ≤ 2(1− δ) + f(δ) =: θ+. The plot on the left-hand side shows the graphs of
θ−, θ+ as functions of δ ∈ (0, 1); the plot on the right-hand side shows the graph of f , and numerically
one has sup[0,1] f(δ) ≈ 0.079.

1.3 First comments and some guesses

We now make a few comments on our result and we develop some interesting open questions one
could pursue.

2Also related to Dyson’s Brownian motion and Dunkl processes, see e.g. [14] for an overview.
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About θ3. In view of the fact that the function f(δ) is small (see Figure 2) and the fact that
our upper bound could possibly be improved (see Remark 4.2) one may have the following guess.

Guess 1.4. For n = 3 and δ ∈ (0, 1), we have θ3 = 2(1− δ).

We would not venture to call it a conjecture since we have no simple heuristic as to why this
should be the correct answer; in fact we expect that this guess should not be correct when n is
large, see Guess 1.6 below.

About subsets of joint returns to zero. Naturally, there are many other questions one
could ask about joint returns to zero of Bessel processes. For instance we could consider a
subset K ⊂ P2(n) := {{i, j}, 1 ≤ i < j ≤ n} of all possible pairs of indices, and consider
TK := min{Ti,j , {i, j} ∈ K}, i.e. the first joint return for any X(i) and X(j) with {i, j} ∈ K.
We focus in this article on the case K = P2(n), and in fact we have no clear guess for a general
subset K, even in simple cases such as n = 3, K = {{1, 2}, {1, 3}}. However, the following guess
seems reasonable, but we are not able to prove it.

Guess 1.5. For any δ ∈ (0, 1), we have P(T1,2 > t, T1,3 > t) = t−θ̃3+o(1) as t → ∞, with
θ2 = 1− δ < θ̃3 < 2(1− δ) ≤ θ3.

This guess somehow tells that it is strictly harder to avoid collisions when one considers more
pairs of particles, but we are not able to prove any of the bounds 1 − δ < θ̂3 < 2(1 − δ). In
fact, our Theorem 1.3 shows that it is strictly harder to avoid any collision when you have three
particles, which is already an achievement.

About θn when n is large. Another aspect of the problem one may consider is when the
number n of particles is very large. We then have the following guess (for which we give some
convincing argument below), which tells in particular that the lower bound θn ≥ (n− 1)(1− δ)
is not sharp, at least when n is large3.

Guess 1.6. For any fixed δ ∈ (0, 1), we have that θn ∼ n(1− 1
2δ) as n→ ∞.

Let us briefly explain why we conjecture this specific asymptotic behavior for θn. First of
all, we showed a trivial upper bound θn ≤ n(1 − 1

2δ) − 1 in Section 1.2, which matches this
asymptotics. For the lower bound, the heuristic goes as follows.

First, let us set Ȟ(1)
n := inf{t,∃ 2 ≤ i ≤ n , X

(1)
t = X

(i)
t = 0} the first instant of collision of

particle number 1 with any other particle. Then, we strongly believe (but are not able to prove)
that when n is large, one has

Px(Ȟ
(1)
n > t) = t−θ̌n+o(1) with θ̌n ∼ 1− 1

2
δ .

Indeed, the easiest way for the particle number 1 to avoid a collision with the other n−1 particles
is to avoid touching 0 whatsoever (i.e. having T1 > t), hence the exponent should be close to
1− 1

2δ, which comes from (1.3); indeed, requiring all n−1 other particles doing something unusual
should be much more costly. With this in mind, we should have that

Px(Hn > t) = Px(Ȟ
(1)
n > t)Px(Hn > t | Ȟ(1)

n > t) ≈ t−θ̌n+o(1)Px(Hn−1 > t) ,

where Hn−1 denotes the first collision time among n−1 particles. The reasoning here is that the
conditioning by the event {Ȟ(1)

n > t} mostly affects the first particle but almost not the others:
in practice, we should have Px(Hn > t | Ȟ(1)

n > t) ≈ Px(Hn > t | T1 > t) = Px(Hn−1 > t).
Iterating this argument (as long as the number of particles remains large) supports the guess
that θn = n(1− 1

2δ) + o(n) as n→ ∞.

3Numerical simulations appear to confirm that θn > (n− 1)(1− δ) when n ≥ 5, at least in some range of δ.
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1.4 Organisation of the rest of the paper

Let us briefly outline the rest of the paper.
• In Section 2, we comment on some related questions: we present remarkable properties of

the case of n = 2 Bessel processes (these properties fail for n ≥ 3); we give results in the case of
a negative dimension δ < 0, which are trivial; we comment on the relation of our question with
various PDE problems, which provide a different perspective (that we were not able to exploit).

• In Section 3, we present some preliminary results: a comparison theorem that allows us
to compare different diffusion processes; a proof of the existence of the persistence exponent θn
via an elementary (and general) method (it relies on the sub-additive lemma, with some small
additional technical difficulty). We also present the general strategy of the proof in Section 3.3:
in a nutshell, the idea is to find an auxiliary process (Zt)t≥0 for which Hn is the hitting time of 0,
and to compare (Zt)t≥0 with a time-changed Bessel process (for which we know how to control
the hitting time of 0).

• In Section 4, we implement the strategy outlined in Section 3.3. We introduce two auxiliary
processes (a different ones for the lower and the upper bound on θn) and compare them with
time-changed Bessel processes. The time-changes are controlled in a separate Section 4.3 (our
goal is to give a self-contained and robust proof, and in particular we do not rely on subtle
properties of Bessel processes).

• In Appendix A and B, we collect some tedious calculations that we had postponed not to
break the flow of the proof.

2 Various comments

2.1 About two Bessel processes conditioned on having no joint return to zero

Let us now develop a bit on the case of n = 2 squared Bessel processes, which contains some
interesting features and helps understand why the case n ≥ 3 is more complicated.

A natural approach to attacking the case n = 3 and a natural question in itself is to consider
two Bessel processes conditioned on having no collision before time t. Indeed one can write

Px(H3 > t) = Px(T1,2 > t)Px(H > t | T1,2 > t) ∼ cxt
−(1−δ)Px(T3,1, T3,2 > t | T1,2 > t) , (2.1)

and understanding the behavior of X(1)
t , X

(2)
t conditioned on T1,2 > t seems to be a good start

to study Px(H3 > t).
Interestingly, the behavior of X(1)

t , X
(2)
t conditioned on having no collision, i.e. T1,2 = +∞,

is remarkably clear. Indeed, let St := X
(1)
t +X

(2)
t and Ut := X

(1)
t /St ∈ [0, 1], 1− Ut = X

(2)
t /St,

so that X(1)
t = StUt and X

(2)
t = St(1 − Ut). Then, a simple application of Itô’s formula gives,

after straightforward calculations, that (St)t≥0 and (Ut)t≥0 satisfy the following SDEs:

dSt = 2
√
St dWt + 2δdt

dUt =
2√
St

√
Ut(1− Ut) dW̃t +

δ

St
(1− 2Ut)dt

(2.2)

with (Wt)t≥0, (W̃t)t≥0 two independent Brownian motions. In particular, (St)t≥0 is a squared
Bessel process of dimension 2δ and Ut can be written as time-changed (by

∫ t
0 S

−1
u du) diffusion,

independent of (St)t≥0.
Hence, conditioning on T1,2 = +∞ (i.e. on St > 0 for all t > 0) simply has the effect of

changing (St)t≥0 to a squared Bessel process of dimension 4− 2δ, see [19]. We therefore end up
with the following result.

Proposition 2.1. Conditionally on T1,2 = +∞, the process (X(1)
t , X

(2)
t )t≥0 have the distribution

of (S̃tŨτ̃t , S̃t(1− Uτ̃t))t≥0, where S̃, Ũ are independent diffusion characterized by the following:

6



1. (S̃t)t≥0 is a squared Bessel process of dimension 4− 2δ, i.e. follows the evolution equation

dS̃t = 2

√
S̃t dWt + (4− 2δ)dt ;

2. (Ũt)t≥0 follows the evolution equation

dŨt = 2

√
Ũt(1− Ũt) dW̃t + δ(1− 2Ũt)dt ;

and τ̃t is the inverse of t 7→
∫ t
0 S̃

−1
u du.

Remark 2.2. We could also define the angle Θt, such that Ũt := cos2(Θt), 1 − Ũt = sin2(Θt).
Applying Itô’s formula, after some calculation one ends up with the following SDE for (Θt)t≥0:

dΘt = dW̃t +
δ − 1

2 tan(2Θt)
dt .

Note that it looks like the evolution equation of a Bessel process of dimension δ when Θ ap-
proaches 0 (and similarly for π

2 −Θ, by symmetry), with a null drift when Θ = π
4 .

Let us make some further comments and give one result.
Comment 1. The conditioning by {T1,2 = +∞} significantly changes the behavior of the tail of
the first hitting of zero, min{T1, T2}. In fact, somewhat surpisingly, the persistence exponent of
Px(min{T1, T2} > t | T1,2 = +∞) is equal to 1, and in particular it does not depend on δ ∈ (0, 1).
Indeed, as t→ ∞, we have that,

Px

(
min{T1, T2} > t | T1,2 > t

)
=

Px

(
min{T1, T2} > t

)
Px

(
T1,2 > t

) ∼ cx1cx2t
−2(1−δ/2)

cx1+x2t
−(1−δ)

=
cx1cx2

cx1+x2

t−1 ,

where we have used (1.3)-(1.4); we leave aside the technicality of replacing the conditioning by
T1,2 = +∞. This shows in particular that the conditioning makes it strictly easier for the Bessel
processes to avoid hitting zero at all, changing the persitence exponent of min{T1, T2} from 2−δ
to 1.
Comment 2. The zero set Z(i) := {t,X(i)

t = 0} of a squared Bessel is a regenerative set, in fact
an α-stable regenerative set with α := 1−1

2δ; see [3, Ch. 2] for an introduction to regenerative sets.
Then, the set of collision times {t,X(i)

t = X
(j)
t = 0} is Z(i) ∩ Z(j), which is itself a regenerative

set. This regenerative structure is not specific to Bessel processes and holds for any Markov
process, and can be useful in estimating the probability P(Ti,j > t) = P(Z(i) ∩ Z(j) ∩ [0, t] = ∅),
similarly to the discrete setting (see Section 1.1 above). On the other hand, the regenerative
structure completely disappears when considering n ≥ 3 processes, since the set of collision times
is then

⋃
i ̸=j Z(i) ∩ Z(j) which is not a regenerative set anymore4.

Comment 3. Proposition 2.1 allows us to “understand” the law of Z(1) ∪ Z(2) conditioned on
Z(1) ∩ Z(2) = ∅: it is the zero set of the process Rt := ỸtŨτ̃t(1 − Ũτ̃t), for which one has the
evolution equation

dRt = 2

√
Rt(1− 3Ût)dŴt + δ(1− 6Ût)dt ,

where Ût := Ũτ̃t(1− Ũτ̃t) ∈ [0, 14 ]. Note that the process Rt can be interpreted as a time-changed
(by

∫ t
0 (1− 3Ûs)ds) squared Bessel process, with varying dimension δ 1−6Ût

1−3Ût
— the difficulty here

is that the variation of the dimension is intricate.
Then, one could hope to understand P(T3,1, T3,2 > t | T1,2 = +∞), since min{T3,1, T3,2} is the

hitting time of zero of the process Rt+X
(3)
t . In fact, with techniques similar to the ones developed

in this paper, we should be able to show that Px(T3,1, T3,2 > t | T1,2 = +∞) ≤ t−(1−δ)+o(1) (which
in view of (2.1) would correspond to the bound θ3 ≥ 2(1 − δ)), but we are not able to obtain
matching upper and lower bounds with this approach.

4Note however that the regenerative structure is present if one considers “n-collisions”, i.e. simultaneous return
to 0 of the n processes all together.
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2.2 The case of a negative dimension

Let us comment briefly on the case where the dimension of the squared Bessel processes is
negative, i.e. δ ≤ 0. In that case, the processes X(i) are absorbed at 0, meaning that X(i)

t = 0
for all t ≥ Ti. Therefore, we get that Ti,j := max{Ti, Tj} so that

Px(Ti,j > t) = Px(Ti > t or Tj > t) ∼ (cxi + cxj )t
−(1− 1

2
δ) as t→ ∞ , (2.3)

using also (1.3). Similarly, we have that Hn = min1≤i<j≤n{Ti,j} is the second smallest Ti, so we
have that

Px(Hn > t) = Px

( n⋃
j=1

{Ti > t for all i ̸= j}
)
.

Using the inclusion-exclusion principle and again (1.3), we easily end up with the following result.

Proposition 2.3. Let n ≥ 2 and δ ≤ 0. Then we have as t→ ∞

Px(Hn > t) ∼
n∑

j=1

Px

(
Ti > t for all i ̸= j

)
∼ cn t

−θn ,

with θn = (n− 1)(1− δ/2) and with the constant cn :=
n∑

j=1

∏
i ̸=j

cxi .

Let us observe that in Proposition 2.3, the persistence exponent verifies θn = (n−1)θ2 (similalry
as in Guess 1.4 with n = 3) and also θn ∼ n(1− 1

2δ) as n → ∞ (similarly as in Guess 1.6). On
the other hand, we also have that Px(T1,2 > t, T1,3 > t) ∼ cx1t

−(1− 1
2
δ), so that Guess 1.5 does

not hold in the case δ ≤ 0: we have here that Px(T1,2 > t) ∼ (1 +
cx2
cx1

)Px(T1,2 > t, T1,3 > t) and

therefore θ2 = θ̃3 < θ3.

2.3 Relation to PDEs

We mention in this section the relation of our question with some PDE problems, which provide
other approaches for studying the persistence exponent. We will not pursue these approaches
further since we were not able to obtain any useful information from it.

Laplace transform of the hitting time. In this paragraph we recall the classical fact that
the Laplace transform of the hitting time can be obtained by solving a PDE problem with
boundary conditions. In our context, the PDE is not so complicated, but the difficulties lie
in the boundary conditions. Let us denote by φλ(x) := Ex[e

−λHn ] the Laplace transform of
Hn := min

{
Ti,j , 1 ≤ i < j ≤ n

}
, with starting point X0 = x ∈ (R+)

n. Since the stopping time
Hn is the hitting time of the set A :=

⋃
i ̸=j{xi = xj = 0} by the (R+)

n-valued diffusion process
(Xt)t≥0, we classically have that φλ solves

Ln
δφ(x) = λφ(x) , x ∈ (R∗

+)
n ,

φ(x) = 1 , x ∈ A ,

lim
x→∞

φ(x) = 0 .

(2.4)

where we recall that Ln
δ is the generator of n independent Bessels processes, see (1.2).

When θn < 2, proving that Px(Hn > t) ∼ cxt
−θn as t→ ∞ is equivalent to proving that

1− φλ(x) ∼ λθh(x) as λ ↓ 0 ,

where h is expected to be L-harmonic.
Note that, by scale invariance of Bessel processes, we have φλ(x) = φ1(λx), and the goal

would thus be to find the behavior of φ1 near 0, where φ1 is the “good” eigenfunction solving (2.4)
with λ = 1.
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Link with Quasi-Stationary Distributions. There is a link, which is at first hand not so
direct, between our problem and questions related to the theory of Quasi-Stationary Distributions
(QSD). We recall in a nutshell this theory but we refer to [13] and [12] for detailed references.
Let (Zt)t≥0 be a Markov process on a state space X . We assume that X can be decomposed in
two parts: Xa, the set of allowed states and Xf := X \ Xa, the set of forbidden states, and we
let T := inf{t > 0, Zt ∈ Xf} be the hitting time of Xf . A distribution ν on Xa is said to be a
Quasi-Stationary Distribution (QSD) if it is invariant under time evolution when the process is
conditioned to survive in Xa, that is such that for all t > 0 and A ⊂ Xa,

Pν(Zt ∈ A | T > t) = ν(A).

This condition implies that T is exponentially distributed under Pν , i.e. there is some θν > 0
such that Pν(T > t) = e−θνt, and formally the couple (ν, θν) solves the spectral problem

L∗ν = −θνν,

where L∗ is the adjoint of the generator L of Zt killed when it reaches Xf .
The basic questions in this theory are the existence of QSD and of the so-called Yaglom limits,

that is, for some initial distribution µ, the convergence of the conditional laws Pµ(Zt ∈ · | T > t)
towards some QSD measure when t goes to infinity (note that Section 2.1 could be framed in this
spirit). In general, it is expected that, for all x ∈ Xa, Px(Zt ∈ · | T > t) converges to ν⋆, where
ν⋆ is the minimal QSD measure, i.e. the one associated with the eigenvalue θ⋆ at the bottom of
the spectrum of −L∗. Such a result would give that, for all x ∈ Xa,

Px(T > t) = e−θ⋆t(1+o(1)) as t→ ∞ .

At first, our problem seems quite different, the hitting time Hn of A =
⋃

i ̸=j{xi = xj = 0}
having a heavy-tailed distribution. But, as we will see in Section 3.2 below, we can perform an
exponential time change by considering X̂t := e−tXet−1, which remains a Markov process (it is
a n-dimensional Cox-Ingersoll-Ross process). Then, if Ĥn denotes the hitting time of A by X̂t,
we get that having P(Hn > t) = t−θn(1+o(1)) as t→ ∞ is equivalent to P(Ĥn > t) = e−θnt(1+o(1)).
Thus, following the theory of QSD, our persistence exponent is expected to be the bottom of the
spectrum of −L̂∗, the adjoint of the generator of X̂t killed when it reaches A. Unfortunately, up
to our knowledge, there is no general result in the QSD theory which can be applied directly to
our problem and provide the existence of θn (and the minimal QSD associated). In our situation,
the difficulties come from the fact that we consider a n-dimensional diffusion (with n ≥ 2), taking
values in an unbounded set, and also that the forbidden set A is a proper subset of the boundary
of the state space (R+)

n. Note that a QSD theory would provide the existence of a persistence
exponent θn and of a Yaglom limit, but not the value (or estimates) on the exponent θn. Instead,
we prove the existence of θn via some “elementary” sub-additive techniques and we estimate θn
also via some “elementary” techniques.

Link with a spectral problem on a bounded domain. In this paragraph we discuss
another approach to obtain θn, which exploits the symmetries of the problem and which reduces
to a spectral problem for a certain operator on a bounded domain. The advantage of this
approach is that we reduce the number of variables by one, and also that we obtain a diffusion
on a bounded domain; the caveat is that the diffusion is harder to study. We only give an
overview of the reduction one could perform and we provide some details in Appendix B

For simplicity, we consider the case n = 3, and recall that we denote Xt := (X
(1)
t , X

(2)
t , X

(3)
t ).

Anticipating a bit with notation, we further define the three elementary symmetric polynomials
in the coordinates of Xt,

St := X
(1)
t +X

(2)
t +X

(3)
t , At := X

(1)
t X

(2)
t +X

(2)
t X

(3)
t +X

(3)
t X

(1)
t , Pt := X

(1)
t X

(2)
t X

(3)
t ,

which have respective homogeneity 1, 2 and 3. Note that, for all t ≥ 0, Xt is entirely determined,
up to some permutation, by (St, At, Pt). Also, since the Bessels processes are independent we
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can check that the process (St, At, Pt)t≥0 is itself a diffusion process, whose generator can be
computed explicitly, see (B.1) for a formula.

Expressed with those symmetrical coordinates, the hitting time H3 can be expressed as
H3 := inf{t ≥ 0, At = 0} (notice that Xt ∈ A if and only if At = 0). Moreover, as a consequence
of the symmetries of the problem, we can factorize the dynamics of (St, At, Pt) by (St)t≥0,
which plays the role of a “radial” process, and some “angular” (i.e. without scaling) process
(Āt, P̄t) := (At/S

2
t , Pt/S

3
t ). It turns out that one can write the angular (2-dimensional) process

as a time-changed diffusion (Ut, Vt), independent of (St)t≥0 and whose generator L̄ can also be
computed (again, see Appendix B for details) — this in analogy with what is done in Section 2.1,
see (2.2), in the case of n = 2 Bessels. Also, one can show that the angular process (Āt, P̄t)t≥0

evolves in a bounded domain T̄ ⊂ (R+)
2 (with boundary) which can be determined explicitly,

see Figure 3 in Appendix B for an illustration.
Now we can relate the persistence exponent to a spectral problem for the generator L̄ on the

bounded domain T̄ : finding (µ, φ) such that L̄φ = µφ with φ a non-negative function on T̄ that
vanishes only when u = 0, then one should be able to relate the eigenvalue µ to the persistence
exponent θ3 by the relation θ3(θ3 − 1 + 3δ/2) + µ = 0. We refer to Appendix B for details, but
we were not able to exploit further this approach, the spectral problem seeming out of our reach.

3 Some preliminaries

3.1 A comparison theorem

We state in this section a comparison theorem for Bessel processes with varying dimensions. The
proof is standard and can be found in [22, Ch. 6]. We consider here a probability space (Ω,F ,P)
supporting a Brownian motion (Wt)t≥0 and we denote by F = (Ft)t≥0 the filtration generated by
this Brownian motion, after the usual completions. Let (D1

t )t≥0 and (D2
t )t≥0 be two F-adapted

non-negative processes. Let also (Z1
t )t≥0 and (Z2

t )t≥0 be two processes such that, if it exists, a.s.
for any t ≥ 0,

Z1
t = z1 + 2

∫ t

0

√
Z1
sdWs +

∫ t

0
D1

sds and Z2
t = z2 + 2

∫ t

0

√
Z2
sdWs +

∫ t

0
D2

sds

for some z1, z2 ≥ 0. We have the following comparison theorem.

Proposition 3.1 (Thm. 1.1 in Ch. 6 of [22]). If z1 ≤ z2 and almost surely for any t ≥ 0,
D1

t ≤ D2
t , then almost surely for any t ≥ 0, Z1

t ≤ Z2
t .

3.2 Existence of the persistence exponent

Let us prove Proposition 1.2 in this section. First, we perform some exponential time change of
(Xt)t≥0 and consider the process (X̂t := e−tXet−1)t≥0 which is still a Markov process (known as
a Cox-Ingersoll-Ross process, see for instance [19]) generated by

L̂δ
n := 2

n∑
i=1

xi
∂2

∂x2i
+ (δ − xi)

∂

∂xi
.

Then, if we denote Ĥn := inf{t ≥ 0, ∃i ̸= j, X̂
(i)
t = X̂

(i)
t = 0}, we naturally have Px(Hn > t) =

Px(Ĥn > log(1 + t)). Therefore, to prove Proposition 1.2 we simply need to show that, for any
x ∈ (R+)

n,

lim
t→∞

1

t
logPx(Ĥn > t) = −θn . (3.1)

Notice also that since t 7→ Px(Ĥn > t) is non-increasing, one can consider the limit in (3.1) only
along integers.

Before we prove (3.1), let us stress that the limit (if it exists) does not depend on x. For
x, y ∈ (R+)

n, let us write x ≤ y if xi ≤ yi for all i = 1, . . . , n. Then, by the comparison property
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of Proposition 3.1 (applying it componentwise), we obtain that, for any starting point y ≥ x,
Py(Ĥn > t) ≥ Px(Ĥn > t). Therefore, for x, x′ ∈ (R∗

+)
n, the Markov property gives that

Px(Ĥn > 1 + t) ≥ Px

(
Ĥn > 1 + t, X̂1 ≥ x′

)
= Ex

[
1{Ĥn>1,X̂1≥x′}PX̂1

(
Ĥn > t

)]
≥ Px

(
Ĥn > 1, X̂1 ≥ x′

)
Px′

(
Ĥn > t

)
=: Cx,x′Px′

(
Ĥn > t

)
,

where we have used the comparison inequality for the second line. This shows that, for any
x, x′ ∈ (R∗

+)
n and t > 1,

Cx′,xPx′(Ĥn > t− 1) ≤ Px(Ĥn > t) ≤ C−1
x′,xPx′(Ĥn > t+ 1)

so that the limit in (3.1), if it exists, does not depend on x.
Now, let x ∈ (R+)

n. To prove (3.1), let us introduce, for t > 0,

qx(t) := Px

(
Ĥn > t, X̂t ≥ x

)
.

We now show that (log qx(t))t≥0 is super-additive. Indeed, by the Markov property, we have that

qx(t+ s) = Ex

[
1{Ĥn>t}PX̂t

(Ĥn > s, X̂s ≥ x)
]
≥ Ex

[
1{Ĥn>t,X̂t≥x}PX̂t

(Ĥn > s, X̂s ≥ x)
]
.

Now, by comparison (applying Proposition 3.1 componentwise), we obtain that, for any starting
point y ≥ x, Py(Ĥn > s, X̂s ≥ x) ≥ qx(s). We therefore end up with qx(t + s) ≥ qx(t)qx(s) for
any s, t ≥ 0, which shows the super-additivity and thus that the limit

θn := − lim
t→∞

1

t
log qx(t)

exists (the limit is taken along integers).
We can now compare qx(t) with the original probability Px(Ĥn > t). First of all, we clearly

have that qx(t) ≤ Px(Ĥn > t), so that lim inft→∞
1
t logPx(Ĥn > t) ≥ −θn.

The other bound is a bit more subtle. Recall that A :=
⋃

i ̸=j{xi = xj = 0} and let us define

Aδ =
{
y = (y1, . . . , yn) ∈ (R+)

n, ∃i < j such that max(yi, yj) < δ
}

for some δ > 0. Then, we fix ε > 0 and δ > 0, and we consider the upper bound

Px(Ĥn > t) ≤ Px

(
X̂s ∈ Aδ for all s ∈ [(1− ε)t, t− 1]

)
+ Px

(
Ĥn > τδ, τδ ≤ t− 1

)
, (3.2)

where we have set τδ := inf{s > (1− ε)t, X̂s /∈ Aδ}. We now estimate both probabilities.
For the first one, applying Markov’s inequality iteratively every unit of time, we get that

Px

(
X̂s ∈ Aδ for all s ∈ [(1− ε)t, t− 1

])
≤

(
sup
y∈Aδ

Py

(
X̂s ∈ Aδ for all s ∈ [0, 1]

))⌊εt−1⌋

= exp
(
− Cδ⌊εt− 1⌋

)
.

where the constant Cδ = − log(supy∈Aδ
Py(X̂s ∈ Aδ for all s ∈ [0, 1])) goes to +∞ as δ ↓ 0.

Indeed, observe that, for all y ∈ Aδ,

Py(X̂s ∈ Aδ for all s ∈ [0, 1]) ≤ P0

(
sup

s∈[0,1]
min
i ̸=j

max(X̂(i)
s , X̂(j)

s ) < δ2
)
,

by comparison. Now, the upper bound converges to P0(sups∈[0,1]mini ̸=j max(X̂
(i)
s , X̂

(j)
s ) = 0) as

δ ↓ 0, which is equal to 0.
For the other probability, let us set

px,δ(s) := inf
y∈∂Aδ

Py(Ĥn > s, X̂s ≥ x) .
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Then, we have that

Px

(
Ĥn > τδ, τδ ≤ t− 1

)
≤ Ex

[
1{Ĥn>τδ,τδ≤t−1}

px,δ(t− τδ)

infs∈[1,εt] px,δ(s)

]
,

and, by the strong Markov property,

Ex

[
1{Ĥn>τδ,τδ≤t−1}px,δ(t− τδ)

]
≤ Ex

[
1{Ĥn>τδ,τδ≤t−1}PX̂τδ

(
Ĥn > t− τδ, X̂t−τδ ≥ x

)]
≤ Px

(
Ĥn > t, τδ ≤ t− 1, X̂t ≥ x

)
≤ qx(t) .

Now, notice that by the Markov property and by comparison (see Proposition 3.1), for s > 1
we have that Py(Ĥn > s, X̂s ≥ x) ≥ Py(Ĥn > 1, X̂1 ≥ x)Px(Ĥn > s− 1, X̂s−1 ≥ x), so that

pδ,x(s) ≥ Cδ,xqx(s− 1) ,

with Cδ,x := inf{y∈∂Aδ} Py(Ĥn > 1, X̂1 ≥ x) > 0.
Indeed, for any y ∈ ∂Aδ, there is at most one i with yi < δ: since {Ĥ1 > 1} ⊃

⋂
j ̸=i{∀s ∈

[0, 1] X
(j)
s > 0}, we get by independence, then by comparison, that

Py

(
Ĥn > 1, X̂1 ≥ x

)
≥ Pyi

(
X̂

(i)
1 ≥ xi

)∏
j ̸=i

Pyj

(
∀s ∈ [0, 1] X̂(j)

s > 0, X̂
(j)
1 ≥ xj

)
≥ P0

(
X̂

(1)
1 ≥ ∥x∥∞

)
Pδ

(
∀s ∈ [0, 1] X̂(1)

s > 0, X̂
(1)
1 ≥ ∥x∥∞

)n−1
,

which is a positive lower bound on Cδ,x. All together, we obtain that

Px

(
Ĥn > τδ, τδ ≤ t− 1

)
≤ C−1

δ,x

1

infs∈[0,εt] qx(s)
qx(t) .

Going back to (3.2) and using that limt→∞
1
t log qx(t) = −θn, we conclude that for t suf-

ficiently large (how large may depend on ε, δ, x), we have infs∈[0,εt] qx(s) ≥ e−(θn+ε)εt and
qx(t) ≤ e−(θn−ε)t so,

Px(Ĥn > t) ≤ e−
1
2
Cδεt + e−(θn−ε−εθn−ε2)t .

Now, for any fixed ε > 0, we can choose δ small enough so that 1
2Cδε ≥ θn − ε− εθn − ε2, which

gives that lim supt→∞
1
t logPx(Ĥn > t) ≤ −(θn − ε− εθn − ε2). This concludes the proof, since

ε is arbitrary.

3.3 General strategy of the proof

We consider a probability space (Ω,F ,P) supporting (n + 1) independent Brownian motions
W (0),W (1), . . . ,W (n). We denote (Ft)t≥0 the filtration generated by these Brownian motions,
after the usual completions. On this filtered probabilty space, we consider n independent squared
Bessel processes of dimension δ ∈ (0, 1), solution of

dX
(i)
t = 2

√
X

(i)
t dW

(i)
t + δdt.

Our general strategy is to find some auxiliary one-dimensional stochastic process (Zt)t≥0, which
hits 0 exactly at time Hn, that we are able to compare with a (time-changed) squared Bessel
process, for which the first hitting time of 0 is well-understood.

More precisely, let φ : (R+)
n → R+ be a smooth function, and define for all t ≥ 0,

Zt := φ
(
X

(1)
t , . . . , X

(n)
t

)
=: φ(Xt) .

Then, using the evolution equation of X(i) and applying Itô’s formula, we obtain the evolution
equation of Zt:

dZt = 2
n∑

i=1

√
X

(i)
t

∂φ

∂xi
(Xt) dW

(i)
t +

(
δ

n∑
i=1

∂φ

∂xi
(Xt) + 2

n∑
i=1

X
(i)
t

∂2φ

∂x2i
(Xt)

)
dt .
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Let us set

Yt :=
n∑

i=1

X
(i)
t

( ∂φ
∂xi

(Xt)
)2
. (3.3)

Recalling that W (0) is a Brownian motion independent from the rest, we define

dWt := 1{Yt=0}dW
(0)
t +

n∑
i=1

1{Yt>0}

√
X

(i)
t

∂φ
∂xi

(Xt)√
Yt

dW
(i)
t ,

which is an (Ft)t≥0 Brownian motion since it is a local martingale with quadratic variation
⟨W ⟩t = t. Note that whenever Yt = 0 for some t ≥ 0, we have X(i)

t ( ∂φ
∂xi

(Xt))
2 = 0 for every

i ∈ {1, . . . , n}. Therefore, if we set

D
(1)
t =

n∑
i=1

∂φ

∂xi
(Xt) and D

(2)
t =

n∑
i=1

X
(i)
t

∂2φ

∂x2i
(Xt) ,

we get that
dZt = 2

√
YtdWt +

(
δD

(1)
t + 2D

(2)
t

)
dt. (3.4)

Let us now define the processes V and D by

Vt :=
Yt
Zt
, and Dt :=

δD
(1)
t + 2D

(2)
t

Vt
. (3.5)

We will now make the following assumption on the function φ which will be verified in practice.
(H) The function φ is such that a.s. Leb({t ≥ 0, Yt = 0}) = 0 and Vt <∞ for any t ≥ 0.
Under this assumption, it turns out that we can rewrite (3.4) as

dZt = 2
√
ZtVt dWt +DtVt ds . (3.6)

The advantage of the formulation (3.6) is that it formally looks like the evolution equation of a
time-changed square Bessel process, with varying dimension Dt. Our objective is now be to find
functions φ (one for the upper bound, one for the lower bound) such that:

• the function φ verifies φ(x1, . . . , xn) = 0 if and only if5 xi = xj = 0 for some i ̸= j, so that
Hn = inf{t > 0, Zt = 0};

• the “velocity” Vt and the “dimension” Dt can be controlled, namely one can obtain explicit
bounds on them.

Let us set

ρt :=

∫ t

0
Vudu ,

which corresponds to the time-change in (3.6). Thanks to Assumption (H) and the definition (3.5)
of V , we see that a.s. Leb({t ≥ 0, Vt = 0}) = 0. This implies that ρ is an increasing and
continuous time-change. Let us denote by τ its inverse and let us set Kt = Zτt as well as
Bt =

∫ τt
0

√
VsdWs which is an (Fτt)t≥0 Brownian motion. We classically have that

dKt = 2
√
KsdBs +Dτtdt.

5In fact, one actually need only one of the implication depending on whether one is interested in the upper or
the lower bound, but we stick to the if and only if formulation for simplicity.
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For the upper bound on Px(Hn > t). Let us assume here that there is some δ+ ∈ (0, 2) such
that Dt ≤ δ+ uniformly in t. Then, if we define

dQ
(δ+)
t = 2

√
Q

(δ+)
t dBt + δ+dt ,

which is a squared Bessel process of dimension δ+, we get by comparison, see Proposition 3.1,
that a.s. Kt ≤ Q

(δ+)
t for any t ≥ 0. It follows that Zt ≤ Q

(δ+)
ρt for any t ≥ 0. Denoting

T0(Z) := inf{t > 0, Zt = 0} for a stochastic process (Zt)t≥0, we therefore get that

Px(Hn > t) = Px

(
T0(Z) > t

)
≤ Px

(
T0

(
Q(δ+)

)
> ρt

)
,

and it remains to control ρt, and in particular show that it cannot be too small; let us stress that
one difficulty is that (ρt)t≥0 is in general not independent from (Q

(δ+)
t )t≥0. We will then need a

lemma as follows.

Lemma 3.2. There is some κ > 0 such that, for any p ≥ 1 there exists a constant Cp = Cx,p

such that, for any t ≥ 1 and any ε < 1

Px

(
ρt ≤ ε tκ

)
≤ Cpε

p .

With the help of this lemma, we then get that, for any p ≥ 1 (large),

Px(Hn > t) ≤ Px

(
T0

(
Q(δ+)

)
> ρt

)
≤ Px

(
ρt ≤ t−1/

√
p tκ

)
+ Px

(
T0

(
Q(δ+)

)
> t−1/

√
p tκ

)
≤ Cpt

−√
p + ct(2−δ+)/

√
p t−κ(1− 1

2
δ+) ,

where we have also used (1.3) for the last inequality. This strategy therefore shows that, for any
η > 0, choosing p sufficiently large yields Px(Hn > t) ≤ c′t−θ−+η with θ− := κ(1 − 1

2δ+); here
δ+ is an upper bound on Dt and κ gives the scale exponent of ρt and appears in Lemma 3.2.
Since η is arbitrary, this shows that θn ≥ θ−.

For the lower bound on Px(Hn > t). On the other hand, if we assume that there is some δ−
such that Dt ≥ δ− uniformly in t, then, just as for the upper bound, we define

dQ
(δ−)
t = 2

√
Q

(δ−)
t dBt + δ−dt

and we get by comparison, thanks to Proposition 3.1 again, that Kt ≥ Q
(δ−)
t for any t ≥ 0, which

yields that Zt ≥ Q
(δ−)
ρt for any t ≥ 0. We then get that

Px(Hn > t) = Px

(
T0(Z) > t

)
≥ Px

(
T0

(
Q(δ−)

)
> ρt

)
.

We then now need to show that ρt cannot be too large.

Lemma 3.3. There is some κ > 0 such that, for any M ≥ 1 there exists a constant Cp = Cx,p

such that, for any t ≥ 1 and any A > 1

Px

(
ρt ≥ A tκ

)
≤ CpA

−p .

Then, with this lemma, we get that

Px(Hn > t) ≥ Px

(
T0

(
Q(δ−)

)
> ρt

)
≥ Px

(
T0

(
Q(δ+)

)
> t1/

√
p tκ

)
− Px

(
ρt ≥ t1/

√
p tκ

)
≥ ct−(2−δ+)/

√
p t−κ(1− 1

2
δ−) − Cpt

−√
p ,

where we have again used (1.3) for the last inequality. This strategy therefore shows that, for
any η > 0, taking p usfficiently large yields that Px(Hn > t) ≥ c′t−θ+−η with θ+ := κ(1− 1

2δ−);
here, δ− is a lower bound on Dt and κ is the one from Lemma 3.3. Sicne η > 0 is arbitrary, this
shows that θn ≤ θ+.

Remark 3.4. In some cases, one could in theory improve Lemmas 3.2-3.3 and obtain (stretched)
exponential tails for t−κρt, see e.g. (4.7): this would improve the bounds on Px(Hn > t) replacing
the tη, t−η by some power of log t. Since we are only interested in the persistence exponent, we
do not pursue further this direction.
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4 Proof of the main result

This section consists in applying the strategy of Section 3.3, i.e. choosing the correct functions φ
for the upper bound and for the lower bound on Px(Hn > t).

4.1 Upper bound on Px(Hn > t)

For the upper bound, let us first deal with the case n = 3 for clarity. We turn to the general
case n ≥ 3 afterwards: the strategy is identical but with more tedious calculations.

4.1.1 The case n = 3

Let us consider the functional

At := X
(1)
t X

(2)
t +X

(2)
t X

(3)
t +X

(3)
t X

(1)
t =: φ(Xt) , (4.1)

and observe that φ(x1, x2, x3) = x1x2+x2x3+x3x1 = 0 if and only if x1 = x2 = 0 or x2 = x3 = 0
or x3 = x1 = 0.

Then, let us derive the evolution equation of (At), as in (3.6). DenotingA = x1x2+x2x3+x3x1
and S = x1 + x2 + x3, P = x1x2x3, straightforward calculations give that

3∑
i=1

xi

( ∂φ
∂xi

)2
= AS + 3P ,

3∑
i=1

∂φ

∂xi
= 2S ,

3∑
i=1

xi
∂2φ

∂x2i
= 0 .

Hence, recalling the definitions (3.5) and (3.6), we obtain

dAt = 2
√
AtVt dWt +DtVt dt , with Vt = St + 3

Pt

At
, and Dt =

2δSt

St + 3 Pt
At

≤ 2δ ,

where we denoted

St = X
(1)
t +X

(2)
t +X

(3)
t and Pt = X

(1)
t X

(2)
t X

(3)
t .

Let us stress that Assumption (H) is satisfied here and we will show that it is indeed the case
in the more general case n ≥ 3, in the next section below. Since we have bounded Dt ≤ δ− := 2δ,
in view of Section 3.3, it remains to control the time-change. Now, we will show that Lemma 3.2
holds with κ = 2. Notice that we may simply bound Vt ≥ St ≥ X

(1)
t , so we only need to show

the following: for any p ≥ 1, there is some Cp such that

Px

(∫ t

0
X(1)

u du ≤ εt2
)
≤ Cp ε

p . (4.2)

We postpone the proof of (4.2) to Section 4.3, but it allows us conclude thanks to Section 3.3
that θn ≥ θ− = κ(1− 1

2δ+) = 2(1− δ) as announced.

4.1.2 The general case n ≥ 3

Define for k ∈ {1, . . . , n},

Πk(x) :=
∑

I⊂{1,...,n},|I|=k

xI , with xI :=
∏
i∈I

xi ,

and consider the process Zt = Πn−1(Xt), which is indeed equal to 0 if and only if X(i)
t = X

(j)
t = 0

for some i ̸= j. Then, we have that

∂Πn−1

∂xi
=

∑
|I|=n−2, i/∈I

xI =
∑
j ̸=i

x{i,j}c
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and in particular
∑n

i=1
∂Πn−1

∂xi
= 2Πn−2, where the factor 2 comes from the fact that each pair

{i, j} appears twice in the sum. Of course we have that
∑n

i=1 xi
∂2Πn−1

∂x2
i

= 0, so recalling (3.5)
we end up with

Yt =
n∑

i=1

X
(i)
t

(∂Πn−1

∂xi

)2
(Xt), Vt =

Yt
Πn−1(Xt)

, Dt =
2δΠn−2(Xt)

Vt
.

Let us first show that Assumption (H) in verified here. First, we observe that for any x ∈ (R+)
n,

n∑
i=1

xi

(∂Πn−1

∂xi

)2
=

n∑
i=1

∑
|I|=n−1

i∈I

∑
|J |=n−2

i/∈J

xIxJ =
∑

|I|=n−1

∑
|J |=n−2

|I ∩ Jc|xIxJ . (4.3)

Moreover, for any x ∈ (R+)
n, it is clear that

Πn−1(x)Πn−2(x) =
∑

|I|=n−1

∑
|J |=n−2

xIxJ . (4.4)

Since for I and J such that |I| = n− 1 and |I| = n− 2, |I ∩ Jc| ≤ 2, we deduce that a.s., for any
t ≥ 0, we have Vt ≤ 2Πn−2(Xt) <∞. Next, we see from (4.3) that

{
t ≥ 0, Yt = 0

}
⊂

n⋃
i=1

{
t ≥ 0, X

(i)
t = 0

}
which implies that Leb({t ≥ 0, Yt = 0}) = 0 since for any i ∈ {1, · · · , n}, we classically have
that Leb({t ≥ 0, X

(i)
t = 0}) = 0.

It remains now to estimate Vt. In fact we will show that Vt ≥ Πn−2(Xt), which gives the
bound Dt ≤ 2δ, so we again have δ+ = 2δ. To show this, we observe that for I and J such that
|I| = n − 1 and |I| = n − 2, |I ∩ Jc| = n − 1 + 2 − |I ∪ Jc| ≥ 1. Recalling (4.3) and (4.4), we
immediately get that Vt ≥ Πn−2(Xt).

To conclude that θn ≥ (n − 1)(1 − δ), we show Lemma 3.2 with κ = n − 1. In fact since
Vt ≥ Πn−2(Xt) ≥

∏n−2
i=1 X

(i)
t , we simply need to prove that for all large p,

P
(∫ t

0

n−2∏
i=1

X(i)
u du ≤ εtn−1

)
≤ Cpε

p. (4.5)

Remark 4.1. For 1 ≤ k ≤ n, the first time that Πn−k+1(Xt) hits 0 is the first simultaneous
return to zero of k independent Bessel processes, i.e. the time (Xt)t≥0 hits the (n−k)-dimensional
set A(k) =

⋃
|I|=k{xi = 0∀i ∈ I}, see Remark 1.1. Using the same strategy as above, one can

show that the associated persistence exponent θ(k)n is larger or equal than (n− k + 1)(1− kδ/2).

4.2 Lower bound on Px(H3 > t)

As far as the lower bound is concerned, a natural choice of functional would be Zt := φ(Xt) with
φ(x) = (x1 + x2)(x2 + x3)(x3 + x1), which is such that φ(x) = 0 if and only if xi + xj = 0 for
some i ̸= j. One can then proceed with the calculations and find that κ = 3 and δ− = 2δ so that
it gives a bound θ+ = 3(1− δ).

We are going to give some slightly more optimized functional to improve the upper bound.
Recall the definitions of the functionals At, St and Pt from the previous section. Then, we define

Zt := Sa
t

(
At −

Pt

St

)
=: φ(Xt) .

where a ∈ [0, 1] is some fixed exponent (that depends on δ), to be optimized later on. Note that
for a = 1, one recovers the functional φ(x) = (x1 + x2)(x2 + x3)(x3 + x1). Let us stress however
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that in the case a ∈ (0, 1), the derivatives of the function φ are singular at the point (0, 0, 0) and
therefore the Itô formula is not valid on the time-interval R+. We will see how we can still apply
the strategy outlined in Section 3.3, but let us first compute the processes Y and V and check
that Assumption (H) still holds in the present case.

A delicate calculation gives the following (we refer to Appendix A for more details):

Y :=
3∑

i=1

xi

( ∂φ
∂xi

)2
= S2a−1

(
A− P

S

)(
S2 + a(a+ 4)A+ (1− a)(a+ 5)

P

S

)
.

It is again clear that we have
{
t ≥ 0, Yt = 0

}
⊂

⋃3
i=1

{
t ≥ 0, X

(i)
t = 0

}
so we also have here

that a.s. Leb({t ≥ 0, Yt = 0}) = 0. Recalling now the definition (3.5) of V , we find that

Vt = Sa−1
t Qt , Qt := S2

t + a(a+ 4)At + (1− a)(a+ 5)
Pt

St
.

Notice that At ≤ 1
2S

2
t and Pt ≤ 1

6S
3
t so that Qt ≤ 9

2S
2
t and finally Vt ≤ 9

2S
a+1
t <∞. This shows

that Assumption (H) holds. Let us now compute the process D. Some straightforward (but
tedious) calculations give the following (again, see Appendix A for details):

D(1) :=
3∑

i=1

∂φ

∂xi
= Sa−1

(
2S2 + (3a− 1)A+ 3(1− a)

P

S

)
,

D(2) :=
3∑

i=1

xi
∂2φ

∂x2i
= Sa−1

(
a(a+ 3)A+ (1− a)(a+ 4)

P

S

)
.

Recalling that Dt = (δD
(1)
t ++2D

(2)
t )/Vt, we get that

Dt =
1

Qt

(
2δS2

t + (δ(3a− 1) + 2a(a+ 3))At + (1− a)(3δ + 2(a+ 4))
Pt

St

)
.

Now, we can write Dt = 2δ + 1
Qt

(
f1(a, δ)At + f2(a, δ)

Pt
St

)
, with

f1(a, δ) = 2(1− δ)a2 + (6− 5δ)a− δ , f2(a, δ) = −2(1− δ)a2 − (6− 5δ)a+ 8− 7δ .

We now choose a = a(δ) such that f1(a, δ) = 0, that is

a(δ) :=

√
(6− 5δ)2 + 8δ(1− δ)− (6− 5δ)

4(1− δ)
.

With this choice, we have that f2(a, δ) = 8(1− δ) ≥ 0, so in particular Dt ≥ 2δ =: δ−.
Let us now explain how we can apply our strategy even though the function φ is not C2 on

(R+)
3. If we set T0(S) = inf{t > 0, St = 0}, we can apply the Itô formula up until this time and

the evolution equation (3.6) remains valid on [0, T0(S)): almost surely, for any t ∈ [0, TS),

Zt = Z0 + 2

∫ t

0

√
ZsVsdWs +

∫ t

0
DsVsds .

On the other hand, the time-change ρt =
∫ t
0 Vsds is always well-defined, and, denoting by τ its

inverse, the process Bt =
∫ τt
0

√
VsdWs is a (Fτt)t≥0-Brownian motion. Finally, remembering that

Kt = Zτt , we get that for any t ∈ [0, ρT0(S)),

Kt = K0 + 2

∫ t

0

√
KsdBs +

∫ t

0
Dτsds .

Let Q(δ−) be the process defined by

dQ
(δ−)
t = 2

√
Q

(δ−)
t dBt + δ−dt .
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Then, by comparison, we get that a.s. for any t ∈ [0, ρT0(S)), Kt ≥ Q
(δ−)
t . Since H3 ≤ T0(S) and

since ρH3 is the first hitting of zero of K, it is clear that for any t ≥ 0,

{T0(Q(δ−)) > ρt} ⊂ {ρH3 > ρt} = {H3 > t}

and therefore Px(H3 > t) ≥ Px(T0(Q(δ−)) > ρt) as in Section 3.3.
Then, we need to control the time-change, and we will prove that Lemma 3.3 holds with

κ = 2+a. For this, remember that Vt ≤ 9
2S

a+1
t and therefore Vt ≤ 9

2 3
a+1 ((X

(1)
t )a+1+(X

(2)
t )a+1+

(X
(3)
t )a+1). All together, using also a union bound, Lemma 3.3 with κ = 2+a follows if we show

that for any b = a+ 1 > 0, for any large p

Px

(∫ t

0
(X(1)

u )bdu ≥ Atb+1
)
≤ CpA

−p . (4.6)

Again, we postpone the proof of (4.6) to Section 4.3, but we can now conclude thanks to Sec-
tion 3.3 that θn ≤ θ+ := κ(1 − 1

2δ+) = 2(1 − δ) + f(δ) with f(δ) = a(δ)(1 − δ), as stated in
Theorem 1.3.

Remark 4.2. We could try to optimize further the functional φ, for instance considering Z̃t :=
Sa
t (A

b
t − cPtS

2b−3
t ), for some constants a, b, c to be optimized over (the exponent 2b − 3 ensures

that the functional is of homogeneity a + 2b). We have used Matematica to help us with the
calculations of Vt, Dt, and guess a lower bound on Dt: it seems that, optimizing over a, b, c, one
would obtain the following upper bound on the decay exponent:

θ+ = 2(1− δ) +
1

4

(√
(6− 5δ)2 +

144 δ2(1− δ)

16 + 9δ
− (6− 5δ)

)
However, the calculations are very intricate and the effort seems excessive compared to the im-
provement of the bound from Theorem 1.3 — we have here supδ∈[0,1][θ+ − 2(1− δ)] ≈ 0.048.

4.3 Control of the time-change processes: proof of (4.2)-(4.5) and (4.6)

We first show (4.2) and (4.6) before we turn to (4.5), which is an improvement of (4.2). Such
bounds should be classical, but we were not able to find references, so we prove them by elemen-
tary (and robust) methods.

4.3.1 Proof of (4.2) and (4.6)

Let us denote Xt := X
(1)
t for simplicity. First of all, notice that by scale invariance, we have

that, for any b ≥ 0, ∫ t

0
(Xu)

bdu
(d)
= tb+1

∫ 1

0
(Xu)

bdu

(with a different starting point). Therefore, taking b = 1 in (4.2) and b = 1 + a in (4.6), it is
enough show that for any x ∈ [0, 1],

Px

(∫ 1

0
(Xu)

bdu ≤ ε
)
≤ Cpε

p , Px

(∫ 1

0
(Xu)

bdu ≥ A
)
≤ CpA

−p .

In fact, we will show much stronger bounds: we show that there is some γ = γb > 0 and some
constant c > 0 such that

Px

(∫ 1

0
(Xu)

bdu ≤ ε
)
≤ e−cε−γ

, Px

(∫ 1

0
(Xu)

bdu ≥ A
)
≤ e−cAγ

. (4.7)

Before we prove this, let us show a simple technical lemma that controls the supremum and
infimum of a continuous Markov process (Ys)s≥0. The content and the proof of this Lemma are
inspired by Etemadi’s maximal inequality, see e.g. [4, Thm. 22.5].
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Lemma 4.3. Let (Ys)s≥0 be a continuous (time-homogeneous) Markov process. Let A > 0.
Then, for any x ∈ [0, A/2],

Px

(
sup
s∈[0,t]

Ys > A
)
≤ Px

(
Yt > A/2

)
+ sup

s∈[0,t]
PA

(
Ys ≤ A/2

)
.

Also, for any x ≥ 4A,

Px

(
inf

s∈[0,t]
Ys ≤ A

)
≤ Px

(
Yt ≤ x/2

)
+ sup

s∈[0,t]
PA

(
Ys > x/2

)
.

Proof. Let us start with the first inequality. Let τA := inf{s, Ys = A} and write

Px

(
sup
s∈[0,t]

Ys > A
)
≤ Px

(
Yt > A/2

)
+ Px

(
τA < t, Yt ≤ A/2

)
.

Then, applying the (strong) Markov property at time τA, on the event {τA < t} we have that
Px(Yt ≤ A/2 | FτA) = φt(τA) with φt(s) := PA(Yt−s ≤ A/2). We therefore obtain

Px

(
τA < t, Yt ≤ A/2

)
= Ex

[
1{τA<t}φt(τA)

]
≤ sup

s∈[0,t]
φt(s) ,

which gives the first inequality.
For the second inequality, we use a similar reasoning: we write

Px

(
inf

s∈[0,t]
Ys < A

)
≤ Px

(
Yt < x/2

)
+ Px

(
τA < t, Yt ≥ x/2

)
.

Then, applying the (strong) Markov property at time τA, on the event τA < t we have that
Px(Yt ≥ x/2 | FτA) = φ̃t(τA) with φ̃t(s) := PA(Yt−s ≥ x/2). We therefore obtain

Px

(
τA < t, Yt ≥ x/2

)
= Ex

[
1{τA<t}φ̃t(τA)

]
≤ sup

s∈[0,t]
φ̃t(s) ,

which gives the second inequality.

Let us now prove the second inequality in (4.7), which is the simpler of the two. We have

Px

(∫ 1

0
(Xu)

bdu ≥ A
)
≤ Px

(
sup

u∈[0,1]
Xu ≥ A1/b

)
≤ Px

(
Xu ≥ 1

2A
1/b

)
+ sup

u∈[0,1]
PA1/b

(
Xu ≥ 1

2A
1/b

)
,

where we have used Lemma 4.3 for the last inequality. Now, recall that (Xt)t≥0 is a squared
Bessel process of dimension δ, so that we have

Px

(
Xu ≥ 1

2A
1/b

)
≤ e−cA1/b

, PA1/b

(
Xu ≤ 1

2A
1/b

)
≤ e−cu−1A1/b ≤ e−cA1/b

. (4.8)

Indeed, these bounds can be easily deduced from the expression of the transition density of
squared Bessel processes, see for instance [24, Ch. XI, Cor. 1.4]. This concludes the proof of the
second part of (4.7).

We now turn to the first inequality in (4.7). We let γ = 1
(4b+4) < 1, and we write

Px

(∫ 1

0
(Xu)

bdu ≤ ε
)
≤ Px

(
sup

u∈[0,1]
Su ≤ εγ

)
+ Px

(∫ 1

0
(Xu)

bdu ≤ ε , sup
u∈[0,1]

Xu ≥ εγ
)
. (4.9)

For the first term in (4.9), we use a rough bound: we use the Markov property at every time
(i− 1)εγ for i ∈ {1, . . . , ε−γ},

Px

(
sup

u∈[0,1]
Xu ≤ εγ

)
≤

(
sup

x∈[0,εγ ]
Px

(
sup

u∈[0,εγ ]
Xu ≤ εγ

))ε−γ

≤ e−c ε−γ
, (4.10)
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where for the second inequality we have used that, by scale invariance and comparison,

sup
x∈[0,εγ ]

Px

(
sup

u∈[0,εγ ]
Xu ≤ εγ

)
= P0

(
sup

u∈[0,1]
Xu ≤ 1

)
=: e−c .

Let us now control the second term in (4.9). We set r := 2+b
2+2b and we decompose the

probability according to the interval of the form [(i− 1)εr, iεr] where the supremum is attained,
on which the infimum also need to be smaller than ε(1−r)/b (otherwise the integral on this interval
would be larger than ε). Then, the last term of (4.9) is upper bounded by:

Px

(
∃ i ∈ {1, . . . , ε−r} , sup

u∈[(i−1)εr,iεr]
Xu ≥ εγ , inf

[(i−1)εr,iεr]
Xu ≤ ε(1−r)/b

)
≤ ε−r sup

x∈R+

Px

(
sup

u∈[0,εr]
Xu ≥ εγ , inf

[0,εr]
Xu ≤ ε2γ

)
,

having used subadditivity and the fact that (1 − r)/b = 2γ for the last inequality (recall that
γ := 1/(4 + 4b)).

We then consider two cases for the last probability: either x ≤ 4ε2γ , or x ≥ 4ε2γ . In the case
where x ≤ 4ε2γ , by comparison and scaling, we bound the probability by

P4ε2γ

(
sup

u∈[0,εr]
Xu ≥ εγ

)
= P4

(
sup

u∈[0,εr−2γ ]

Xu ≥ ε−γ
)
.

Now from our choices of γ, r we have r − 2γ = 1
2 > 0, so εr−2γ ≤ 1. From that we bound the

above probability by

P4

(
sup

u∈[0,1]
Xu ≥ ε−γ

)
≤ P4

(
X1 >

1
2ε

−γ
)
+ sup

u∈[0,1]
Pε−γ

(
Xu <

1
2ε

−γ
)
,

using Lemma 4.3. Using the fact that (Xt)t≥0 is a squared Bessel process, we conclude analo-
gously to (4.8) that both probabilities are bounded by exp(−c ε−γ).

In the case where x ≥ 2ε2γ , by comparison and scaling, we bound the probability by

P4ε2γ

(
inf

u∈[0,εr]
Xu ≤ ε2γ

)
= P4ε−1/2

(
inf

u∈[0,1]
Xu ≤ ε−1/2

)
≤ P4ε−1/2

(
X1 ≤ 2ε−1/2

)
+ sup

u∈[0,1]
Pε−1/2

(
Xu > 2ε−1/2

)
,

where we have also used the fact that 2γ−r = −1
2 ; the second inequality comes from Lemma 4.3.

Again, analogously to (4.8), both probabilities are bounded by exp(−c ε−1/2). This concludes
the proof of the second part of (4.7).

4.3.2 Proof of (4.5)

To simplify notation, we let m = n− 2 and we denote

P
(m)
t :=

m∏
i=1

X
(i)
t .

First of all, note that, by scaling and comparison, we have that

Px

(∫ t

0
P

(m)
t du ≤ εtm+1

)
≤ P0

(∫ 1

0
P

(m)
t du ≤ ε

)
.

We now show the following lemma, of which point (3) is exactly (4.5).

Lemma 4.4. Let m ≥ 1 be a fixed integer and let P (m)
t :=

∏m
i=1X

(i)
t . Then, for all p ≥ 1, we

have that there is a constant Cp = Cp,m > 0 such that:
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(1) E0

[(
sup

0≤s<t≤1

|P (m)
t − P

(m)
s |

(t− s)1/4

)p
]
≤ Cp;

(2) P0

(
sup

s∈[0,1]
P (m)
s ≤ ε

)
≤ Cpε

p;

(3) P0

(∫ 1

0
P (m)
s ds ≤ ε

)
≤ Cp ε

p.

Proof. First of all, let us simplify notation and write Pt := P
(m)
t and P := P0. To prove the first

point, it suffices to show (by the Kolmogorov criterion, see [24, Thm. 2.1]) that for all p ≥ 1,

∀0 ≤ s < t ≤ 1, E
[
|Pt − Ps|p

]
≤ cp|t− s|p/2 . (4.11)

From the Itô formula, we have that

Pt − Ps = 2

∫ t

s

m∑
i=1

√
X

(i)
u

∏
j ̸=i

X(j)
u dW (i)

u + δ

∫ t

s

m∑
i=1

∏
j ̸=i

X(j)
u du , (4.12)

and using Burkholder-Davis-Gundy’s inequality (see e.g. [24, Thm. 4.1]), we get that

E
[
|Pt − Ps|p

]
≤ c′pE

[( ∫ t

s

m∑
i=1

X(i)
u

∏
j ̸=i

(
X(j)

u

)2
du

)p/2]
+ c′′pE

[( ∫ t

s

m∑
i=1

∏
j ̸=i

X(j)
u du

)p]
.

We finally obtain (4.11) by dominating, into the integrals, all the X(i) by their supremum on
[0, 1] (which are independent and admit a moment of order p for all p ≥ 1).

We now prove points (2)-(3) by iteration on m ≥ 1. The case m = 1 has already been treated
in Section 4.3.1, so we now take m ≥ 2 and suppose that points (2)-(3) hold for m− 1.

Let us start to show that point (2) holds for m. First of all, observe from (4.12) that Pt is a
time-changed square Bessel process Q(δ) of dimension δ, i.e. Pτt = Q

(δ)
t , where τt is the inverse

of

ρt :=

∫ t

0

m−1∑
i=1

∏
j ̸=i

X(j)
u du .

Then we can write

P
(
sup
[0,1]

Ps ≤ ε
)
= P

(
sup
[0,ρ1]

Q(δ)
s ≤ ε

)
≤ P

(
ρ1 ≤

√
ε
)
+ P

(
sup
[0,

√
ε]

Q(δ)
s ≤ ε

)
.

By scaling, the second term equals P(sup[0,1]Q
(δ)
s ≤

√
ε) which is bounded by e−c

√
ε as seen

in (4.10). Moreover, since ρ1 is the integral of products of m− 1 independent Bessel processes,
one can use point (3) with m− 1 to get that, for any p ≥ 1, we have P(ρ1 ≤

√
ε) ≤ C ′

pε
p. This

proves point (2) for m.
We now turn to point (3). Let us denote

P ∗ := sup
s∈[0,1]

Ps, and K := sup
0≤s<t≤1

|Pt − Ps|
|t− s|1/4

,

and let t∗ ∈ [0, 1] be such that P ∗ = Pt∗ . Since by definition of K we have Pt ≥ P ∗−K|t− t∗|1/4,
we obtain that for all ε > 0,∫ 1

0
Psds ≥

∫ 1

0
1{|s−t∗|≤ 1

2
ε7/8}Psds ≥ ε7/8P ∗ −Kε35/32 ≥ ε7/8P ∗ −Kε9/8 .

We therefore get that

P
(∫ 1

0
Psds ≤ ε

)
≤ P

(
P ∗ ≤ 2ε1/8

)
+ P

(
P ∗ ≥ 2ε1/8, ε7/8P ∗ −Kε9/8 ≤ ε

)
≤ P(P ∗ ≤ 2ε1/8) + P(K ≥ ε−1/8) .
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Hence, using point (2) for the first probability and Markov’s inequality and point (1) for the
second one, we obtain that for any p ≥ 1, both terms are bounded by Cpε

p. This proves point (3)
for m, concludes the recursion and proves the Lemma.

A Calculations from Section 4.2

In this section, we give some details on the tedious calculations from Section 4.2. We recall that
the function φ is defined as φ(x) = Sa

(
A− P

S

)
where a ∈ [0, 1] and

S = x1 + x2 + x3, A = x1x2 + x2x3 + x3x1, P = x1x2x3.

Our aim here is to show the three following identities

3∑
i=1

∂φ

∂xi
= Sa−1

(
2S2 + (3a− 1)A+ 3(1− a)

P

S

)
, (A.1)

3∑
i=1

xi
∂2φ

∂x2i
= Sa−1

(
a(a+ 3)A+ (1− a)(a+ 4)

P

S

)
, (A.2)

3∑
i=1

xi

( ∂φ
∂xi

)2
= S2a−1

(
A− P

S

)(
S2 + a(a+ 4)A+ (1− a)(a+ 5)

P

S

)
. (A.3)

Since φ is a function of (S,A, P ), we rely on the chain-rule formula to compute the derivatives
of φ. More precisely, we have

∂φ

∂xi
=
∂φ

∂S

∂S

∂xi
+
∂φ

∂A

∂A

∂xi
+
∂φ

∂P

∂P

∂xi
=: Hi + Fi +Gi ,

where

H := Hi = aSa−1A+ (1− a)Sa−2P, Fi = Sa(xi+1 + xi+2), Gi = −Sa−1xi+1xi+2.

Here, we used the convention that x4 = x1 and x5 = x2. Regarding (A.1), we get

3∑
i=1

∂φ

∂xi
= 3H + 2Sa+1 − Sa−1A = Sa−1

(
2S2 + (3a− 1)A+ 3(1− a)

P

S

)
Let us now compute (A.3). We start by writing

3∑
i=1

xi

( ∂φ
∂xi

)2
=

3∑
i=1

xi

(
H2 + F 2

i +G2
i + 2HFi + 2HGi + 2FiGi

)
.

Then, computing carefully all of the above six terms, we see that

3∑
i=1

xiH
2 = S2a−1

(
a2A2 + 2a(1− a)A

P

S
+ (1− a)2

P 2

S2

)
,

3∑
i=1

xiF
2
i = S2a−1S2

(
A+ 3

P

S

)
,

and
3∑

i=1

xiG
2
i = S2a−1A

P

S
,

3∑
i=1

2xiHFi = 4S2a−1
(
aA2 + (1− a)A

P

S

)
and

3∑
i=1

2xiHGi = −6S2a−1
(
aA

P

S
+ (1− a)

P 2

S2

)
,

3∑
i=1

2xiFiGi = −4S2a−1S2P

S
.
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Recombining all the terms, one can easily check that (A.3) holds. Let us now compute the second
derivatives of φ. Differentiating in chain with respect to (S,A, P ), we get

∂H

∂xi
= a(a− 1)Sa−2A+ aSa−1(xi+1 + xi+2) + (1− a)(a− 2)Sa−3P + (1− a)Sa−2xi+1xi+2

and
∂Fi

∂xi
= aSa−1(xi+1 + xi+2),

∂Gi

∂xi
= (1− a)Sa−2xi+1xi+2.

With these identities at hand and since ∂2φ
∂x2

i
= ∂H

∂xi
+ ∂Fi

∂xi
+ ∂Gi

∂xi
, one gets that

3∑
i=1

xi
∂2φ

∂x2i
= Sa−1

(
a(a− 1)A+ 2aA+ (1− a)(a− 2)

P

S
+ 3(1− a)

P

S
+ 2aA+ 3(1− a)

P

S

)
,

which concludes that (A.2) holds.

B Relation with a spectral problem on a bounded domain

We now come back to the last discussion in Section 2.3 about the relation with a spectral problem
for a certain operator on a bounded domain. Recall the definitions of the symmetric polynomials

St := X
(1)
t +X

(2)
t +X

(3)
t , At := X

(1)
t X

(2)
t +X

(2)
t X

(3)
t +X

(3)
t X

(1)
t , Pt := X

(1)
t X

(2)
t X

(3)
t ,

and that H3 = inf{t ≥ 0, At = 0}. The generator L̃ of (St, At, Pt)t≥0 can be computed explicitly
and (after calculation) it can be expressed as follows: for a C2((R∗

+)
3) function ψ(s, a, p) with

compact support,

L̃ψ = 2s∂2ssψ + 2(sa+ 3p)∂2aaψ + 2ap∂2ppψ + 8a∂2saψ+12p∂2spψ + 8ps∂2apψ

+ 3δ∂sψ + 2δs∂aψ + δa∂pψ .
(B.1)

We can now factorize the dynamics between a “radial” process (St)t≥0 and an “angular”
process (Āt, P̄t) := (At/S

2
t , Pt/S

3
t ), similarly to what is done in Section 2.1. Indeed, if in (B.1)

we take a function ψ of the form ψ(s, a, p) = ϕ(s)φ(a/s2, p/s3), we obtain after calculations that

L̃ψ(s, a, p) = φ(a/s2, p/s3)L1
3δϕ(s) +

ϕ(s)

s
L̄φ(a/s2, p/s3), (B.2)

where L1
3δ is the generator of a Bessel process of dimension 3δ in R+ and L̄ is given by

L̄φ := 2(u(1− 4u) + 3v)∂2uuφ+ 2v(u− 9v)∂2vv + 8v(1− 3u)∂2uv

+ 2
(
δ(1− 3u)− 2u

)
∂uφ+

(
δ(u− 9v)− 12v

)
∂vφ .

We stress that this decomposition makes sense for S0 ̸= 0 and for times t < inf{u ≥ 0, Su = 0};
in particular it makes sense before the hitting time H3 (since St = 0 implies that At = 0).

Splitting L̃ as in (B.2) means that the angular process (Āt, P̄t) is a time-changed (by
∫ t
0 S

−1
u du)

diffusion (Ut, Vt) generated by L̄ and independent of (St)t≥0. Now, one can check that the angular
process (Āt, P̄t)t≥0 evolves in a bounded domain of (R+)

2 (with boundary), which is determined
by computing the determinant of the principal symbol of L̄. After calculations, one can verify
that the angular process lives in a “curved” triangle T̄ described by

T̄ :=
{
(a, p) ∈ [0,+∞[2: p(−4a3 + a2 + 18ap− 4p− 27p2) ≥ 0

}
.

We provide in Figure 3 an illustration of the domain T̄ .
Now we can relate our question about the persistence exponent θ3 to a spectral problem

for the generator L̄ on the bounded domain T̄ , in the following way. The idea is to find a
non-negative function ψ which is null only when a = 0 and which is L̃-harmonic, i.e. such that
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Figure 3: Illustration of the domain T̄ in which the “angular” process (Āt, P̄t))t≥0 lives. The hitting
time H3 is equal to inf{t ≥ 0 , Āt = 0}, so it is related to the hitting time of the vertex (0, 0) in T̄ .

L̃ψ = 0. With this function ψ at hand, one obtains that ψ(St, At, Pt) is a time-changed Brownian
motion6, which hits 0 only when Xt hits A. In view of the factorization property described above,
we can look for ψ in the form ψ(s, a, p) = sθφ(a/s2, p/s3) (with θ and φ to be determined): by
the splitting (B.2) given above, ψ is L̃-harmonic if and only if φ verifies the eigenvalue problem
L̄φ = µφ, where µ is such that θ(θ − 1 + 3δ/2) + µ = 0. All together, one ends up with the
following time-changed Brownian motion:

ψ(St, At, Pt) = Sθ
t φ(Āt, P̄t) = Bρt ,

where ρt is given by t 7→ ρt =
∫ t
0 4S

2θ−1
r g(Ār, P̄r)dr, and with

g(u, v) := θ2φ(u, v)2 + (u(1− 4u) + 3v)(∂uφ(u, v))
2

+ (u− 9v)v(∂vφ(u, v))
2 + 4v(1− 3u)∂uφ(u, v)∂vφ(u, v) .

Then, we have P(H3 > t) = P(TB > ρt) where TB is the hitting time of 0 by a Brownian motion B.
Since ρt scales like t2θ, one should get (after controlling the time-change), that P(H3 > t) behaves
like t−θ as t→ ∞.

To summarize, if one finds (µ, φ) such that L̄φ = µφ with a function φ : T̄ → R+ which
vanishes only when the first coordinate is zero, then applying our strategy one should obtain
that the persistent exponent θ3 is the solution of θ3(θ3 − 1 + 3δ/2) + µ = 0.
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