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Spatial Multiplexing in Near-Field
Line-of-Sight MIMO Communications:
Paraxial and Non-Paraxial Deployments

Juan Carlos Ruiz-Sicilia, Student Member, IEEE, Marco Di Renzo, Fellow, IEEE, Placido
Mursia, Member, IEEE, Aryan Kaushik, Member, IEEE, Vincenzo Sciancalepore, Senior Member, IEEE

Abstract—Sixth generation (6G) wireless networks are envi-
sioned to include aspects of energy footprint reduction (sus-
tainability), besides those of network capacity and connectivity,
at the design stage. This paradigm change requires radically
new physical layer technologies. Notably, the integration of
large-aperture arrays and the transmission over high frequency
bands, such as the sub-terahertz spectrum, are two promising
options. In many communication scenarios of practical interest,
the use of large antenna arrays in the sub-terahertz frequency
range often results in short-range transmission distances that
are characterized by line-of-sight channels, in which pairs of
transmitters and receivers are located in the (radiating) near field
of one another. These features make the traditional designs, based
on the far-field approximation, for multiple-input multiple-output
(MIMO) systems sub-optimal in terms of spatial multiplexing
gains. To overcome these limitations, new designs for MIMO
systems are required, which account for the spherical wavefront
that characterizes the electromagnetic waves in the near field,
in order to ensure the highest spatial multiplexing gain without
increasing the power expenditure. In this paper, we introduce an
analytical framework for optimizing the deployment of antenna
arrays in line-of-sight channels, which can be applied to paraxial
and non-paraxial network deployments. In the paraxial setting,
we devise a simpler analytical framework, which, compared to
those available in the literature, provides explicit information
about the impact of key design parameters. In the non-paraxial
setting, we introduce a novel analytical framework that allows us
to identify a set of sufficient conditions to be fulfilled for achieving
the highest spatial multiplexing gain. The proposed designs are
validated with numerical simulations.
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I. INTRODUCTION

Multiple-input-multiple-output (MIMO) is a well-
established technology, owing to its potential in boosting
the rate of wireless networks by means of highly directional
beamforming and spatial multiplexing capabilities, i.e.,
the possibility of serving many users in the same time-
frequency resource with minimal interference [1]. Several
current wireless communication systems, such as the fourth
generation (4G), the fifth generation (5G) and wireless-fidelity
(Wi-Fi), as well as the upcoming sixth generation (6G), rely
on the MIMO technology to fulfill their requirements in
terms of throughput, reliability and multiple access [2]. In
this context, the typical communication scenario considered
in the literature consists of two multi-antenna transceivers
deployed in a wireless channel characterized by the presence
of strong multipath components, i.e., there exist several
scattered paths between a multi-antenna transmitter and
receiver, that effectively create a MIMO channel with a high
rank. As a result, by assuming coherent signal processing at
the multi-antenna transmitter, i.e., by exploiting the available
knowledge of the propagation channel, the system capacity
scales linearly with the multiplexing gain, which, in turn,
depends on the minimum number of antennas available at the
transmitter and receiver [3].

In recent years, in addition, the research community has
shown considerable interest in exploiting high frequency
bands, e.g., millimeter wave (mmWave) and sub-terahertz
(THz) frequencies, for communication, due to the abundant
availability of spectrum, which may potentially bring unprece-
dented gains in system performance [4], [5]. At high frequency
bands, wireless channels are characterized by a strong line-
of-sight (LoS) component, i.e., the direct link between a
transmitter and a receiver is predominant, while the multipath
becomes sparse as a result of material absorption and atmo-
spheric attenuation [6]. In mobile communications, LoS links
are often deemed to be low performing due to the low rank of
the associated communication channel, which do not allow to
effectively transmit multiple data streams concurrently, even if
the transmitters and receivers are equipped with multi-antenna
transceivers. This is because multi-antenna transceivers of
moderate size that operate at low frequencies are typically
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Table I: Maximization of the DoF in LoS MIMO: Summary of related research works. The definitions of paraxial and non-
paraxial deployments, and the models and approximations for the wavefront are given in Section II-A.

SNR regime Array type Array orientation Deployment Wavefront approximation References
High ULA Broadside Paraxial Parabolic [13], [14]
High UPA Broadside Paraxial Parabolic [15]
High ULA Arbitrary Paraxial Parabolic with projection [16]
High UPA Arbitrary Paraxial Parabolic with projection [17]
Any ULA Arbitrary Paraxial Parabolic with projection [18], [19]
Any UPA Arbitrary Paraxial Parabolic with projection [20]
High UPA Arbitrary Paraxial and non-paraxial Quartic This paper

designed to communicate at distances that exceed the Fraun-
hofer far-field distance, resulting in signals characterized by
planar wavefronts [7].

At high frequencies, however, the signal power decays
rapidly with the transmission distance, and hence the com-
munication links are typically established over short distances
and by relying on large antenna arrays. Therefore, multi-
antenna transceivers of large size that operate at high fre-
quencies do not necessarily operate at distances that exceed
the Fraunhofer far-field distance, resulting in received signals
that are characterized by spherical wavefronts. As a conse-
quence, there is a renowned and increasing interest in near-
field communications, i.e., network deployments in which
the distance between the transmitters and receivers is shorter
than the Fraunhofer far-field distance. Such short communi-
cation ranges offer opportunities for minimizing the energy
expenditure of wireless systems, since the available power
budget can be efficiently used while guaranteeing optimized
system performance. Notably, the spherical wavefront that
characterizes the electromagnetic waves can be leveraged for
beam focusing, i.e., to concentrate the energy towards specified
locations, in contrast to specified directions, as it is allowed
through conventional beam steering designs obtained based on
the far-field approximation [7]. Due to the high energy con-
centration capability, beam focusing is viewed as an enabler
to reduce the transmit power and the interference, paving the
way towards energy sustainable communications [8]. Under
such conditions, conventional plane-wave approximations are
not accurate anymore, as they lead to sub-optimal designs
that do not provide the highest spatial multiplexing gain, thus
deteriorating the spectral and energy efficiencies [9].

For example, thanks to the large aperture of typical sub-
THz devices, which are characterized by a large number of
antennas in a relatively small space, and the short transmission
range of typical sub-THz transmission links, recent works have
shown that it is possible to effectively support multiple data
streams, even in LoS MIMO settings [10]. However, this is
only possible by appropriately modeling and exploiting the
spherical wavefront of the transmitted signals in the near
field [11]. By relying on correct signal models, it is thus
possible to design MIMO communication links that maximize
the number of degrees of freedom (DoF) of a communication
channel, i.e., the spatial multiplexing gain, while not increasing
the amount of transmitted power and efficiently utilizing all
the available radio frequency chains [12], which inherently
leads to energy sustainable physical layer designs for wireless
communications.

A. State-of-the-art on Near-field LoS MIMO Communications

Recent works [13]–[17] have shown that MIMO commu-
nication links in LoS conditions (often referred to as LoS
MIMO) can be appropriately optimized by considering near-
field features. The proposed methods aim to decorrelate the
received signals, by carefully designing the transmit and
receive antenna arrays in terms of size and inter-element
distances. In a nutshell, the overarching design criterion con-
sists of optimizing the locations of the multiple antennas at
the transmitters and receivers such that the resulting MIMO
channel matrix has a full rank even in the absence of multipath
propagation [5]. The relevance of optimizing the locations
of the antenna elements in multi-antenna arrays is increasing
even further lately, thanks to the development of new antenna
technologies, including fluid antennas, movable antennas, and
conformal metamorphic metasurfaces [21], [22]. The methods
and analysis presented next can be directly applied to these
emerging antenna technologies, when the maximization of the
DoF is the metric of interest.

A summary of state-of-the-art research works on the maxi-
mization of the DoF in LoS MIMO channels is given in Table
I. In [13], the authors identify the sensitivity of the rank of
LoS MIMO channels as a function of the antenna spacing.
Moreover, it is shown that the orthogonality of the MIMO sub-
channels under LoS conditions can only be ensured for short
transmission ranges, i.e., in the near field. The design of near-
field spatial multiplexing schemes for application to indoor
mmWave MIMO channels is discussed in [14]. Specifically,
the authors consider a uniform linear array (ULA) with a con-
strained form factor, and they show that sparse array designs,
i.e., when the inter-distances between the antenna-elements
are larger than half of the wavelength, result in a spatially
uncorrelated channel matrix, hence effectively providing the
maximum number of spatial DoF. The optimal inter-distance
between the antenna arrays is identified, and it is shown to
fulfill the Rayleigh criterion. In [15], it is shown that two
communicating rectangular lattice antenna arrays, i.e., two
uniform planar arrays (UPAs), including rectangular arrays,
square arrays, and ULAs, can achieve the maximum spatial
multiplexing gain, provided that the inter-distance between
the antenna elements is appropriately designed. The aforemen-
tioned papers consider a scenario in which the transmitting and
receiving arrays are aligned in the broadside of each other. A
more general analysis, which can be applied to geometrical
models that account for any orientations of the transmitting
and receiving arrays, is presented in [16] for ULAs and in [17]
for rectangular UPAs, respectively. Therein, the analysis is car-
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ried out by assuming the so-called parabolic wavefront model
(or approximation) [23], which can be applied in the near field
provided that the transmission distance is much larger than the
physical size of the transmitting and receiving arrays. In the
literature, this is often referred to as the paraxial setting. These
research works assume that the LoS MIMO communication
link operates at high signal-to-noise ratio (SNR) values. In
this operating regime, it is desirable to have a full-rank
MIMO channel matrix with equal singular values, in order
to maximize the spectral and energy efficiencies, assuming
the same total consumed power. In the low SNR regime, on
the other hand, maximizing the received power is essential,
and this scenario requires to beamform the transmitted signal
over a channel whose maximum singular value is as large
as possible. In [18], the authors analyze the impact of the
SNR when optimizing LoS MIMO channels, and they show
that, in order to strike a balance between spatial multiplexing
and beamforming, the multi-antenna arrangements need to
depend on the SNR. Accordingly, the authors of [19] propose
to configure ULAs based on SNR-dependent rotations that
maximize the rate. In [20], the same authors generalize the
approach to UPAs, in order to reduce the array footprints.

B. Paper Contributions

Against this background, we advance the state of art on
modeling and optimizing LoS MIMO channels by introducing
an analytical framework for optimizing the deployment of
antenna arrays that can be applied to paraxial and non-
paraxial deployments, i.e., when the transmission distance
is not necessarily much larger than the physical size of the
antenna arrays at the transmitter and receiver. Specifically, we
provide two main contributions:

• In the paraxial setting, we devise a simpler analytical
framework than those available in the literature, e.g.,
in [17], which provides explicit information about the
impact of key design parameters, including the tilt and
rotation of the antenna arrays. The proposed approach
provides us with explicit analytical expressions for en-
suring the highest spatial multiplexing gain with no
restriction on the orientations and arrangements of the
antenna arrays.

• In the non-paraxial setting, we introduce a new analytical
framework that allows us to identify the conditions that
need to be fulfilled in order to achieve the highest spatial
multiplexing gain in LoS MIMO channels. To gain design
insights, we specialize the framework to MIMO deploy-
ments with linear arrays oriented in broadside. In this
case, we propose an approximated analytical framework
and introduce an optimized MIMO design that offers
the largest spatial multiplexing gain, provided that the
difference between the number of antennas at the two
arrays is greater than a minimum value. Such a minimum
number of excess antennas is estimated, in the considered
case study, as well. To the best of our knowledge, there
exist no contributions in the open technical literature that
have tackled this design and optimization problem in non-
paraxial settings.

In terms of methodology, the proposed approach capitalizes
on an approximation for spherical wavefronts that was recently
introduced in [24], which is referred to as the quartic wavefront
approximation, and that can be applied to both the paraxial
and non-paraxial settings. In [24], however, the approach was
applied to holographic MIMO channels and it has never been
applied to LoS MIMO channels. Compared with the typical
parabolic approximation for spherical wavefronts, the quartic
approximation can be applied to a universal system of coordi-
nates, hence resulting in simpler and more insightful analytical
expressions in the paraxial setting, as well as enabling the
analysis and optimization of LoS MIMO channels in non-
paraxial settings.

C. Paper Organization
The rest of the present paper is organized as follows. In

Section II, the system model is introduced, the proposed
analytical approach is presented, and the benefits with respect
to currently available frameworks are discussed. In Section III,
the paraxial setting is considered and the proposed analytical
approach is illustrated. In Section IV, the approach is gen-
eralized for application to the non-paraxial setting, and the
usefulness of the quartic approximation for spherical wave-
fronts is discussed. In Section V, extensive numerical results
are illustrated to validate the proposed analytical frameworks,
theoretical findings, and optimal design criteria for LoS MIMO
channels. Finally, conclusions are drawn in Section VI.

Notation: Bold lower and upper case letters represent vec-
tors and matrices. C𝑎×𝑏 denotes the space of complex matrices
of dimensions 𝑎×𝑏. (·)𝑇 denotes the transpose and (·)∗ denotes
the Hermitian transpose. I𝑁 denotes the 𝑁×𝑁 identity matrix.
A(𝑖, 𝑘) denotes the 𝑘-th element of the 𝑖-th row of matrix
A. 𝑗 is the imaginary unit. CN(𝜇, 𝜎2) denotes the complex
Gaussian distribution with mean 𝜇 and variance 𝜎2. max {𝑎, 𝑏}
returns the maximum between 𝑎 and 𝑏.

II. SYSTEM MODEL

We consider a MIMO system, wherein the transmitter
and receiver are UPAs with 𝐿 = 𝐿1𝐿2 and 𝑀 = 𝑀1𝑀2
antenna elements, respectively, where 𝐿1 (𝑀1) is the number
of antenna elements in the first principal direction and 𝐿2 (𝑀2)
is the number of elements in the second principal direction.
Without loss of generality, we assume that the larger array
acts as the receiver, i.e., 𝑀 ≥ 𝐿. This corresponds to a typical
uplink scenario. The transmitter lies on the 𝑥𝑧-plane and is
centered in c𝑡 = (0, 0, 0), while the receiver is centered in
c𝑟 = (𝑥𝑜, 𝑦𝑜, 𝑧𝑜). Hence, the distance between the center-
points of the antenna arrays is

|c𝑟 − c𝑡 | = |c𝑜 | =
√︃
𝑥2
𝑜 + 𝑦2

𝑜 + 𝑧2
𝑜 . (1)

The positions of the 𝑙-th transmit antenna element and the
𝑚-th receive antenna element are denoted by r𝑡

𝑙
= (𝑥𝑡

𝑙
, 𝑦𝑡

𝑙
, 𝑧𝑡

𝑙
) +

c𝑡 and r𝑟𝑚 = (𝑥𝑟𝑚, 𝑦𝑟𝑚, 𝑧𝑟𝑚) + c𝑟 , where 𝑎𝑡
𝑙

and 𝑎𝑟𝑚 are the local
coordinates at the transmitter and receiver, respectively, for the
𝑎-axis with 𝑎 = {𝑥, 𝑦, 𝑧}.

The received signal y ∈ C𝑀×1 can be formulated as follows:

y = Hx + n (2)
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where n is the additive white Gaussian noise at the receiver,
with n ∼ CN(0, 𝜎2I𝑀 ), x ∈ C𝐿×1 is the transmitted signal,
and H ∈ C𝑀×𝐿 is the channel matrix from the multi-antenna
transmitter to the multi-antenna receiver.

According to the considered system model, the channel
capacity is given as follows [25]:

𝐶 =

𝑅∑︁
𝑖=1

log2

(
1 + 𝑃𝑖

𝜎2𝜆𝑖

)
(3)

where 𝜆𝑖 is the 𝑖-th largest eigenvalue of G = H∗H, 𝑅 ≤ 𝐿

is the rank of G, and 𝑃𝑖 is the power allocated to the 𝑖-th
communication mode. The power allocation is subject to the
constraint

∑𝑅
𝑖=1 𝑃𝑖 = 𝑃𝑇 , where 𝑃𝑇 is the maximum power

budget at the transmitter.
In general, only some of the available communication

modes have a significant coupling intensity 𝜆𝑖 , and hence are
valuable for communication. Consequently, the optimal power
allocation policy, i.e., the waterfilling algorithm [25], allocates
little or no power to the weakly-coupled modes. A metric to
measure the number of effective communication modes is the
effective rank [26]. This metric, which is denoted by 𝑁eff , is
bounded by 𝑁eff ∈ [1, 𝑅]. The effective rank attains the upper
bound 𝑅 when all the eigenvalues 𝜆𝑖 are equal, and it attains
the lower bound when only one eigenvalue is non-zero.

In the high SNR regime, which is typical in LoS conditions,
as considered in this paper, the capacity is maximized when
the rank of G is 𝑅 = 𝐿 and the 𝑅 eigenvalues have the same
magnitude, which implies that 𝑁eff = 𝐿 and the equipower
allocation policy is optimal, i.e., 𝑃𝑖 = 𝑃𝑇/𝐿. This condition is
ensured when H is an orthogonal matrix, and hence G = 𝜆0I𝐿
with 𝜆0 being the magnitude of all the eigenvalues. Accord-
ingly, we need to ensure that the antenna elements of the arrays
are placed at locations that fulfill the following condition:

G(𝑢, 𝑣) =
𝑀∑︁
𝑚=1

[H(𝑚, 𝑢)]∗ H(𝑚, 𝑣) = 0 ∀𝑢 ≠ 𝑣 = 1, 2 . . . , 𝐿

(4)
which ensures that the matrix H is, by definition, orthogonal.

The effective rank is an appropriate figure of merit to
estimate the rank of G and to evaluate the similarity among
the eigenvalues of G, since it attains its upper bound when
all the eigenvalues are equal. Hence, it can be utilized as
the metric to verify the accomplishment of (4), by means of
numerical simulations. Next, we devise analytical expressions
for ensuring that (4) is fulfilled and, in Section V, we validate
them against the effective rank.

As far as the channel model is concerned, we assume a free-
space LoS propagation channel. Accordingly, the link from the
𝑙-th antenna of the MIMO transmitter to the 𝑚-th antenna of
the MIMO receiver can be modeled as [27]

H(𝑚, 𝑙) = 𝑒 𝑗𝑘0 |r𝑟𝑚−r𝑡
𝑙
|

4𝜋 |r𝑟𝑚 − r𝑡
𝑙
| (5)

where 𝑘0 = 2𝜋/𝜆 and |r𝑟𝑚 − r𝑡
𝑙
| is the distance between the

antenna elements.

Figure 1: Paraxial (a) and non-paraxial (b) settings.

A. Paraxial and Non-Paraxial Settings

According to (5), the signal emitted by the antenna array at
the transmitter has a spherical wavefront. When the physical
apertures of the transmitter and receiver, the signal wavelength,
and the transmission distance between their center-points fulfill
the Fraunhofer far-field condition, the MIMO system operates
in the far field, and the wavefront of the received signal can
be well approximated as planar. This implies that the columns
of the channel matrix H are correlated, and that, regardless of
the arrangements of the antenna elements, G has a unit rank,
i.e., 𝑁eff = 1.

If the antenna arrays are located closer than the Fraunhofer
far-field distance, the planar wavefront approximation is not
accurate anymore. However, there exists a region where the
apertures of the antenna arrays are still small compared with
the distance between their center-points but the wavefront of
the received signal is spherical. This occurs when the size of
the antenna arrays is sufficiently small as compared with the
distance between their center points. In mathematical terms,
this condition can be formulated as follows:

𝑥𝑡𝑙 , 𝑦
𝑡
𝑙 , 𝑧

𝑡
𝑙 , 𝑥

𝑟
𝑚, 𝑦

𝑟
𝑚, 𝑧

𝑟
𝑚 ≪ |c𝑜 | . (6)

This deployment scenario is illustrated in Fig. 1(a), and
it is referred to as the paraxial setting. Figure 1(a) shows
the antenna arrays in the broadside configuration, but the
condition in (6) is independent of the tilt and rotation of the
antenna arrays with respect to one another. In the paraxial
setting, the channel model in (5) can be simplified to make it
more tractable, as detailed in [17], [23]. Therein, the authors
utilize an approach that consists of (i) changing the system of
coordinates so that the centers of the two antenna arrays are
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aligned along the axis connecting their center-points and (ii)
projecting the arrays onto the plane that is perpendicular to the
axis that connects their center-points. By utilizing this change
of reference system, the conventional parabolic approximation
for spherical wavefronts can be applied and is sufficiently
accurate [23].

In [24], the authors propose an alternative approach based
on a quartic approximation for the spherical wavefront. This
approach is independent of the system of coordinates being
considered. It utilizes a simple parametrization to represent
the antenna arrays, which is not based on projections of the
antenna arrays, and that leads to a more insightful prob-
lem formulation and understanding of the obtained analytical
framework. The methods of analysis proposed in [17], [23] and
in [24] are equivalent in the paraxial setting. This is further
elaborated in Section III.

By contrast, when the antenna arrays are not in the paraxial
setting, i.e., (6) is not fulfilled, none of the two approaches
can be applied as originally reported in [17], [23] and [24].
An example of non-paraxial setting is shown in Fig. 1(b).
The large antenna array may represent a distributed multi-
antenna base station that communicates with a multi-antenna
user equipment, when the size of the base station and user
equipment are much larger and much smaller than the distance
between their center-points |c𝑜 |, respectively (uplink). We see
next that the optimal placements for the antennas of the base
station have inter-distances larger than half of the wavelength.

While none of the approaches reported in [17], [23] and
[24] can be applied directly, the method based on the quartic
approximation proposed in [24] can be generalized for ana-
lyzing the non-paraxial setting, since it is based on an inde-
pendent system of coordinates without the need for applying
projections. Specifically, we tackle the problem at hand by
partitioning the large antenna array in Fig. 1(b) into smaller
sub-arrays. Each sub-array is chosen to be small enough for
ensuring that the paraxial approximation holds true in a system
of coordinates that is common to all the sub-arrays. Under
these assumptions, the quartic approximation method can be
applied to the channel between the multi-antenna transmitter
and each sub-array of the multi-antenna receiver. On the other
hand, the approach based on projections cannot be directly
applied to the proposed method of analysis based on sub-
arrays, as it is not possible to align a single system of
coordinates with the many axis that connect the center of
each receiving sub-array with the center of the multi-antenna
transmitter. It is worth mentioning that the notion of array
of sub-arrays can be found in the literature [14], [18], [28],
but the proposed approach is different, since (i) we utilize
the decomposition in sub-arrays for modeling the non-paraxial
setting and (ii) we optimize the locations of the antenna
elements in each sub-array. In [14], [18], [28], the paraxial
setting is analyzed and the antenna elements in each sub-array
are spaced by half of the wavelength.

In Section III, we analyze the conditions for achieving
channel orthogonality when both the transmitter and the
receiver are deployed in the paraxial setting, by using the
quartic approximation. In Section IV, we derive the condi-
tions for ensuring channel orthogonality when the receiver is

Figure 2: Coordinate system for the paraxial setting.

large enough that the paraxial approximation is not fulfilled
anymore, by combining the quartic approximation with the
sub-array partitioning approach.

III. PARAXIAL SETTING

In this section, we identify the conditions to make the
channel matrix H orthogonal, i.e., to fulfill (4), in the case
of paraxial setting. First, we introduce the channel model
based on the paraxial approximation and then we analyze the
orthogonality condition in (4).

A. Paraxial Channel Model

Under the assumption in (6), the amplitude of (5) changes
slowly and it can be approximated as a constant over the
MIMO receiver, i.e., |r𝑟𝑚−r𝑡

𝑙
| ≈ |c𝑜 |. By contrast, the phase in

(5) is very sensitive to the variations of |r𝑟𝑚 − r𝑡
𝑙
|. By denoting∑

𝑓 (𝑎) = 𝑓 (𝑥) + 𝑓 (𝑦) + 𝑓 (𝑧), the distance |r𝑟𝑚 − r𝑡
𝑙
| in the

phase term can be approximated as

|r𝑟𝑚 − r𝑡𝑙 | =
√︃∑︁

(𝑎𝑟𝑚 + 𝑎𝑜 − 𝑎𝑡
𝑙
)2 (7)

= |c𝑜 |

√√√
1 +

𝜌

(
r𝑡
𝑙
, r𝑟𝑚

)
|c𝑜 |2

(8)

≈ |c𝑜 |
1 +

𝜌

(
r𝑡
𝑙
, r𝑟𝑚

)
2|c𝑜 |2

−
𝜌2

(
r𝑡
𝑙
, r𝑟𝑚

)
8|c𝑜 |4

 (9)

where

𝜌
(
r𝑡𝑙 , r

𝑟
𝑚

)
= 2

∑︁
𝑎𝑜 (𝑎𝑟𝑚 − 𝑎𝑡𝑙 ) +

∑︁
(𝑎𝑟𝑚 − 𝑎𝑡𝑙 )

2 (10)

≈ 2
∑︁

𝑎𝑜 (𝑎𝑟𝑚 − 𝑎𝑡𝑙 ). (11)

The approximation in (9) stems from Taylor’s approxima-
tion

√
1 + 𝑡 ≈ 1 + 𝑡/2 − 𝑡2/8. Also, the approximation in (11)

can be applied when 2
∑
𝑎𝑜 (𝑎𝑟𝑚 − 𝑎𝑡

𝑙
) ≫ ∑(𝑎𝑟𝑚 − 𝑎𝑡

𝑙
)2, i.e.,

when the misalignment between the centers of the arrays is
larger than the size of the arrays. Hence, (11) is suitable for
characterizing non-broadside settings, but it can not be applied
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in broadside settings, given that |𝑎𝑜 | ≪ 1, for at least two
Cartesian coordinates, in this latter case.

Compared with the typical parabolic approximation utilized
in the paraxial setting [17], [23], the proposed approximation
in (9) utilizes an additional term of the Taylor expansion.
This is because, as mentioned, the system of coordinates does
not coincide with the axis connecting the center-points of the
antenna arrays and no projections onto this axis are applied.
More specifically, the first-order term in (9) is dominant in
broadside deployments while the second-order term needs to
be added in non-broadside deployments. For this reason, the
exact formulation of 𝜌

(
r𝑡
𝑙
, r𝑟𝑚

)
in (10) needs to be utilized to

compute the first-order term in (9), while the approximated
formulation in (11) is sufficient to compute the second-order
term in (9). In mathematical terms, (9) can be approximated
as follows:

|r𝑟𝑚 − r𝑡𝑙 | ≈ |c𝑜 |
1 +

𝜌

(
r𝑡
𝑙
, r𝑟𝑚

)
2|c𝑜 |2

−
𝜌2

(
r𝑡
𝑙
, r𝑟𝑚

)
8|c𝑜 |4


≈ |c𝑜 |

1 +
2
∑
𝑎𝑜 (𝑎𝑟𝑚 − 𝑎𝑡

𝑙
) + ∑(𝑎𝑟𝑚 − 𝑎𝑡

𝑙
)2

2|c𝑜 |2

−

(∑
𝑎𝑜 (𝑎𝑟𝑚 − 𝑎𝑡

𝑙
)
)2

2|c𝑜 |4

 . (12)

The modeling approach in (12) is referred to as the quartic
approximation for the wavefront in [24]. Based on the quartic
approximation, the channel matrix in (5) can be expressed as
follows:

H ≈ 1
4𝜋 |c𝑜 |

FRXPF∗
TX (13)

where FTX ∈ C𝐿×𝐿 and FRX ∈ C𝑀×𝑀 are diagonal matrices
and P ∈ C𝑀×𝐿 is a non-diagonal matrix, which are defined as
follows:

FTX (𝑙, 𝑙) = exp

{
𝑗

𝑘0
2|c𝑜 |

[
(𝑥𝑡𝑙 )

2 + (𝑦𝑡𝑙 )
2 + (𝑧𝑡𝑙 )

2 − 2𝑥𝑜𝑥𝑡𝑙

−2𝑦𝑜𝑦𝑡𝑙 − 2𝑧𝑜𝑧𝑡𝑙 −
(𝑥𝑜𝑥𝑡𝑙 + 𝑧𝑜𝑧

𝑡
𝑙
)2

|c𝑜 |2

] }
(14)

FRX (𝑚, 𝑚) = exp

{
𝑗

𝑘0
2|c𝑜 |

[
(𝑥𝑟𝑚)2 + (𝑦𝑟𝑚)2 + (𝑧𝑟𝑚)2 + 2𝑥𝑜𝑥𝑟𝑚

+2𝑦𝑜𝑦𝑟𝑚 + 2𝑧𝑜𝑧𝑟𝑚 − (𝑥𝑜𝑥𝑟𝑚 + 𝑧𝑜𝑧
𝑟
𝑚)2

|c𝑜 |2

] }
(15)

P(𝑚, 𝑙) = exp

{
− 𝑗

𝑘0
|c𝑜 |

[
𝑥𝑟𝑚𝑥

𝑡
𝑙 + 𝑦𝑟𝑚𝑦

𝑡
𝑙 + 𝑧𝑟𝑚𝑧

𝑡
𝑙

−
(𝑥𝑜𝑥𝑟𝑚 + 𝑦𝑜𝑦

𝑟
𝑚 + 𝑧𝑜𝑧

𝑟
𝑚) (𝑥𝑜𝑥𝑡𝑙 + 𝑦𝑜𝑦

𝑡
𝑙
+ 𝑧𝑜𝑧

𝑡
𝑙
)

|c𝑜 |2

] }
. (16)

and the off-diagonal elements of FTX and FRX are equal to
zero, as they are diagonal matrices.

B. Channel Orthogonality
According to (13), the matrix G can be written as follows:

G =
1

(4𝜋 |c𝑜 |)2

[
FRXPF∗

TX
]∗ FRXPF∗

TX . (17)

Given that F∗
RXFRX = I𝑀 , (17) can be simplified as

G =
1

(4𝜋 |c𝑜 |)2 FTXP∗PF∗
TX . (18)

Since FTX is a diagonal matrix, it does not have any impact
on the diagonalization of G. Therefore, the orthogonality
condition in (4) can be expressed as follows:

𝑀∑︁
𝑚=1

[P(𝑚, 𝑢)]∗ P(𝑚, 𝑣) = 0 ∀𝑢 ≠ 𝑣 (19)

where 𝑢, 𝑣 = 1, 2, . . . , 𝐿 denote two generic antenna elements
of the MIMO transmitter.

To proceed further, we consider the following parametriza-
tion for the 𝑢-th and 𝑣-th antenna elements of the array at the
transmitter, and for the 𝑚-th antenna element of the array at
the receiver, respectively (see Fig. 2):

r𝑡𝑢 =
(
𝑢𝑐1𝛿

𝑡
1, 0, 𝑢

𝑐
2𝛿

𝑡
2
)
, r𝑡𝑣 =

(
𝑣𝑐1𝛿

𝑡
1, 0, 𝑣

𝑐
2𝛿

𝑡
2
)

(20)

r𝑟𝑚 =
(
𝛿𝑟1𝑚

𝑐
1 cos𝛼 − 𝛿𝑟2𝑚

𝑐
2 sin 𝛽 sin𝛼,

𝛿𝑟1𝑚
𝑐
1 sin𝛼 + 𝛿𝑟2𝑚

𝑐
2 sin 𝛽 cos𝛼, 𝛿𝑟2𝑚

𝑐
2 cos 𝛽

)
+ c𝑜 (21)

with

𝑢𝑐𝑎 = 𝑢𝑎 −
𝐿𝑎 − 1

2
, 𝑣𝑐𝑎 = 𝑣𝑎 −

𝐿𝑎 − 1
2

, (22)

𝑚𝑐
𝑎 = 𝑚𝑎 −

𝑀𝑎 − 1
2

(23)

where 𝑢 = (𝑢1 − 1)𝐿1 + 𝑢2, 𝑣 = (𝑣1 − 1)𝐿1 + 𝑣2, and 𝑚 =

(𝑚1−1)𝑀1+𝑚2, with 𝑢𝑎 = 1, 2, . . . , 𝐿𝑎 and 𝑣𝑎 = 1, 2, . . . , 𝐿𝑎

for 𝑎 = {1, 2} denote the indices of the 𝑢-th and 𝑣-th transmit
antenna element along the first (𝑎 = 1) and second (𝑎 = 2)
principal directions, respectively. Moreover, 𝑚1 = 1, 2, . . . , 𝑀1
and 𝑚2 = 1, 2, . . . , 𝑀2 denote the indices of the 𝑚-th receive
antenna element along the first and second principal directions,
respectively. Also, 𝛿𝑡1 (𝛿𝑟1) and 𝛿𝑡2 (𝛿𝑟2) denote the inter-
distances between the antenna elements in the first and second
principal directions, respectively. Lastly, the angles 𝛼 and 𝛽

denote a rotation and a tilt with respect to the 𝑥-axis and the
𝑧-axis, respectively. Based on the considered parametrization,
the positions of the antenna elements within the arrays are
determined based on their inter-distances. Since the inter-
distance is kept fixed for all the elements, the resulting design
corresponds to a uniform array.

Applying the parametrization in (17) and (18) to the matrix
P, it can be rewritten as

P(𝑚, 𝑢) = exp
{
− 𝑗

𝑘0
|c𝑜 |

[
(𝜏11𝛿

𝑡
1𝑢

𝑐
1 + 𝜏12𝛿

𝑡
2𝑢

𝑐
2)𝛿

𝑟
1𝑚

𝑐
1

+(𝜏21𝛿
𝑡
1𝑢

𝑐
1 + 𝜏22𝛿

𝑡
2𝑢

𝑐
2)𝛿

𝑟
2𝑚

𝑐
2
] }

(24)

where

𝜏11 = cos𝛼 − 𝑥𝑜𝜏1, 𝜏12 = −𝑧𝑜𝜏1 (25)
𝜏21 = − sin 𝛽 sin𝛼 − 𝑥𝑜𝜏2, 𝜏22 = cos 𝛽 − 𝑧𝑜𝜏2 (26)
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with 𝜏1 = (𝑥𝑜 cos𝛼+𝑦𝑜 sin𝛼) |c𝑜 |−2 and 𝜏2 = (−𝑥𝑜 sin 𝛽 sin𝛼+
𝑦𝑜 sin 𝛽 cos𝛼 + 𝑧𝑜 cos 𝛽) |c𝑜 |−2.

Inserting (24) in (19), we obtain the following expression
for ensuring the orthogonality:

𝑀1∑︁
𝑚1=1

𝑀2∑︁
𝑚2=1

exp
{
− 𝑗

𝑘0
|c𝑜 |

{[
𝜏11𝛿

𝑡
1 (𝑢1 − 𝑣1) + 𝜏12𝛿

𝑡
2 (𝑢2 − 𝑣2)

]
× 𝛿𝑟1

(
𝑚1 −

𝑀1 − 1
2

)
+

[
𝜏21𝛿

𝑡
1 (𝑢1 − 𝑣1) + 𝜏22𝛿

𝑡
2 (𝑢2 − 𝑣2)

]
× 𝛿𝑟2

(
𝑚2 −

𝑀2 − 1
2

)}}
= 0 ∀(𝑢1, 𝑢2) ≠ (𝑣1, 𝑣2) . (27)

The expression in (27) can be simplified by using the
geometric sum formula in [29, Eq. 3.1.10], which results in the
following orthogonality condition for all (𝑢1, 𝑢2) ≠ (𝑣1, 𝑣2):

sin [𝜋(𝛾11 (𝑢1 − 𝑣1) + 𝛾12 (𝑢2 − 𝑣2))]
sin [(𝜋/𝑀1) (𝛾11 (𝑢1 − 𝑣1) + 𝛾12 (𝑢2 − 𝑣2))]

× sin [𝜋(𝛾21 (𝑢1 − 𝑣1) + 𝛾22 (𝑢2 − 𝑣2))]
sin [(𝜋/𝑀2) (𝛾21 (𝑢1 − 𝑣1) + 𝛾22 (𝑢2 − 𝑣2))]

= 0 (28)

where
𝛾𝑎𝑏 =

𝜏𝑎𝑏𝑀𝑏

𝜆 |c𝑜 |
𝛿𝑟𝑏𝛿

𝑡
𝑎 ∀𝑎, 𝑏 = {1, 2} . (29)

In agreement with [17], we evince that the orthogonality
condition presented in (28) admits a solution provided that
at least one 𝛾𝑎𝑏 is equal to zero. This implies that it is not
necessary to ensure the channel separability, i.e., to express H
as the product of the channel matrices for each axis, in order
to achieve the desired orthogonality condition.

C. Novelty and Insights from the Orthogonality Condition in
(28)

Compared with the orthogonality condition obtained in [17],
which is expressed in terms of projections of the antenna
arrays onto the planes that are perpendicular to the axis con-
necting their center-points, the condition in (28) is expressed
in terms of parameters that are independent of the system
of coordinates. Therefore, the obtained expression is simpler
to be interpreted and to be used. If, for example, we wish
to analyze the impact of translating the antenna array at the
receiver by using the approach proposed in [17], we would
need to recompute the projections of both antenna arrays onto
the plane perpendicular to the new system of coordinates. With
the proposed formulation in (28), this is not needed and the
impact of a translation between the antenna arrays is apparent
from the considered parametrization.

In addition, it is easier to identify the setups of parameters
for which the orthgonality is achieved. Specifically, a close
inspection of (26) reveals that the orthogonality condition in
(28) can be formulated explicitly when either 𝜏12 = 0 or
𝜏21 = 0. This is elaborated next. It is pertinent to note that
the conditions 𝜏11 = 0 or 𝜏22 = 0 lead to network deployments
that either are of less practical relevance or are equivalent to
the network deployments corresponding to 𝜏12 = 0 or 𝜏21 = 0.
Therefore, these case studies are not discussed in this paper.

To obtain simple orthogonality criteria, let us further analyze
(28). Let us assume that there is a 𝛾𝑎𝑏 = 0 for 𝑎 ≠ 𝑏.

The function sin(𝜋𝛾𝑎𝑎 (𝑢𝑎 − 𝑣𝑎))/sin(𝜋𝛾𝑎𝑎 (𝑢𝑎 − 𝑣𝑎)/𝑀𝑎) is
a periodic function with period 𝑀𝑎/𝛾𝑎𝑎 and it has a zero
in 𝑛/𝛾𝑎𝑎 for 𝑛 ∈ (1, 𝑀𝑎 − 1). Then, we can ensure that the
condition in (19) is fulfilled, for (𝑢1−𝑣1) ≠ 0, when |𝛾𝑎𝑎 | = 1
and 𝑀𝑎 ≥ 𝐿𝑎. When (𝑢1 − 𝑣1) = 0, on the other hand, the
orthogonality condition in (19) is fulfilled by configuring the
array such that |𝛾𝑏𝑏 | = 1 and 𝑀𝑏 ≥ 𝐿𝑏. In summary, if the
arrays are in a setup in which the orthogonality is possible,
i.e., at least one 𝛾𝑎𝑏 can be set equal to zero, the following
conditions need to hold simultaneously for ensuring that the
channel orthogonality along the first and second principal
directions of the antenna arrays is fulfilled:

𝛿𝑟1𝛿
𝑡
1 =

𝜆 |c𝑜 |
𝑀1 |𝜏11 |

, 𝑀1 ≥ 𝐿1 (30)

𝛿𝑟2𝛿
𝑡
2 =

𝜆 |c𝑜 |
𝑀2 |𝜏22 |

, 𝑀2 ≥ 𝐿2 . (31)

It is worth mentioning that the orthogonality condition in
(30) can be ensured by setting |𝛾11 | = 𝑛1 and |𝛾22 | = 𝑛2 for
any positive integer 𝑛1 and 𝑛2. However, this results in large
antenna arrays for which the paraxial approximation may not
hold anymore. These setups are, therefore, of less interest from
a practical point of view.

In the following, to gain further insights onto the explicit
orthogonality conditions in (30), we analyze the case studies
in which the antenna arrays at the transmitter and receiver are
aligned either along the 𝑧-axis or along the 𝑥-axis.

1) Alignment along the 𝑧-axis: Let us assume that the
antenna arrays at the transmitter and receiver are aligned along
the 𝑧-axis, i.e., 𝑧𝑜 = 0. Then, 𝜏𝑎𝑏 can be simplified as follows:

𝜏11 = cos𝛼 − 𝑥𝑜
𝑥𝑜 cos𝛼 + 𝑦𝑜 sin𝛼

|c𝑜 |2
(32)

𝜏12 = 0 (33)

𝜏21 = − sin 𝛽 sin𝛼 − 𝑥𝑜
(−𝑥𝑜 sin 𝛽 sin𝛼 + 𝑦𝑜 sin 𝛽 cos𝛼)

|c𝑜 |2
(34)

𝜏22 = cos 𝛽 (35)

Based on the obtained conditions, we note that 𝜏12 = 0. This
implies that the matrix H can always be made orthogonal in
this deployment. The inter-distances ensuring the orthogonal-
ity condition are those obtained by inserting the obtained 𝜏11
and 𝜏22 into (30). Notably, we observe that 𝜏11 and 𝜏22 attain
their maximum values when the two arrays are deployed in
broadside, and hence, in this setup, the size of the antenna
arrays is the smallest according to (30).

2) Alignment along the 𝑥-axis: Let us assume that the
antenna arrays at the transmitter and receiver are aligned along
the 𝑥-axis, i.e., 𝑥𝑜 = 0. Then, 𝜏𝑎𝑏 can be simplified as follows:

𝜏11 = cos𝛼 (36)

𝜏12 = −𝑧𝑜𝑦𝑜 sin𝛼 |c𝑜 |−2 (37)
𝜏21 = − sin 𝛽 sin𝛼 (38)

𝜏22 = cos 𝛽 − 𝑧𝑜 (𝑦𝑜 sin 𝛽 cos𝛼 + 𝑧𝑜 cos 𝛽) |c𝑜 |−2. (39)

In this deployment scenario, none of the obtained 𝜏𝑎𝑏 (or
equivalently 𝛾𝑎𝑏) is equal to zero regardless of the considered
system parameters. This asymmetry between the case studies
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in which the antenna arrays are aligned along the 𝑧-axis and
𝑥-axis is only due to the considered parametrization, which is
formulated by first applying the tilt 𝛽 and then the rotation 𝛼.
By inverting these operations, the conditions obtained when
the antenna arrays are aligned along the 𝑧-axis and the 𝑥-
axis are swapped. Based on the obtained expressions for 𝜏𝑎𝑏,
the orthogonality conditions can be ensured, for example, by
setting 𝛼 = 0, i.e., 𝜏12 = 0 and 𝜏21 = 0.

In summary, the main contributions of this section can be
summarized as follows:

• We have obtained explicit expressions for the optimal
design of the antenna arrays in LoS MIMO channels,
assuming the paraxial setting. The expressions are given
in (30), and they need to be fulfilled simultaneously.

• We have analyzed two case studies and have provided
closed-form expressions for the inter-distances among the
antenna elements of the arrays in order to ensure that the
LoS MIMO channel has full rank.

• The obtained orthogonality conditions are formulated
in an explicit manner and are simpler to interpret, for
several network deployments of interest, as compared
with the analysis carried out in [17], [23]. This follows by
comparing (28) with [17, Eq. (24)], since the parameters
𝛾𝑎𝑏 in (28) are formulated explicitly as a function of the
system parameters.

IV. NON-PARAXIAL SETTING

Direct inspection of the orthogonality conditions in (30)
shows that the paraxial approximation in (6) may not always
be fulfilled. If, for example, the inter-distances at the multi-
antenna transmitter are 𝛿𝑡1 = 𝛿𝑡2 = 𝜆/2, as in a typical user
equipment, the inter-distances at the multi-antenna receiver
need to be very large for ensuring that the orthogonality
condition is fulfilled, assuming that (30) is still valid for the
resulting LoS MIMO channel. Thus, the non-paraxial setting
is a relevant case study, especially if one of the two antenna
arrays has a compact size.

In this section, we identify the conditions to make the
channel matrix H orthogonal, i.e., to fulfill the orthogonality
condition in (4) in a non-paraxial setting. First, we introduce
the channel model in the non-paraxial setting, and then we
analyze the orthogonality condition in (4).

A. Non-Paraxial Channel Model

When the paraxial condition in (6) is not fulfilled, we
capitalize on the approach introduced in Section II, which
combines the quartic approximation with the sub-array par-
titioning method. Specifically, the large antenna array at the
receiver is partitioned into 𝑁𝑟 sub-arrays. The 𝑖-th sub-array
is centered in c𝑟 ,𝑖 = (𝑥𝑖𝑜, 𝑦𝑖𝑜, 𝑧𝑖𝑜) and it has 𝑀 𝑖 = 𝑀 𝑖

1𝑀
𝑖
2

antenna elements, where 𝑀 𝑖
1 denotes the number of antenna

elements in the first principal direction and 𝑀 𝑖
2 denotes the

numbers of antenna elements in the second principal direction.
The position of the 𝑚𝑖-th antenna element is denoted by
r𝑟 ,𝑖
𝑚𝑖 = (𝑥𝑟 ,𝑖

𝑚𝑖 , 𝑦
𝑟 ,𝑖

𝑚𝑖 , 𝑧
𝑟 ,𝑖

𝑚𝑖 ) + c𝑟 ,𝑖 . Based on the partition in sub-
arrays, the channel matrix H can be rewritten as follows:

H =
[
H1 H2 . . . H𝑁𝑟 ]𝑇 (40)

where H𝑖 ∈ C𝑀𝑖×𝐿 is the channel matrix between the antenna
array at the transmitter and the 𝑖-th antenna sub-array at the
receiver. The size of the sub-arrays is chosen to ensure that
the paraxial approximation can be applied to each sub-array,
which implies the following:

𝑥𝑡𝑙 , 𝑦
𝑡
𝑙 , 𝑧

𝑡
𝑙 , 𝑥

𝑟 ,𝑖

𝑚𝑖 , 𝑦
𝑟 ,𝑖

𝑚𝑖 , 𝑧
𝑟 ,𝑖

𝑚𝑖 ≪ |c𝑖𝑜 | (41)

where |c𝑖𝑜 | = |c𝑟 ,𝑖 − c𝑡 |. For clarity, the channel matrix H in
(40) is denoted by HLarge.

Accordingly, the quartic approximation can be applied to
each sub-array, by considering a single system of coordinates
for all the sub-arrays. Based on (13), and by using the same
line of thought as for (18), the quartic approximation for H𝑖

can be formulated as follows:

H𝑖 ≈ 1
4𝜋 |c𝑖𝑜 |

F𝑖
RXP𝑖

[
F𝑖

TX
]∗ (42)

where F𝑖
TX ∈ C𝐿×𝐿 , F𝑖

RX ∈ C𝑀𝑖×𝑀𝑖

, and P𝑖 ∈ C𝑀𝑖×𝐿 are
defined as follows:

F𝑖
TX (𝑙, 𝑙) = exp

{
𝑗

𝑘0

2|c𝑖𝑜 |

[
(𝑥𝑡𝑙 )

2 + (𝑦𝑡𝑙 )
2 + (𝑧𝑡𝑙 )

2 − 2𝑥𝑖𝑜𝑥𝑡𝑙

−2𝑦𝑖𝑜𝑦𝑡𝑙 − 2𝑧𝑖𝑜𝑧𝑡𝑙 −
(𝑥𝑖𝑜𝑥𝑡𝑙 + 𝑧𝑖𝑜𝑧

𝑡
𝑙
)2

|c𝑖𝑜 |2

] }
(43)

F𝑖
RX (𝑚

𝑖 , 𝑚𝑖) = exp

{
𝑗

𝑘0

2|c𝑖𝑜 |

[
(𝑥𝑟 ,𝑖

𝑚𝑖 )2 + (𝑦𝑟 ,𝑖
𝑚𝑖 )2 + (𝑧𝑟 ,𝑖

𝑚𝑖 )2

+2𝑥𝑖𝑜𝑥
𝑟 ,𝑖

𝑚𝑖 + 2𝑦𝑖𝑜𝑦
𝑟 ,𝑖

𝑚𝑖 + 2𝑧𝑖𝑜𝑧
𝑟 ,𝑖

𝑚𝑖 −
(𝑥𝑖𝑜𝑥𝑟 ,𝑖𝑚𝑖 + 𝑧𝑖𝑜𝑧

𝑟 ,𝑖

𝑚𝑖 )2

|c𝑖𝑜 |2

] }
(44)

P𝑖 (𝑚𝑖 , 𝑙) = exp

{
− 𝑗

𝑘0

|c𝑖𝑜 |

[
𝑥
𝑟 ,𝑖

𝑚𝑖 𝑥
𝑡
𝑙 + 𝑦

𝑟 ,𝑖

𝑚𝑖 𝑦
𝑡
𝑙 + 𝑧

𝑟 ,𝑖

𝑚𝑖 𝑧
𝑡
𝑙

−
(𝑥𝑖𝑜𝑥𝑟 ,𝑖𝑚𝑖 + 𝑦𝑖𝑜𝑦

𝑟 ,𝑖

𝑚𝑖 + 𝑧𝑖𝑜𝑧
𝑟 ,𝑖

𝑚𝑖 ) (𝑥𝑖𝑜𝑥𝑡𝑙 + 𝑦𝑖𝑜𝑦
𝑡
𝑙
+ 𝑧𝑖𝑜𝑧

𝑡
𝑙
)

|c𝑖𝑜 |2

] }
(45)

and the off-diagonal elements of F𝑖
TX and F𝑖

RX are equal to
zero, i.e., they are diagonal matrices.

B. Channel Orthogonality

To identify the orthogonality conditions in the non-
paraxial setting, we need to analyze the matrix GLarge =(
HLarge)∗ HLarge and to impose the equality in (4). By insert-

ing (40) in (4), we obtain the following:

𝑁𝑟∑︁
𝑖=1

𝑀𝑖∑︁
𝑚𝑖=1

[
H𝑖 (𝑚𝑖 , 𝑢)

]∗ H𝑖 (𝑚𝑖 , 𝑣) = 0 ∀𝑢 ≠ 𝑣 . (46)

Furthermore, by inserting (42) in (46), we obtain

𝑁𝑟∑︁
𝑖=1

𝑀𝑖∑︁
𝑚𝑖=1

[
1

4𝜋 |c𝑖𝑜 |
F𝑖

RX (𝑚
𝑖 , 𝑚𝑖)P𝑖 (𝑚𝑖 , 𝑢)

[
F𝑖

TX (𝑢, 𝑢)
]∗]∗

×
[

1
4𝜋 |c𝑖𝑜 |

F𝑖
RX (𝑚

𝑖 , 𝑚𝑖)P𝑖 (𝑚𝑖 , 𝑣)
[
F𝑖

TX (𝑣, 𝑣)
]∗]

= 0 ∀𝑢 ≠ 𝑣 .

(47)
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Since
[
F𝑖

RX (𝑚
𝑖 , 𝑚𝑖)

]∗ F𝑖
RX (𝑚

𝑖 , 𝑚𝑖) = 1 by definition, (46)
simplifies to

𝑁𝑟∑︁
𝑖=1

1
|c𝑖𝑜 |2

F𝑖
TX (𝑢, 𝑢)

[
F𝑖

TX (𝑣, 𝑣)
]∗

×
𝑀𝑖∑︁
𝑚𝑖=1

[
P𝑖 (𝑚𝑖 , 𝑢)

]∗ [
P𝑖 (𝑚𝑖 , 𝑣)

]
= 0 ∀𝑢 ≠ 𝑣 . (48)

In order to identify simple design criteria for ensuring the
orthogonality of the LoS MIMO channel matrix, (48) needs to
be simplified. To this end, we introduce the diagonal matrix
F̄Tx ∈ C𝐿×𝐿 , whose diagonal entries are defined as follows:

F̄Tx (𝑢, 𝑢) = exp

{
𝑗

𝑘𝑜

2|c𝑜 |

[
(𝑥𝑡𝑢)2 + (𝑦𝑡𝑢)2 + (𝑧𝑡𝑢)2

− (𝑥𝑜𝑥𝑡𝑢 + 𝑧𝑜𝑧
𝑡
𝑢)2

|c𝑜 |2

] }
. (49)

Since, by definition, F̄Tx
[
F̄Tx

]∗
= I𝐿 , (48) can be rewritten

as follows:
𝑁𝑟∑︁
𝑖=1

1
|c𝑖𝑜 |2

[
F𝑖

TX (𝑢, 𝑢)
[
F̄Tx (𝑢, 𝑢)

]∗] [
F𝑖

TX (𝑣, 𝑣)
[
F̄Tx (𝑣, 𝑣)

]∗]∗
×

𝑀𝑖∑︁
𝑚𝑖=1

[
P𝑖 (𝑚𝑖 , 𝑢)

]∗ [
P𝑖 (𝑚𝑖 , 𝑣)

]
= 0 ∀𝑢 ≠ 𝑣 . (50)

Let us analyze the product F𝑖
TX (𝑢, 𝑢)

[
F̄Tx (𝑢, 𝑢)

]∗
=

exp
{
𝑗 𝑘𝑜Φ

𝑖
TX (𝑢, 𝑢)

}
, where Φ𝑖

TX (𝑢, 𝑢) is defined as follows:

Φ𝑖
TX (𝑢, 𝑢) = Ψ𝑖

TX (𝑢, 𝑢) + Δ𝑖
TX (𝑢, 𝑢) − Δ𝑜

TX (𝑢, 𝑢) (51)

≈ Ψ𝑖
TX (𝑢, 𝑢) (52)

with

Ψ𝑖
TX (𝑢, 𝑢) = − 1

2|c𝑖𝑜 |
[
𝑥𝑖𝑜𝑥

𝑡
𝑢 + 𝑦𝑖𝑜𝑦

𝑡
𝑢 + 𝑧𝑖𝑜𝑧

𝑡
𝑢

]
(53)

Δ𝑖
TX (𝑢, 𝑢) = 1

2|c𝑖𝑜 |

[
(𝑥𝑡𝑢)2 + (𝑦𝑡𝑢)2 + (𝑧𝑡𝑢)2 − (𝑥𝑖𝑜𝑥𝑡𝑢 + 𝑧𝑖𝑜𝑧

𝑡
𝑢)2

|c𝑖𝑜 |2

]
(54)

Δ𝑜
TX (𝑢, 𝑢) = 1

2|c𝑜 |

[
(𝑥𝑡𝑢)2 + (𝑦𝑡𝑢)2 + (𝑧𝑡𝑢)2 − (𝑥𝑜𝑥𝑡𝑢 + 𝑧𝑜𝑧

𝑡
𝑢)2

|c𝑜 |2

]
.

(55)

The rationale for the approximation in (52) is the following:
• Sub-arrays located around the center-point of the multi-

antenna receiver. In this case, it holds |c𝑖𝑜 | ≈ |c𝑜 |.
As a result, Δ𝑖

TX (𝑢, 𝑢) ≈ Δ𝑜
TX (𝑢, 𝑢), and, therefore,

Ψ𝑖
TX (𝑢, 𝑢) ≫ Δ𝑖

TX (𝑢, 𝑢) − Δ𝑜
TX (𝑢, 𝑢). Equation (52) is

then a good approximation in this case.
• Sub-arrays located far away from the center-point of the

multi-antenna receiver. In this case, it holds |c𝑖𝑜 | ≫ |c𝑜 |.
In Ψ𝑖

TX (𝑢, 𝑢), the values of 𝑥𝑖𝑜, 𝑦𝑖𝑜 and 𝑧𝑖𝑜 scale similar to
|c𝑖𝑜 |, as the latter increases. Therefore, Ψ𝑖

TX (𝑢, 𝑢) does not
become arbitrarily small as |c𝑖𝑜 | increases. In Δ𝑖

TX (𝑢, 𝑢)
and Δ𝑜

TX (𝑢, 𝑢), 𝑥𝑡𝑢, 𝑦𝑡𝑢 and 𝑧𝑡𝑢 fulfill the paraxial approx-
imation in (41), depend on the transmitter, and are inde-
pendent of |c𝑖𝑜 |. As |c𝑖𝑜 | increases, therefore, Δ𝑖

TX (𝑢, 𝑢)
tends to be very small, i.e., Δ𝑖

TX (𝑢, 𝑢) ≪ Ψ𝑖
TX (𝑢, 𝑢).

As for Δ𝑜
TX (𝑢, 𝑢), we note that, e.g.,

(
𝑥𝑖𝑜/

��c𝑖𝑜��) 𝑥𝑡𝑢 in
Ψ𝑖

TX (𝑢, 𝑢) is much greater than
(
𝑥𝑡𝑢

)2/
��c𝑖𝑜�� = (

𝑥𝑡𝑢/|c𝑜 |
)
𝑥𝑡𝑢

in Δ𝑜
TX (𝑢, 𝑢), since 𝑥𝑖𝑜 scales similar to |c𝑖𝑜 | while

𝑥𝑡𝑢/|c𝑜 | ≪ 1 according to the paraxial approximation
in (41). Similar inequalities can be applied to the other
addends. Therefore, Δ𝑜

TX (𝑢, 𝑢) ≪ Ψ𝑖
TX (𝑢, 𝑢). Equation

(52) is then a good approximation in this case.

Based on the approximation in (52), the orthogonality
condition in (50) can be expressed as

𝑁𝑟∑︁
𝑖=1

1
|c𝑖𝑜 |2

exp

{
− 𝑗

𝑘0

|c𝑖𝑜 |
[
𝑥𝑖𝑜 (𝑥𝑡𝑢 − 𝑥𝑡𝑣)

+𝑦𝑖𝑜 (𝑦𝑡𝑢 − 𝑦𝑡𝑣) + 𝑧𝑖𝑜 (𝑧𝑡𝑢 − 𝑧𝑡𝑣)
] }

×
𝑀𝑖∑︁
𝑚𝑖=1

[
P𝑖 (𝑚𝑖 , 𝑢)

]∗ [
P𝑖 (𝑚𝑖 , 𝑣)

]
= 0 ∀𝑢 ≠ 𝑣 . (56)

By comparing the obtained orthogonality condition in (56)
for the non-paraxial setting with the akin one in (19) for
the paraxial setting, we identify a major difference: The
orthogonality condition in (48) depends on an exponential
term that originates from the matrix F𝑖

TX, as a result of the
partitioning in sub-arrays at the multi-antenna receiver. This
makes the optimal designs to realize a full-rank LoS MIMO
channel in the paraxial and non-paraxial settings different. In
the paraxial setting, specifically, we have proved that uniform
antenna arrays, in which the inter-distances 𝛿𝑟1 and 𝛿𝑟2 are
the same between all the antenna elements, are sufficient for
ensuring that the matrix H is orthogonal. In the non-paraxial
setting, on the other hand, the inter-distances in each sub-array
are expected to be different because of the different distances
between the antenna array at the transmitter and each antenna
sub-array at the receiver. For generality, the inter-distances
among the antenna elements of the 𝑖-th sub-array are denoted
by 𝛿

𝑟 ,𝑖

1 and 𝛿
𝑟 ,𝑖

2 along the first and second principal directions
of the antenna array at the receiver, respectively.

Accordingly, we introduce the following parametrization for
the position of the 𝑚𝑖-th antenna element in the 𝑖-th sub-array
at the receiver:

r𝑟 ,𝑖
𝑚𝑖 =

(
𝛿
𝑟 ,𝑖

1 𝑚
𝑐,𝑖

1 cos𝛼 − 𝛿
𝑟 ,𝑖

2 𝑚
𝑐,𝑖

2 sin 𝛽 sin𝛼, 𝛿𝑟 ,𝑖1 𝑚
𝑐,𝑖

1 sin𝛼

+𝛿𝑟 ,𝑖2 𝑚
𝑐,𝑖

2 sin 𝛽 cos𝛼, 𝛿𝑟 ,𝑖2 𝑚
𝑐,𝑖

2 cos 𝛽
)
+ c𝑟 ,𝑖 (57)

where 𝑚
𝑐,𝑖

1 = 𝑚𝑖
1 − (𝑀 𝑖

1 − 1)/2, 𝑚
𝑐,𝑖

2 = 𝑚𝑖
2 − (𝑀 𝑖

2 − 1)/2
and 𝑚𝑖 = (𝑚𝑖

1 − 1)𝑀 𝑖
1 + 𝑚𝑖

2, with 𝑚𝑖
1 and 𝑚𝑖

2 denoting the
indices of the 𝑖-th sub-array along the first and second principal
directions.

The inner summation in (48) can be computed by utilizing
the same approach as in Section III-B, which results in the
following analytical expression:

𝑀𝑖∑︁
𝑚𝑖=1

[
P𝑖 (𝑚𝑖 , 𝑢)

]∗ [
P𝑖 (𝑚𝑖 , 𝑣)

]
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=
sin

[
𝜋(𝛾𝑖11 (𝑢1 − 𝑣1) + 𝛾𝑖12 (𝑢2 − 𝑣2))

]
sin

[
(𝜋/𝑀 𝑖

1) (𝛾
𝑖
11 (𝑢1 − 𝑣1) + 𝛾𝑖12 (𝑢2 − 𝑣2))

]
×

sin
[
𝜋(𝛾𝑖21 (𝑢1 − 𝑣1) + 𝛾𝑖22 (𝑢2 − 𝑣2))

]
sin

[
(𝜋/𝑀 𝑖

2) (𝛾
𝑖
21 (𝑢1 − 𝑣1) + 𝛾𝑖22 (𝑢2 − 𝑣2))

] (58)

where

𝛾𝑖𝑎𝑏 =
𝜏𝑖
𝑎𝑏
𝑀 𝑖

𝑏

𝜆 |c𝑖𝑜 |
𝛿
𝑟 ,𝑖

𝑏
𝛿𝑡𝑎 ∀𝑎, 𝑏 = {1, 2} . (59)

Inserting (20) and (58) into (56), we obtain
𝑁𝑟∑︁
𝑖=1

1
|c𝑖𝑜 |2

exp
{
− 𝑗𝜋

[
𝜂𝑖𝑥 (𝑢1 − 𝑣1) + 𝜂𝑖𝑧 (𝑢2 − 𝑣2)

] }
×

sin
[
𝜋(𝛾𝑖11 (𝑢1 − 𝑣1) + 𝛾𝑖12 (𝑢2 − 𝑣2))

]
sin

[
(𝜋/𝑀 𝑖

1) (𝛾
𝑖
11 (𝑢1 − 𝑣1) + 𝛾𝑖12 (𝑢2 − 𝑣2))

]
×

sin
[
𝜋(𝛾𝑖21 (𝑢1 − 𝑣1) + 𝛾𝑖22 (𝑢2 − 𝑣2))

]
sin

[
(𝜋/𝑀 𝑖

2) (𝛾
𝑖
21 (𝑢1 − 𝑣1) + 𝛾𝑖22 (𝑢2 − 𝑣2))

] = 0 (60)

for all (𝑢1, 𝑢2) ≠ (𝑣1, 𝑣2), with

𝜂𝑖𝑥 =
2𝑥𝑟 ,𝑖𝑜

𝜆 |c𝑖𝑜 |
𝛿𝑡1 , 𝜂𝑖𝑧 =

2𝑧𝑟 ,𝑖𝑜

𝜆 |c𝑖𝑜 |
𝛿𝑡2 . (61)

Equation (60) generalizes the orthogonality condition in
(28) to non-paraxial settings. In general, the optimal inter-
distances that maximize the rank of the channel matrix H
can be obtained by solving (60) numerically. To obtain some
design insights, we consider the case study of linear arrays
with broadside orientation, i.e., the two antenna arrays are
parallel to one another and are faced to each other.

C. Explicit Orthogonality Conditions for Linear Arrays with
Broadside Orientation

Let us consider the case study in which the antenna arrays
at the transmitter and receiver are linear, i.e., 𝑀 𝑖

2 = 𝐿2 = 1,
are parallel and are faced to each other (broadside orientation),
i.e., 𝛼 = 0, 𝛽 = 0 and c𝑜 = (0, 𝑦𝑜, 0). Thus, we have 𝑢1 = 𝑢

and 𝑣1 = 𝑣, and (60) simplifies to
𝑁𝑟∑︁
𝑖=1

1
|c𝑖𝑜 |2

exp
{
− 𝑗𝜋𝜂𝑖𝑥 (𝑢 − 𝑣)

}
×

sin
[
𝜋𝛾𝑖11 (𝑢 − 𝑣)

]
sin

[
(𝜋/𝑀 𝑖

1)𝛾
𝑖
11 (𝑢 − 𝑣)

] = 0 ∀𝑢 ≠ 𝑣 . (62)

In addition, to enhance the analytical tractability and the
design insights from it, we assume that the number of sub-
arrays at the receiver is even, and that the centers of the sub-
arrays are distributed symmetrically with respect to the 𝑦𝑧-
plane, i.e., 𝑥𝑟 ,𝑖𝑜 = −𝑥𝑟 , (𝑁𝑟+1−𝑖)

𝑜 . Due to the symmetry of the
considered deployment, the inter-distance between the antenna
elements and the number of antenna elements are the same in
the 𝑖-th and the (𝑁𝑟 + 1 − 𝑖)-th sub-arrays i.e., 𝛾𝑖11 = 𝛾

𝑁𝑟+1−𝑖
11

and 𝑀 𝑖
1 = 𝑀

𝑁𝑟+1−𝑖
1 , respectively. Then, (62) can be simplified

to
𝑁𝑟/2∑︁
𝑖=1

1
|c𝑖𝑜 |2

cos
[
𝜋 |𝜂𝑖𝑥 | (𝑢 − 𝑣)

]
×

sin
[
𝜋𝛾𝑖11 (𝑢 − 𝑣)

]
sin

[
(𝜋/𝑀 𝑖

1)𝛾
𝑖
11 (𝑢 − 𝑣)

] = 0 ∀𝑢 ≠ 𝑣 . (63)

It is worth mentioning that a sufficient condition for fulfill-
ing (63) consists of independently optimizing the arrangements
of the sub-arrays such that the condition

sin
[
𝜋𝛾𝑖11 (𝑢 − 𝑣)

]
sin

[
(𝜋/𝑀 𝑖

1)𝛾
𝑖
11 (𝑢 − 𝑣)

] = 0 ∀𝑖 = 1, 2, ...,
𝑁𝑟

2
(64)

is fulfilled for every sub-array at the receiver. However, similar
to Section III, this condition can only be ensured if the number
of antenna elements in each sub-array is at least equal to the
number of antenna elements at the transmitter, i.e., 𝑀 𝑖

1 ≥ 𝐿1,
as well as if the condition |𝛾𝑖11 | = 1 ∀𝑖 ∈ [1, 𝑁𝑟/2] is satisfied.
For ensuring the channel orthogonality condition and a full-
rank channel matrix, therefore, this simple solution requires a
number of antenna elements at the receiver that is much larger
than the number of antenna elements at the transmitter. In
addition, this simple approach may lead to solutions that do not
satisfy the considered modeling assumptions, since the large
size of the resulting sub-arrays may not fulfill the paraxial
approximation condition in (41), hence invalidating the appli-
cation and accuracy of the proposed quartic approximation of
the wavefront.

A more suitable design criterion, which reduces the number
of antennas at the receiver for obtaining a full-rank LoS MIMO
channel matrix, can be obtained by jointly optimizing the
arrangements of all the sub-arrays accordingly to (63). To this
end, we rewrite (63) by using the identity cos(𝛼) sin(𝛽) =

(sin(𝛽 + 𝛼) + sin(𝛽 − 𝛼))/2, as follows:
𝑁𝑟/2∑︁
𝑖=1

𝑓 𝑖+ (𝑢 − 𝑣) + 𝑓 𝑖− (𝑢 − 𝑣) = 0 ∀𝑢 ≠ 𝑣 (65)

where

𝑓 𝑖+ (𝑢 − 𝑣) = 1
|c𝑖𝑜 |2

[
sin

[
𝜋(𝛾𝑖11 + |𝜂𝑖𝑥 |) (𝑢 − 𝑣)

] ]
sin

[
(𝜋/𝑀 𝑖

1)𝛾
𝑖
11 (𝑢 − 𝑣)

] (66)

𝑓 𝑖− (𝑢 − 𝑣) = 1
|c𝑖𝑜 |2

[
sin

[
𝜋(𝛾𝑖11 − |𝜂𝑖𝑥 |) (𝑢 − 𝑣)

] ]
sin

[
(𝜋/𝑀 𝑖

1)𝛾
𝑖
11 (𝑢 − 𝑣)

] . (67)

Next, we demonstrate how (65) can be utilized for optimiz-
ing the center-points of the sub-arrays and the inter-distances
of the antenna elements in each sub-array. Also, we estimate
the minimum number of antennas at the receiver for ensuring
that the LoS MIMO channel matrix has a full rank. For ease
of presentation, we progressively examine the cases studies
for two, four and 𝑁𝑟 sub-arrays.

1) Two sub-arrays: Let us assume 𝑁𝑟 = 2. Then, (65) can
be simplified as follows:

𝑓 1
+ (𝑢 − 𝑣) + 𝑓 1

− (𝑢 − 𝑣) = 0 ∀𝑢 ≠ 𝑣 . (68)

A sufficient condition to satisfy (68) consists of imposing
the following two conditions:

𝑓 𝑖− (𝑢 − 𝑣) = 0 for (𝑢 − 𝑣) = 1, 2, ..., 𝐿1 − 1 (69)

𝑓 𝑖+ (𝑢 − 𝑣) = 0 for (𝑢 − 𝑣) = 1, 2, ..., 𝐿1 − 1 (70)

which leads to the following sufficient orthogonality condi-
tions:

(𝛾1
11 − |𝜂1

𝑥 |) = 0, (𝛾1
11 + |𝜂1

𝑥 |) = 1 (71)



11

provided that 𝑀1
1/𝛾

1
11 ≥ 𝐿1.

By solving the systems of two equations in (71), we obtain
the following conditions:

𝛾1
11 =

1
2
, |𝜂1

𝑥 | =
1
2
, 2𝑀1

1 ≥ 𝐿1 . (72)

If 𝑁𝑟 = 2, the only possible sub-array partitioning is 𝑀1
1 =

𝑀1/2. From (72), we obtain 2𝑀1
1 = 𝑀1 ≥ 𝐿1. This implies

that it is sufficient that the number of antenna elements at the
receiver is at least equal to the number of antenna elements
at the transmitter for ensuring a full-rank LoS MIMO channel
matrix when 𝑁𝑟 = 2.

By considering that |c1 |2 = 𝑦2
𝑜 + (𝑥𝑟 ,1𝑜 )2 and by inserting the

expressions for 𝛾1
11 and |𝜂1

𝑥 | in (72) into (59) and (61), we
obtain the following closed-form and explicit expressions for
the center-points of the sub-arrays and for the inter-distances
of the antenna elements:

|𝑥𝑟 ,1𝑜 | = 𝑦𝑜√︃
(4𝛿𝑡1/𝜆)2 − 1

, 𝛿
𝑟 ,1
1 =

𝜆

√︃
𝑦2
𝑜 + (𝑥𝑟 ,1𝑜 )2

|𝜏1
11 |𝑀1𝛿

𝑡
1

(73)

provided that 𝑀1 ≥ 𝐿1.
2) Four sub-arrays: Let us assume 𝑁𝑟 = 4. Then, (65) can

be simplified as follows:

𝑓 1
+ (𝑢 − 𝑣) + 𝑓 1

− (𝑢 − 𝑣)
+ 𝑓 2

+ (𝑢 − 𝑣) + 𝑓 2
− (𝑢 − 𝑣) = 0 ∀𝑢 ≠ 𝑣 . (74)

We utilize a similar approach as for the case study with two
sub-arrays. Specifically, a sufficient condition to satisfy (74)
consists of imposing the following two conditions:

𝑓 1
− (𝑢 − 𝑣) + 𝑓 2

+ (𝑢 − 𝑣) = 0 ∀𝑢 ≠ 𝑣 (75)

𝑓 1
+ (𝑢 − 𝑣) + 𝑓 2

− (𝑢 − 𝑣) = 0 ∀𝑢 ≠ 𝑣 . (76)

The equality in (75) can be approximately fulfilled, i.e.,
𝑓 1
− (𝑢−𝑣) ≈ − 𝑓 2

+ (𝑢−𝑣), if the following conditions are satisfied:

(𝛾1
11 − |𝜂1

𝑥 |) = −(𝛾2
11 + |𝜂2

𝑥 |) (77)

𝑀1
1

|c1
𝑜 |2

(𝛾1
11 − |𝜂1

𝑥 |)
𝛾1

11
= −

𝑀2
1

|c2
𝑜 |2

(𝛾2
11 + |𝜂2

𝑥 |)
𝛾2

11
(78)

𝑀1
1/𝛾

1
11 > (𝐿1 − 1), 𝑀2

1/𝛾
2
11 > (𝐿1 − 1) . (79)

In detail, (77) is obtained by matching the zeros of the two
functions 𝑓 1

− (𝑢 − 𝑣) and 𝑓 2
+ (𝑢 − 𝑣), and (78) is obtained by

matching, with opposite signs, the peak amplitudes of 𝑓 1
− (𝑢−𝑣)

and 𝑓 2
+ (𝑢−𝑣). This approach based on matching the zeros and

the peak amplitudes of 𝑓 1
− (𝑢 − 𝑣) and 𝑓 2

+ (𝑢 − 𝑣) leads to the
approximation 𝑓 1

− (𝑢 − 𝑣) ≈ − 𝑓 2
+ (𝑢 − 𝑣).

In addition, a sufficient condition to satisfy the equality in
(76) can be obtained by applying the same approach as for the
two sub-array case, which results in the following conditions:

𝛾1
11 + |𝜂1

𝑥 | = 1, 𝛾2
11 − |𝜂2

𝑥 | = 0 . (80)

provided that 𝑀1
1/𝛾

1
11 > (𝐿1 − 1).

By inserting (80) in (77) and (78), the set of equations that
need to be satisfied for ensuring that the LoS MIMO channel
matrix has full rank is the following:

𝛾1
11 = 1 − |𝜂1

𝑥 |, 𝛾2
11 = |𝜂2

𝑥 |, |𝜂2
𝑥 | = |𝜂1

𝑥 | −
1
2

(81)

𝑀1
1

|c1
𝑜 |2

1 − 2|𝜂1
𝑥 |

1 − |𝜂1
𝑥 |

= −
2𝑀2

1

|c2
𝑜 |2

(82)

provided that 𝑀 𝑖
1/𝛾

𝑖
11 > (𝐿1 − 1), which is the minimum

number of antenna elements in each sub-array for ensuring
the orthogonality of the LoS MIMO channel.

The obtained system of equations can be solved by noting
that 𝛾𝑖11 depends on 𝛿

𝑟 ,𝑖

1 and |𝑥𝑟 ,𝑖𝑜 |, but 𝜂𝑖𝑥 depends only on
|𝑥𝑟 ,𝑖𝑜 |. Therefore, the solution that fulfills (81) and (82) can
be obtained by first computing the center-points of the sub-
arrays |𝑥𝑟 ,1𝑜 | and |𝑥𝑟 ,2𝑜 | from (81), (82) and (61), and then
computing the corresponding inter-distances for each sub-
array, 𝛿𝑟 ,11 and 𝛿

𝑟 ,2
1 , according to (61). More specifically, the

following identity can be obtained from (61):

𝑦2
𝑜

|c𝑖𝑜 |2
= 1 −

(
|𝑥𝑟 ,𝑖𝑜 |
|c𝑖𝑜 |

)2

= 1 −
( |𝜂𝑖𝑥 |𝜆

2𝛿𝑡

)2

. (83)

Considering this latter identity, (82) can be rewritten as
follows:

𝑀1
1

[
1 −

( |𝜂1
𝑥 |𝜆

2𝛿𝑡

)2] 1 − 2|𝜂1
𝑥 |

1 − |𝜂1
𝑥 |

= −2𝑀2
1

[
1 −

( |𝜂2
𝑥 |𝜆

2𝛿𝑡

)2]
(84)

and (84) can be expressed only in terms of |𝜂1
𝑥 | by inserting

(81) in (84), as follows:

𝑀1
1

[(
2𝛿𝑡

𝜆

)2
−

(
|𝜂1

𝑥 |
)2

]
1 − 2|𝜂1

𝑥 |
1 − |𝜂1

𝑥 |

= −2𝑀2
1

[(
2𝛿𝑡

𝜆

)2
−

(
|𝜂1

𝑥 | −
1
2

)2
]
. (85)

Equation (85) is a cubic equation in terms of the unknown
|𝜂1

𝑥 |, and it can hence be solved by using Cardano’s for-
mula [29, Eq. 3.8.2]. In detail, if |𝜂1

𝑥 | ∈ (0, 2𝛿𝑡/𝜆), the only
valid root of (85) needs to lie in the interval (0, 2𝛿𝑡/𝜆). If there
is no root in (0, 2𝛿𝑡1/𝜆), therefore, no optimal, i.e., full-rank,
design for the considered array configuration exists.

Case study δt1 = λ/2 – In non-paraxial deployments, a
critical case is constituted by the setting 𝛿𝑡1 = 𝜆/2, which is the
typical inter-distance in conventional antenna arrays. This is
because the size of the antenna array at the receiver is assumed
to be the largest one. In this case, (85) simplifies as follows:

𝑀1
1

[
1 −

(
|𝜂1

𝑥 |
)2

]
1 − 2|𝜂1

𝑥 |
1 − |𝜂1

𝑥 |
= −2𝑀2

1

[
1 −

(
|𝜂1

𝑥 | −
1
2

)2
]

(86)

and |𝜂1
𝑥 | ∈ (0, 2𝛿𝑡/𝜆) = (0, 1).

Discarding the root |𝜂1
𝑥 | = 1, as it is not in the feasible set,

we obtain the following equation:(
2𝑀1

1 + 2𝑀2
1

)
( |𝜂1

𝑥 |)2 +
(
𝑀1

1 − 2𝑀2
1

)
|𝜂1

𝑥 |

− 𝑀1
1 − 3

2
𝑀2

1 = 0 . (87)
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Given that 𝑀1 = 2𝑀1
1 +2𝑀2

1 , the positive root of (87) is the
following:

|𝜂1
𝑥 | =

2𝑀2
1 − 𝑀1

1
2𝑀1

+ 1
2𝑀1

√︃
9(𝑀1

1 )2 + 16𝑀1
1 𝑀

2
1 + 16(𝑀2

1 )2 .

(88)
As mentioned, |𝜂1

𝑥 | < 2𝛿𝑡1/𝜆 = 1 for being feasible.
Therefore, we conclude that the sub-array partitioning needs
to fulfill the following condition:

3𝑀2
1 < 4𝑀1

1 (89)

which is obtained from (88) by imposing |𝜂1
𝑥 | < 1. The

obtained expression highlights that some partitionings in sub-
arrays are not feasible with the proposed approach.

Minimum number of required antenna elements – In
addition, the solution of the system of equations in (81) and
(82) needs to fulfill the condition 𝑀 𝑖

1 > 𝛾𝑖11 (𝐿1 − 1), which
imposes a minimum number of antenna elements in each sub-
array. Based on (81), the inequality 𝑀 𝑖

1 > 𝛾𝑖11 (𝐿1 − 1) can be
formulated in terms of |𝜂1

𝑥 |, as follows:

𝑀1
1 >

(
1 − |𝜂1

𝑥 |
)
(𝐿1 − 1) , 𝑀2

1 >

(
|𝜂1

𝑥 | − 1/2
)
(𝐿1 − 1) (90)

where |𝜂1
𝑥 | is given in (88). From (88), we obtain |𝜂1

𝑥 | > 1/2
for any 𝑀1

1 and 𝑀2
1 . If 3𝑀2

1 < 4𝑀1
1 , therefore, we have 1/2 <

|𝜂1
𝑥 | < 1, and the right-hand sides of (90) are both positive.
In conclusion, the proposed approach provides a LoS MIMO

channel matrix with a full rank equal to 𝐿1 if the numbers of
antenna elements 𝑀1

1 and 𝑀2
1 fulfill the set of inequalities

𝑀1
1 >

(
1 −

2𝑀2
1 − 𝑀1

1

4𝑀1
1 + 4𝑀2

1

−

√︃
9(𝑀1

1 )2 + 16𝑀1
1 𝑀

2
1 + 16(𝑀2

1 )2

4𝑀1
1 + 4𝑀2

1

ª®®¬ (𝐿1 − 1) (91)

𝑀2
1 >

(
2𝑀2

1 − 𝑀1
1

4𝑀1
1 + 4𝑀2

1

+

√︃
9(𝑀1

1 )2 + 16𝑀1
1 𝑀

2
1 + 16(𝑀2

1 )2

4𝑀1
1 + 4𝑀2

1
− 1

2
ª®®¬ (𝐿1 − 1) (92)

4𝑀1
1 > 3𝑀2

1 (93)

2𝑀1
1 + 2𝑀2

1 ≥ 𝐿1 (94)

where the last inequality in (94) ensures that the total number
of antenna elements at the multi-antenna receiver is at least
equal to the number of antenna elements at the multi-antenna
transmitter, which is a necessary condition for obtaining a rank
equal to 𝐿1.

It is of particular interest to evaluate whether the design
that requires the minimum number of antenna elements at
the multi-antenna receiver is feasible, i.e., the MIMO con-
figuration 2𝑀1

1 + 2𝑀2
1 = 𝐿1. In this case, 𝑀2

1 = 𝐿1/2 − 𝑀1
1 .

By inserting the latter equality in (93) and noting that 𝑀2
1 =

𝐿1/2−𝑀1
1 > 0 by definition, we obtain 3𝐿1/14 < 𝑀1

1 < 𝐿1/2.
By direct inspection of (91) and (92) with 𝑀2

1 = 𝐿1/2 − 𝑀1
1 ,

it is apparent that the two inequalities are not always fulfilled
for any values of 𝐿1, by assuming 3𝐿1/14 < 𝑀1

1 < 𝐿1/2.

Therefore, the condition 2𝑀1
1 + 2𝑀2

1 = 𝐿1 needs to be
relaxed with the inequality in (94). As an example, we
illustrate a simple design criterion that is analyzed numerically
in Section V. Let us assume that the four sub-arrays have
the same number of antenna elements, i.e., 𝑀1

1 = 𝑀2
1 = 𝑀0

1 .
From 2𝑀1

1 + 2𝑀2
1 = 𝑀1, we then obtain 𝑀0

1 = 𝑀1/4. This
design criterion has the positive feature that |𝜂1

𝑥 | in (88)
is independent of 𝑀1

1 , 𝑀2
1 and 𝑀1. The computed value

of |𝜂1
𝑥 | can then be inserted into (90), by obtaining �̄�1

1 =(
1 − |𝜂1

𝑥 |
)
(𝐿1 − 1), and �̄�2

1 =
(
|𝜂1

𝑥 | − 1/2
)
(𝐿1 − 1). Then, 𝑀0

1
can be obtained as 𝑀0

1 > max
{
�̄�1

1 , �̄�
2
1
}
, and 𝑀1 = 4𝑀0

1 . In
this case, |𝜂1

𝑥 | = 0.925, 𝑀0
1 > �̄�2

1 = 0.4250(𝐿1 − 1), and
𝑀1 > 1.7(𝐿1 − 1). This case study is further illustrated in
Section V with the aid of numerical simulations.

Consistency between the optimal array configurations
in paraxial and non-paraxial settings – It is instructive to
evaluate whether the obtained optimal design conditions in
(81) and (82) are consistent with the solution obtained for
the paraxial setting in Section III-B. In the paraxial setting, it
needs to hold |c𝑖𝑜 | ≈ |c𝑜 |, and hence (82) simplifies as follows:

𝑀1
1

|c𝑜 |2
1 − 2|𝜂1

𝑥 |
1 − |𝜂1

𝑥 |
≈ −

2𝑀2
1

|c𝑜 |2
. (95)

By noting that 𝑀1 = 2𝑀1
1 + 2𝑀2

1 , we then obtain |𝜂1
𝑥 | =

1 − 𝑀1
1/𝑀1. According to (81), this provides |𝜂2

𝑥 | = 1/2 −
𝑀1

1/𝑀1 = 𝑀2
1/𝑀1, 𝛾1

11 = 𝑀1
1/𝑀1 and 𝛾2

11 = 𝑀2
1/𝑀1. Inserting

these obtained expressions in (61) and (59), using again the
approximation |c𝑖𝑜 | ≈ |c𝑜 |, and noting that 𝜏𝑖11 ≈ 1 in (26) for
the considered paraxial setting, we obtain the following:

𝑥𝑟 ,1 =
𝑀1 − 𝑀1

1
2

𝛿𝑟1 , 𝑥𝑟 ,2 =
𝑀2

1
2

𝛿𝑟1 (96)

𝛿
𝑟 ,1
1 = 𝛿

𝑟 ,2
1 = 𝛿𝑟1 =

𝜆 |c𝑜 |
𝑀1𝛿

𝑡
1
. (97)

By direct inspection of (97), we evince that it coincides
with (30), which can be applied in the paraxial setting. This
substantiates the consistency of the proposed partioning in sub-
arrays in the limiting regime of the paraxial approximation.

3) Generic number of sub-arrays: The approach proposed
for sub-arrays with two and four antenna elements can be
generalized to the general setting with an arbitrary number
(but even for simplicity) of sub-arrays, thus providing a general
solution for (65).

Specifically, let 𝑁𝑟 denote the number of sub-arrays. A
general solution for (65) is obtained by first imposing the
approximation 𝑓 𝑖− (𝑢−𝑣) ≈ − 𝑓 𝑖+1

+ (𝑢−𝑣) for 𝑖 = 1, 2, .., 𝑁𝑟/2−1
and (𝑢 − 𝑣) = 1, 2, ..., 𝐿1 − 1. This set of equations, results in
the following conditions (for 𝑖 = 1, 2, .., 𝑁𝑟/2 − 1):

(𝛾𝑖11 − |𝜂𝑖𝑥 |) = −(𝛾𝑖+1
11 + |𝜂𝑖+1

𝑥 |) (98)

𝑀 𝑖
1

|c𝑖𝑜 |2
(𝛾𝑖11 − |𝜂𝑖𝑥 |)

𝛾𝑖11
= −

𝑀 𝑖+1
1

|c𝑖+1
𝑜 |2

(𝛾𝑖+1
11 + |𝜂𝑖+1

𝑥 |)
𝛾𝑖+1

11
(99)

provided that 𝑀 𝑖
1/𝛾

𝑖
11 > (𝐿1 − 1) for 𝑖 = 1, 2, .., 𝑁𝑟/2.

If (98) and (99) are fulfilled, (65) can then be satisfied by
imposing the equality:

𝑓 1
+ (𝑢 − 𝑣) + 𝑓 𝑁𝑟/2

− (𝑢 − 𝑣) = 0 ∀𝑢 ≠ 𝑣 (100)
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(a) 𝛿𝑟1 and 𝛿𝑟2 that maximize 𝑁eff using (5).
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(b) 𝛿𝑟1 and 𝛿𝑟2 obtained from (30).

Figure 3: Effective rank as a function of the elevation angle (paraxial setting).

which can in turn be fulfilled by imposing the following
conditions:

𝛾1
11 + |𝜂1

𝑥 | = 1, 𝛾
𝑁𝑟/2
11 − |𝜂𝑁𝑟/2

𝑥 | = 0 . (101)

In summary, the proposed design based on the partitioning
in sub-arrays is obtained by solving the following system of
equations (for 𝑖 = 1, 2, .., 𝑁𝑟/2 − 1):

𝛾1
11 + |𝜂1

𝑥 | = 1, 𝛾
𝑁𝑟/2
11 − |𝜂𝑁𝑟/2

𝑥 | = 0 (102)

(𝛾𝑖11 − |𝜂𝑖𝑥 |) = −(𝛾𝑖+1
11 + |𝜂𝑖+1

𝑥 |) (103)

𝑀 𝑖
1

|c𝑖𝑜 |2
(𝛾𝑖11 − |𝜂𝑖𝑥 |)

𝛾𝑖11
= −

𝑀 𝑖+1
1

|c𝑖+1
𝑜 |2

(𝛾𝑖+1
11 + |𝜂𝑖+1

𝑥 |)
𝛾𝑖+1

11
(104)

provided that 𝑀 𝑖
1/𝛾

𝑖
11 > (𝐿1 − 1) for 𝑖 = 1, 2, .., 𝑁𝑟/2.

In this section, in summary, we have provided three main
contributions:

• We have introduced an approach for the analysis of LoS
MIMO channels in the non-paraxial setting, which is
based on a quartic approximation for spherical wavefronts
and a sub-array partitioning for large multi-antenna ar-
rays.

• Based on the proposed approach, we have introduced
an analytical expression for optimizing the positions
(in terms of center-points of the sub-arrays and inter-
distances between the antenna elements in each sub-
array) of the antennas over LoS MIMO channels.

• We have specialized the proposed design criterion to
linear arrays with broadside orientation and have iden-
tified explicit analytical expressions for ensuring the
orthogonality of the LoS MIMO channel matrix.

V. NUMERICAL RESULTS

In this section, we present numerical results to validate the
proposed analytical framework. The considered setup is the
following: 𝑓𝑐 = 28 GHz (𝜆 = 1.07 cm), |c𝑜 | = 256𝜆, 𝛼 = 0
and 𝛽 = 0. As introduced in Section II, the effective rank
is utilized as the figure of merit to evaluate the performance
of the proposed designs in terms achievable DoF and spatial
multiplexing gain.

A. Paraxial Setting

We assume that the multi-antenna transmitter and receiver
are equipped with 4 × 4 antenna elements and that they are
aligned along the 𝑥-axis, i.e., 𝑥𝑜 = 0. The elevation angle of the
multi-antenna receiver is sin(𝜃𝑜) = 𝑧𝑜/|c𝑜 |. The inter-distances
𝛿𝑡1 and 𝛿𝑡2 at the multi-antenna transmitter are kept fixed, hence
the channel orthogonality is obtained by optimizing the inter-
distances 𝛿𝑟1 and 𝛿𝑟2 at the multi-antenna receiver.

Figure 3a shows the best effective rank that is obtained
by optimizing (through an exhaustive grid search) the inter-
distances at the receiver based on the exact channel matrix in
(5), and Fig. 3b shows the effective rank obtained by deploying
the antenna elements based on the paraxial design in (30). For
low elevation angles, the inter-distances given by the paraxial
design provide approximately a full rank channel matrix, i.e.,
𝑁eff ≈ 16. When the elevation angle increases, however, the
condition in (30) necessitates a larger inter-distance at the
multi-antenna receiver, leading to a larger array size. Even-
tually, the size of the multi-antenna receiver is so large that
the paraxial approximation does not hold anymore, resulting
in a degradation of the channel orthogonality. Similarly, a
shorter inter-distance at the multi-antenna transmitter implies
a larger inter-distance at the multi-antenna receiver, resulting
in a similar performance degradation. For example, Fig. 3a
shows that, in the considered setup, it is not possible to achieve
the channel orthogonality for any considered inter-distance at
the multi-antenna receiver, when 𝛿𝑡1 = 𝛿𝑡2 = 𝜆/2 at the multi-
antenna transmitter, which is a typical system design. Thus,
the paraxial approximation is not always accurate, and, more
importantly, assuming the same inter-distance among all the
antenna elements (uniform arrays) is suboptimal even if the
effective rank is optimized by using the exact channel in (5).

B. Non-Paraxial Setting

In this section, we validate the analytical framework for the
non-paraxial deployment. We consider two linear arrays with
broadside orientation, i.e., 𝑀2 = 𝐿2 = 1, 𝑥𝑜 = 0 and 𝑧𝑜 = 0.
The transmitter has 𝐿1 = 16 antenna elements. To evaluate
the accuracy of the analytical framework, we compare four
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Figure 4: Effective rank versus the number of antennas at the
receiver (non-paraxial setting).

designs to optimize the inter-distances at the multi-antenna
receiver:

• Design 1: The multi-antenna receiver is partitioned into
four sub-arrays, each having the same number of antenna
elements, i.e., 𝑁𝑟 = 4 and 𝑀 𝑖

1 = 𝑀1/4. The center-points
of the sub-arrays are determined from the analytical
framework, i.e., by utilizing (85), (81) and (61). The inter-
distances in each sub-array are obtained by optimizing
(through an exhaustive grid search) the effective rank of
the exact channel matrix in (5).

• Design 2: The same setup as for Design 1 is considered,
but the channel matrix HLarge is utilized to maximize the
effective rank.

• Design 3: The same setup as for Design 2 is considered,
but the inter-distances at the multi-antenna receiver are
obtained from the analytical framework in (81), (82) and
(59).

• Design 4: The multi-antenna receiver is optimized by
assuming the paraxial approximation, i.e., the condition
in (30) is utilized.

Figure 4 shows the effective rank as a function of the
number of antenna elements at the multi-antenna receiver
when 𝛿𝑡1 = 𝜆/2. In this setup, the paraxial approximation
is not fulfilled, and Designs 1-3 clearly overcome Design
4 when the configuration for the center-points of the sub-
arrays is optimal, i.e., when the number of antenna elements
at the receiver is larger than the minimum required (depicted
in the figure by a dashed vertical line). According to the
example given in Section IV-C, the minimum number of
antenna elements at the receiver needs to satisfy the condition
𝑀1 > 1.7(𝐿1 − 1) = 25.5. It is noteworthy that Design
3, which is based on the proposed analytical framework,
results in an effective rank that is similar to that obtained
by utilizing numerical grid-based methods, provided that the
number of antenna elements at the receiver is sufficiently large,
as predicted by the proposed analytical framework.

Figure 5 illustrates the matrix G that is obtained when the
multi-antenna receiver is optimized based on Designs 1, 2 and
3 for 𝑀1 = 48. We see that the magnitude of the off-diagonal

entries of G is at least 10 dB smaller than the magnitude of
the diagonal entries. This confirms the near-orthogonality of
the optimized LoS MIMO channel matrix.

Figure 6 shows the effective rank of the LoS MIMO
channel as a function of the inter-distance at the multi-antenna
transmitter. In this case, the proposed configuration ensures the
orthogonality for any inter-distance at the transmitter when
𝑀1 = 48 but not when 𝑀1 = 16 (the vertical dashed line
shows the minimum number of antenna elements based on the
proposed framework). Hence, for a given number of antenna
elements at the transmitter, there is a minimum required value
of the inter-distance at the transmitter for ensuring the orthog-
onality of the LoS MIMO channel. It needs to be emphasized
that the proposed approach offers a sufficient condition to
maximize the rank in LoS MIMO channels. Therefore, other
designs that ensure that the LoS MIMO channel has a full
rank, even when the number of antenna elements at the multi-
antenna receiver does not exceed the minimum value estimated
in this paper, may exist (as discussed in Section IV-C).

In addition, Fig. 6 shows that, as the inter-distance at the
multi-antenna transmitter increases, the inter-distance at the
multi-antenna receiver decreases. This is because the paraxial
approximation (Design 4) becomes more accurate in this case.
Specifically, as shown in Table II, the inter-distances obtained
based on the proposed sub-array partitioning converge towards
the inter-distance obtained by considering the paraxial approx-
imation in (30).

VI. CONCLUSION

In this paper, we have introduced a novel framework for
optimizing the deployment of the antenna elements in LoS
MIMO channels. The proposed approach can be applied to
paraxial and non-paraxial settings. In the paraxial setting,
we have devised a simple analytical framework that provides
explicit expressions for ensuring the orthogonality (i.e., full
rank) of the LoS MIMO channel matrix as a function of
key design parameters. In the non-paraxial setting, we have
introduced a new analytical framework based on a quartic
approximation for spherical wavefronts and the partitioning of
large arrays into sub-arrays. The proposed approach provides
sufficient conditions for ensuring that the channel matrix
is orthogonal, which requires an excess number of antenna
elements either at the multi-antenna transmitter or at the multi-
antenna receiver. Possible extensions of this paper include
the generalization of the proposed methods to deployments
with the same number of antenna elements at the transmitter
and receiver, the analysis of more complex channel models,
e.g., including environmental impairments that affect sub-THz
frequencies and multipath interference in urban settings, as
well as the impact of possible errors for the optimal positions
of the antenna elements at the transmitter and receiver.
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