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Abstract In this paper, we present the design of Owi, a symbolic interpreter for WebAssembly written
in OCaml, and how we used it to create a state-of-the-art tool to find bugs in programs combining C and
Rust code. WebAssembly (Wasm) is a binary format for executable programs. Originally intended for web
applications, Wasm is also considered a serious alternative for server-side runtimes and embedded systems
due to its performance and security benefits. Despite its security guarantees and sandboxing capabilities,
Wasm code is still vulnerable to buffer overflows and memory leaks, which can lead to exploits on production
software. To help prevent those, different techniques can be used, including symbolic execution[34].

Owi is built around a modular, monadic interpreter capable of both normal and symbolic execution of
Wasm programs. Monads have been identified as a way to write modular interpreters since 1995 [36] and
this strategy has allowed us to build a robust and performant symbolic execution tool which our evaluation
shows to be the best currently available for Wasm. Moreover, because WebAssembly is a compilation target
for multiple languages (such as Rust and C), Owi can be used to find bugs in C and Rust code, as well as
in codebases mixing the two. We demonstrate this flexibility through illustrative examples and evaluate its
scalability via comprehensive experiments using the 2024 Test-Comp benchmarks. Results show that Owi
achieves comparable performance to state-of-the-art tools like KLEE and Symbiotic, and exhibits advantages
in specific scenarios where KLEE’s approximations could lead to false negatives.
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1 Introduction

WebAssembly (Wasm) [28] is a binary compilation target designed to become the new
standard for the web. Supported by almost all web browsers [56], Wasm enables web
applications to benefit from improved performance and security. Beyond the web,
Wasm powers server-side runtimes [1, 8, 15], IoT platforms [29], and blockchain
smart contracts [57], extending its impact far beyond traditional web use cases.

By allowing high-level programming languages such as C, C++, Rust, Java, Go,
Haskell, and OCaml to compile to Wasm, new classes of bugs and vulnerabilities are
introduced into web and non-web applications alike. Issues in source code — such
as buffer overflows [38], format string vulnerabilities [4], and memory leaks [26] —
are propagated into Wasm binaries via compilation [18]. These vulnerabilities can be
exploited to launch attacks such as cross-site scripting (XSS), denial of service (DoS),
and code injection. Hence, it is crucial to provide developers and security analysts
with robust tools to analyze and verify the security of Wasm binaries.

Symbolic execution [34], a powerful technique that explores all feasible execution
paths of a program by using symbolic inputs instead of concrete ones, has been suc-
cessfully applied to various programming languages, including C [9, 25], Java [44],
and JavaScript [24, 46, 47]. Recently, symbolic execution tools for Wasm, such as
WANA [57], Manticore [41], SeeWasm [30], andWASP [37], have emerged and repre-
sent the current state-of-the-art. However, these tools are either not fully-automatic,
need deep knowledge ofWasm binaries, or tend to scale poorly on larger codebases [37].

To address these challenges, we present Owi, a toolkit for working with Wasm in
the OCaml ecosystem. Owi includes a reference interpreter for Wasm capable of both
concrete and symbolic execution. In this paper, we first describe how we developed
reusable components and a modular interpreter from a concrete one, enabling shared
code between the concrete and symbolic interpreters (§3). We then detail our imple-
mentation of a multi-thread choice monad (§4) based on a cooperative coroutine
scheduler. Next, we show how Owi can be used to perform symbolic execution, of
Wasm, C, Rust and cross-languages programs (§5). Finally, we present in (§6) the
results of our experimental evaluation showing that for Wasm, Owi outperforms all
prior work tools with an average speedup of 313× over Manticore [41], 57× over
SeeWasm [30], and 4× over WASP [37], and for C, Owi has results comparable to
the state of the art software testing tools, such as KLEE [9] and Symbiotic [13].

Contributions In summary, our contributions are as follows: (1) Owi: a toolkit to
work with Wasm within the OCaml ecosystem, featuring a monadic reference inter-
preter for Wasm (§3); (2) Scalable symbolic execution: A robust symbolic execu-
tion engine for Wasm using a multi-core choice monad (§4); (3) Cross-language
bug-finding: A front-end for symbolic execution of C and Rust programs via Wasm
compilation (§5.2).
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1 (module
2 ;; This function does nothing from the point of view
3 ;; of its caller but internally swap x and y if needed
4 ;; so that x < y and assert that the swap happened correctly
5 (func $test_swap (param $x i32) (param $y i32)
6 ;; if x > y
7 (if (i32.gt_s (local.get $x) (local.get $y))
8 (then
9 ;; Swap x and y using integer arithmetic
10 ;; and not a temporary variable
11 ;; x <- x + y
12 (local.set $x
13 (i32.add (local.get $x) (local.get $y)))
14 ;; y <- x - y
15 (local.set $y
16 (i32.sub (local.get $x) (local.get $y)))
17 ;; x <- x - y
18 (local.set $x
19 (i32.sub (local.get $x) (local.get $y)))
20 ;; We entered this branch with x > y and should
21 ;; have swapped the values, so check that now
22 ;; x < y by raising an exception if x - y > 0
23 (if (i32.gt_s
24 (i32.sub (local.get $x) (local.get $y))
25 (i32.const 0))
26 (then
27 ;; raise en exception (ie. "trap")
28 unreachable
29 ))
30 ))
31 )
32 )

Listing 1 Example Wasm program written in Wasm Textual Format (Wat). This is a Wasm
translation of a code example from [33] originally in C.

2 Background

This section provides a brief overview of Wasm, focusing on its syntax and seman-
tics (§2.1), followed by an introduction to symbolic execution, with particular em-
phasis on the method applied in this paper (§2.2).

2.1 Wasm

Wasm [28, 45] is a low-level binary instruction format designed for portability, per-
formance, and security. It provides a compact representation, efficient validation,
and fast compilation while ensuring safe execution with minimal overhead. Wasm
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is platform-agnostic, being independent of specific hardware architectures, program-
ming languages, or runtime environments. It is predominantly used as a compilation
target for high-level languages and is deployed in web browsers, cloud platforms,
and standalone runtimes.

A Wasm program is encapsulated in a module, which includes a collection of Wasm
functions, shared global variables, and a specification for a linear memory (a global
byte array acting as the program’s heap). Wasm employs a stack machine model of
computation, where values are pushed to and popped from the stack during execu-
tion. A Wasm module runs within an embedder, a host engine responsible for loading
modules, resolving imports and exports between them, managing I/O, and handling
exceptions such as traps.

The syntax of Wasm programs is illustrated in Listing 1, showcasing key elements
such as functions (e.g., $test_swap), local variables (e.g., $x and $y), constants (e.g.,
i32.const 0), and instructions (e.g., i32.add, local.get, if, unreachable).Wasm
supports four primitive types: 32-bit integers (i32), 64-bit integers (i64), single-
precision floating-point numbers (f32), and double-precision floating-point numbers
(f64). Wasm instructions determine whether integer operations are signed or un-
signed through a sign extension. Wasm variables are either local or global, with lo-
cal variables existing within a function’s scope and global variables shared across
the module.

The primary memory is structured as a large, linear array of bytes known as linear
memory. This memory can be shared between modules through imports and exports,
and although its initial size is fixed, it can be programmatically grown when needed.
In contrast to typical stack machines, Wasm supports structured control flow with
constructs such as if, else, and loop, making Wasm code more readable and easier
to reason about for developers.

For a detailed treatment of Wasm’s syntax and semantics, readers are referred
to [28].

2.2 Symbolic Execution

Symbolic execution is a program analysis technique used to explore all feasible exe-
cution paths of a program up to a given bound [34]. Instead of using concrete inputs,
symbolic execution operates on symbolic inputs, which represent multiple possible
values. Each time the symbolic execution engine encounters a conditional branch
whose condition depends on the value of one or several symbols, it forks the exe-
cution, exploring both possible branches. For each path, the engine builds a logical
formula called the path condition, representing the constraints on the inputs needed
to reach that path.

When symbolic execution encounters a branch, the path condition is updated with
the corresponding guard for the then branch or the negation of the guard for the
else branch. To check the feasibility of these paths and validate assertions within
the program, symbolic execution engines rely on an underlying SMT (Satisfiability
Modulo Theories) solver like Z3 [20], Colibri2 [53], Bitwuzla [42], Alt-Ergo [16] or
cvc5 [3]. An execution path is said to be feasible if the SMT solver can find at least
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Figure 1 Execution tree of the $test_swap function. Symbolic execution explores ex-
haustively all these execution paths. When reaching the trap node, the SMT pro-
vides the values leading to that node.

one concrete set of inputs that satisfies the path condition. Additionally, an assertion
at a particular point in the program holds if it is implied by the path condition at that
point.

Symbolic Execution Example To illustrate symbolic execution in practice, consider
the $test_swap function in the Wasm program shown in Listing 1. In one path, the
function ends with an unreachable instruction, which should never be executed un-
der any input and raises an exception if it is. Symbolic execution is used to verify this
by exhaustively exploring all feasible execution paths, as depicted in the execution
tree in Figure 1. In the figure, green leaf nodes represent valid execution outcomes,
while red nodes indicate paths that trigger the unreachable instruction.

Consider inputs x = 8388481 and y = −2147483648, which cause 32-bit integer
overflow during the subtraction x − y in the second branch (i.e. −2147483648 −
8388481 mod 232 = 2139095167), leading to the unreachable trap. Below, we ex-
plain how this input can be discovered.

Since there are three execution paths through the $test_swap function, each must
be symbolically executed. For this example, we assume a breadth-first exploration
strategy. Initially, the symbolic execution assigns symbolic values to the local variables
x and y. Upon encountering the first conditional branch, execution forks into two
paths: one where x > y, and the other where x ≤ y. The path conditions are updated
accordingly:

PCT ≡ x > y and PCF ≡ x ≤ y

Execution then proceeds along the path described by PCT . In this path, the values
of x and y are swapped, and the second conditional branch ($x - $y > 0) is
encountered, generating two new path conditions:

x ′ 7→ x + y y 7→ x ′ − y x ′′ 7→ x ′ − y

PCT T ≡ x > y ∧ y ′′ − x ′′ > 0 and PCT F ≡ x > y ∧ y ′′ − x ′′ ≤ 0
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Both path conditions are feasible, leading to another fork in the execution. Eventually,
PCT T reaches the unreachable instruction. An SMT solver can be queried to find
concrete inputs for PCT T , yielding:

$x 7→ 8388481 $y 7→ −2147483648

This demonstrates the power of symbolic execution in identifying edge cases, such
as integer overflow, that can cause unexpected behaviors. Although further paths,
such as PCT F , remain to be explored, the discovery of an erroneous path already
demonstrates the utility of the analysis.

3 Turning a Concrete Interpreter to a Monadic One

Owi is an open-source1 Wasm toolkit developed in OCaml. Its interpreter fully com-
plies with the Wasm standard [28] and also supports some of its recent standard and
non-standard extensions.2 In this section, we present how we have turned Owi, histor-
ically a robust reference interpreter for Wasm, into a modular and general interpreter
able to do both concrete and symbolic execution.

This section is organized as follows: first, we provide an overview of the implemen-
tation of the concrete interpreter (§3.1). Next, we describe how to parametrize the
interpreter over different implementations of its base values (§3.2). Finally, we show
how to parametrize the interpreter over its evaluation strategy, implemented as a
monad, which allows us to turn it into a full symbolic execution engine (§3.3).

3.1 The Concrete Interpreter

The code of the concrete interpreter is modeled on the semantics of Wasm. For the
sake of simplicity, we focus in this article on a reduced Wasm syntax that only has
integer types.

It is represented by the following OCaml algebraic data types:

type value = I32 of int32 | I64 of int64

In this representation, values of the value type represent a 32- or 64-bit Wasm integer.
An OCaml value representing theWasm 32-bit integer 42 is written as I32 42l, where
the l indicates that this is a 32-bit integer and not OCaml’s default integer with 63
or 31 bits.

1 Owi is available under the AGPL-3.0 license at https://github.com/ocamlpro/owi
2 Owi currently supports the following standard extensions: Import/Export of Mutable Glob-

als, Non-trapping float-to-int conversions, Sign-extension operators, Multi-value, Refer-
ence Types, and Bulkmemory operations; and not yet standard extensions: Tail call, Typed
Function References, and Extended Constant Expressions.
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1 let select x =
2 match x with I32 x when x != 0 -> true | _ -> false
3
4 let eval_instr i stack =
5 match (i, stack) with
6 | Binop Add, I32 x :: I32 y :: stack ->
7 I32 (Int32.add x y) :: stack
8 | Binop Gt, I32 x :: I32 y :: stack ->
9 I32 (Int32.gt x y) :: stack
10 | If (if_true, if_false), cond :: stack ->
11 let cond = select cond in
12 if cond then eval if_true stack
13 else eval if_false stack

Listing 2 Evaluator for the simplified Wasm instructions. We omit the cases that would
result in Wasm type errors (e.g. an empty stack).

The instructions are also defined as an OCaml datatype, illustrated by the following
subset:

type binop = Add | Gt
type instr = Binop of binop | If of (instr list * instr list)

Instructions can either be a binary operation Binop op, where op can be Add or Gt,
or a conditional If (if_true, if_false), where if_true (resp. if_false) is
the instruction list to be executed if the condition at the top of the stack is true (resp.
false).

In OCaml, type signatures specify tuples using the * operator. When constructing
tuples, pair notation is used, such as (1,2), to represent a tuple of type int * int.

We implement an interpreter for this syntax by defining an evaluator for Wasm
blocks (lists of instructions). The evaluator is a function with the following signature:

val eval : instr list -> value list -> value list

It takes an instr list (representing a block of instructions) and a value list
(representing Wasm’s value stack) as arguments and returns a value list (the
modified stack after evaluation).

Importantly, note that the -> symbol in OCaml represents a function type arrow,
which specifies the types of a function’s input and output. This is due to OCaml’s use of
currying. For more information on OCaml type signatures, readers can refer to [40].

This block evaluator is built on a single instruction evaluator, that also updates the
stack accordingly. It has the following signature and its implementation is shown in
Listing 2.

val eval_instr : instr -> value list -> value list

The eval_instr function pattern matches on (i, stack), where i is the instruc-
tion to evaluate, and stack is a list of values. The key cases are as follows:
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1. Binop Add: The OCaml operator :: is the list consing operator, so I32 x :: I32
y :: stack represents a list whose first element is I32 x, second element is I32
y and the tail of the list is a list bound to the variable stack. This pattern matches
a stack with two 32-bit integers at its top, I32 x and I32 y. The result of the
addition is calculated using OCaml’s Int32module, which provides operations on
32-bit integers, such as Int32.add for addition. A new stack is then returned with
the addition result at its start followed by the tail.

2. Binopt Gt. Similarly to the previous case, two integers are “popped” from the
stack, I32 x and I32 y. We perform a greater than comparison on them and the
result is “pushed” as a truthy value (1 for true, 0 for false).

3. If (if_true, if_false) with a value cond at the top of the stack. If cond is
truthy (i.e., cond is I32 xwhere x 6= 0), the if_true block is executed; otherwise,
the if_false block is executed.

3.2 The Parametric Interpreter

To generalize the concrete interpreter, we introduce a parametric version by abstract-
ing over value types. This is achieved using an OCaml functor, which allows us to
parameterize the interpreter over different modules representing the value types. In
OCaml, a module is a collection of values or functions grouped together under a
namespace. A functor is similar to a function but operates onmodules and not values:
it is a function at the module-level.

Listing 3 shows the Interpreter functor, it takes as parameter a module Value
that defines operations for the types representing Wasm values. The interpreter then
uses these operations, allowing us to replace the concrete Int32 and Int64 opera-
tions with abstract counterparts.

The Value_intf signature, shown in Listing 4, defines the required operations for
Int32 and Int64. The Int32 module specifies the following four elements:
1. type t: Is the primary type of the module, such as int32 for concrete execution.
2. val add: A function to add two elements.
3. val gt: A function to perform a greater-than comparison between two elements.
4. val eqz: A function to check if an element is zero.
The Int64 module specifies the equivalent types and functions for 64-bit integers.

Thanks to this parametrization, we can now easily implement variations of our
interpreter where the basic operations are somewhat different. We could for example
crash on integer overflow, or change the base functions for some that report statistics
on how they are called.
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1 module Interpreter (Value : Value_intf) = struct
2 (* Makes items in the namespace of the Value module
3 directly available here. *)
4 open Value
5 type value = I32 of Int32.t | I64 of Int64.t
6
7 let select x =
8 match x with I32 x -> not (Int32.eqz x) | _ -> false
9
10 let eval_instr i stack =
11 match i, stack with
12 | Binop Add, I32 x :: I32 y :: stack ->
13 (Int32.add x y) :: stack
14 | Binop Gt, I32 x :: I32 y :: stack ->
15 (Int32.gt x y) :: stack
16 | If (if_true, if_false), cond :: stack ->
17 let cond = select cond in
18 if cond then eval_expr if_top stack
19 else eval_expr if_bot stack
20 end

Listing 3 Parametric evaluator for the simplified Wasm syntax.

1 module type Value_intf = sig
2 module Int32 : sig
3 type t
4 val add : t -> t -> t
5 (* greater than *)
6 val gt : t -> t -> t
7 (* is equal to zero *)
8 val eqz : t -> t
9 end
10 module Int64 : sig (* Same as Int32 *) end
11 end

Listing 4 Signature of the value module passed to the interpreter functor.

3.3 The Monadic Interpreter

However, to do symbolic execution, we need to not only abstract over the types of
values but also over the evaluation strategy itself. To do so, we need to scale the inter-
preter into a monadic form. Monads in functional programming represent computa-
tions, and using them allows us to seamlessly support different execution strategies,
including symbolic execution.

The monadic interpreter, shown in Listing 5, is parameterized over a module im-
plementing the following monadic interface:

9
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1 module Interpreter (Value : Value_intf) (Choice : Choice_intf) = struct
2 (* Makes items in the namespace of the Value module
3 directly available here. *)
4 open Value
5 (* This is a syntax trick that allows to write: `let* x = e1 in e2`
6 Which will be desugared into: `Choice.bind e1 (fun x -> e2)`
7 *)
8 let ( let* ) v f = Choice.bind v f
9
10 let rec eval_instr i stack =
11 match i, stack with
12 | Binop Add, I32 x :: I32 y :: stack ->
13 Choice.return (I32 (Int32.add x y) :: stack)
14 | Binop Gt, I32 x :: I32 y :: stack ->
15 Choice.return (I32 (Int32.gt x y) :: stack)
16 | If (if_true, if_false), cond :: stack ->
17 let* cond = Choice.select cond in
18 if cond then eval if_true stack
19 else eval if_false stack
20 end

Listing 5 Monadic evaluator for the simplified Wasm syntax.

1 module type Choice_intf = sig
2 type 'a t
3 val return : 'a -> 'a t
4 val bind : 'a t -> ('a -> 'b t) -> 'b t
5 val select : Value.Int32.t -> bool t
6 end

Here, type 'a t represents the monad type, where t is a type that takes a type
parameter 'a, allowing t to be used with various types (e.g., int, bool, etc.). The
core functions in this signature are:

return : 'a -> 'a t, which is the monadic return function and is used to inject
a value into the monad;
bind : 'a t -> ('a -> 'b t) -> 'b t, which is the monadic bind function
and is used to chain computations;
val select : Value.Int32.t -> bool t, which takes an abstract Int32.t
and returns a monadic value containing a boolean. As before the returned value
indicates whether the passed integer was non-zero. The fact that this value is
monadic means that it represents a computation, and because it wraps a boolean
value, it means that this computation “boils down” to a boolean. Select returning
a monadic value is testimony to the fact that when reaching a branching point and
having to decide on the truthness of an expression made of symbols, the symbolic
execution can decide which cases to explore, and in which order.
The monadic evaluator differs from the parametric evaluator in two key ways:
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1. Monadic binding: the custom let* operator wraps the monadic bind, enabling
concise chaining of computations. This is similar to Haskell do notation, or Scala’s
for notation.

2. Conditional evaluation: the condition is evaluated in a monadic context, support-
ing symbolic execution by deferring the evaluation strategy to the select function,
which will select which branch to execute. This function returns a monadic com-
putation of type bool Choice.t. Using let*, we bind this result to a variable and
then use it to choose between executing if_true or if_false.
For concrete execution, the monad is the identity monad, where computations are

simply values:

1 type 'a t = 'a
2 let return x = x [@@inline]
3 let bind x f = f x [@@inline]
4 let select b = match b with I32 x when x <> 0 -> true | _ -> false

[@@inline],→

Here, the code behaves exactly the same as it would without any abstraction, and
there is no runtime cost thanks to the [@@inline] annotations.3

For symbolic execution, the monad involves additional complexity, as it needs to
handle symbolic reasoning, combining features from both continuation and state
monads. The detailed implementation of the symbolic choice monad will be covered
in the next section.

In summary, the monadic functorization allows us to share most of the code be-
tween concrete and symbolic interpreters, enabling flexible evaluation strategies with
minimal overhead. We believe this approach offers a convenient way to derive a sym-
bolic interpreter from a concrete one in other contexts.

4 The Choice Monad

As detailed in section 2.2, the symbolic interpreter frequently encounters branching
choices, such as determining whether the condition of an if-then-else construct is
true or false. Each choice corresponds to a different execution trace, and these
traces form a prefix tree where each node represents a decision. Bugs, such as Wasm
traps or assertion failures, reside within the leaves of this tree. While proving the com-
plete absence of bugs would require exploring the entire tree — a generally infeasible
task —, an efficient exploration of key branches can help identify bugs quickly.

To achieve this, we can aim for two goals: (a) maximize the exploration rate, i.e.,
how many traces are evaluated per unit of time, and (b) use heuristics to prioritize

3 [@@inline] annotations are hints to the compiler that this function should be inlined.
Inlining these small functions guarantees that the compiler will be able to optimize them
further, making this identity monad a zero-cost abstraction.
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Figure 2 Our choice monad is composed of three transformers layered together.

the exploration of branches more likely to contain bugs. While our current imple-
mentation supports the foundational aspects needed for prioritization, defining the
heuristics themselves is left for future research. In this section, we explain how our
Choice monad ensures efficient branch exploration by leveraging parallel execution.

We first describe the structure of the Choice monad and its role in symbolic exe-
cution (§4.1). Then, we discuss our lazy memory model, which mitigates memory
over-consumption issues that arise when scaling across multiple CPU cores (§4.2).

4.1 A Multicore Choice Monad

4.1.1 High-level View
Our symbolic and parallel Choice monad exposes the same interface as described in
the previous section, but integrates several key functionalities:

A forkable cooperating coroutine monad, where the execution can yield con-
trol to the scheduler and fork itself. By forking itself, the coroutine duplicates the
execution and provides the notion of choice. Additionally, these coroutines have
access to a worker-local storage (WLS), a value uniquely accessible to the worker
executing the coroutine, which allows having “global” values of non thread-safe
types.
A state monad, whichmanages the interpreter’s internal Wasm state and symbolic
execution bookkeeping, particularly the path condition.
An error monad that handles traps from Wasm programs and symbolic assertions
failures. These errors propagate through the monadic structure.
The state and errormonads closely resemble existing constructs in the literature [32],

and we won’t further explain them here. The coroutine monad has four base con-
structs, illustrated figure 3:

Choice points indicate that the computation can take two directions, with different
results.
Yield points allow the scheduler to suspend the coroutine and start executing an-
other one.
Value leaves indicate a final value for this (sub-)coroutine. In our case, this value
will be a value of the error monad.
Stop leaves indicate that the execution stoppedwithout a Value because this branch
is actually unreachable.

12
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Figure 3 A graphical representation of a value from our Choice monad

The monadic operations exposed by our Choice monad build a value representing
the coroutine tree. This value describing a coroutine can then be passed to a scheduler
which will run it in atomic steps bounded by yield points. When reaching a Value leaf,
our scheduler jumps to a predetermined callback to handle this value properly.

4.1.2 Implementation of the Multicore Choice Monad
The rest of this section is devoted to an in-depth presentation of our coroutine monad.
Correctly implementing this monad was one of the technical challenges that once
overcome allowed Owi to achieve the performances presented in section 6, however
understanding it exhaustively is not required to follow the rest of this article, so the
less interested reader should feel free to skip directly to section 4.2 (p. 18).

The Coroutine Monad The coroutine monad is implemented as follows in OCaml:

1 (* Two mutually recursive datatypes *)
2
3 (* The type of coroutines themselves,
4 it has only one constructor, containing a function that
5 takes the worker local storage and returns a status *)
6 type ('a, 'wls) t =
7 Schedable of ('wls -> ('a, 'wls) status)
8
9 (* The type of one step of the coroutine,
10 it has four constructors *)
11 and ('a, 'wls) status =
12 | Now of 'a (* Final value of type 'a *)
13 | Yield of Prio.t * ('a, 'wls) t (* Coroutine with a priority *)
14 | Choice of (('a, 'wls) status * ('a, 'wls) status) (* Choice point *)
15 | Stop (* End of execution *)

Coroutines, of type t, execute in steps. Each (sub-)coroutine value (of type t) reads
a worker local storage (WLS) and may result in:

Now, indicating a final value.
Yield, which schedules a continuation of the coroutine with an associated priority.
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Choice, denoting a choice between two execution paths,
Stop, signaling the termination of the coroutine without any value.
The base primitives of this monad include:

1 (* Convert a value to a coroutine that returns it immediately *)
2 let return (x : 'a) : ('a,'wls) t =
3 (* A Sched(ul)able value containing a function ignoring the WLS
4 and returning x *)
5 Schedable (fun _wls -> Now x)
6
7 (* Executes one step of the coroutine with the provided WLS *)
8 let run (Schedable mxf : ('a, 'wls) t) (wls : 'wls) : ('a, 'wls) status
9 = mxf wls
10
11 (* Yields control back to the scheduler with a specified priority *)
12 let yield (prio: Prio.t) : (() ,'wls) t = u
13 Schedable (fun _wls -> Yield (prio, return ()))
14
15 (** Creates a choice between two coroutines *)
16 let choose (a : ('a, 'wls) t) (b : ('a, 'wls) t) : ('a, 'wls) t =
17 Schedable (fun wls -> Choice (run a wls, run b wls))
18
19 (* Accesses the worker-local storage *)
20 let wls : ('wls,'wls) t =
21 (* This coroutine inner function simply returns the WLS *)
22 Schedable (fun wls -> Now wls)
23
24 (* Forks the current coroutine, yielding back control to the scheduler.
25 The parent coroutine will resume execution with a priority
26 prio_parent, and the child coroutine with a priority prio_child. In
27 the parent (resp. child) coroutine, fork is false (resp. true).*)
28 let fork (prio_parent: Prio.t) (prio_child : Prio.t): bool t =
29 Schedable (fun _wls ->
30 Choose
31 (Yield (prio_parent, Now false))
32 (Yield (prio_child, Now true)))

However, the critical operation in this monad is the bind function:

1 let rec bind (mx : ('a, 'wls) t) (f : 'a -> ('b, 'wls) t) : ('b, 'wls) t
2 = Schedable
3 (fun wls ->
4 (* A closure whose purpose is to traverse nested statuses and
5 return the final value of one step of (bind mx f) *)
6 let rec unfold_status (x : ('a, 'wls) status) : ('b, 'wls) status
7 = match x with
8 (* The final value is that of f applied to x *)
9 | Now x -> run (f x) wls
10 (* If the coroutine is yielding, we return a yield.
11 The resulting next coroutine will be the result of
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12 recursively binding f to the initial next coroutine. *)
13 | Yield (prio, lx) -> Yield (prio, bind lx f)
14 (* When encountering a choice, we simply continue unfolding
15 both branches. *)
16 | Choice (mx1, mx2) ->
17 let mx1' = unfold_status mx1 in
18 let mx2' = unfold_status mx2 in
19 Choice (mx1', mx2')
20 (* We stop if mx stops *)
21 | Stop -> Stop
22 in
23 unfold_status (run mx wls) )

Scheduling Coroutines To execute coroutines, we use a scheduler that manages work
distribution. This scheduler uses a synchronized FIFO queue to store coroutines and
distributes work to available worker threads. It has the following interface.

1 (** Synchronized FIFO queues *)
2
3 (** The main and only type of this module. *)
4 type !'a t
5
6 (** Create a new queue *)
7 val make : unit -> 'a t
8
9 (** Add a new element to the queue *)
10 val push : 'a -> 'a t -> unit
11
12 (** Get an element from the queue.
13 The boolean shall be true to atomically start a new pledge
14 (cf make_pledge) while popping. *)
15 val pop : 'a t -> bool -> 'a option
16
17 (** Make a new pledge, i.e. indicate that new elements may be pushed
18 to the queue and that calls to pop should block waiting for them *)
19 val make_pledge : 'a t -> unit
20
21 (** End one pledge *)
22 val end_pledge : 'a t -> unit
23
24 (** Mark the queue as closed: all threads trying to pop from it will
25 get no element *)
26 val close : 'a t -> unit
27
28 (** Call in a loop the provided function while there is elements
29 in the queue. The provided function should take a queue element
30 as first parameter, and a callback allowing to push new elements
31 to the queue as second parameter. *)
32 val work_while : ('a -> ('a -> unit) -> unit) -> 'a t -> unit

Using these, we can implement the scheduler as:
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1 (* Our work queue type: a queue containing the Schedulable.t
2 coroutines defined above *)
3 type ('a, 'wls) work_queue = ('a, 'wls) Schedulable.t Wq.t
4
5 (* Scheduler type containing a work queue *)
6 type ('a, 'wls) t = { work_queue : ('a, 'wls) work_queue }
7
8 (* Create a new scheduler with an empty queue *)
9 let make_scheduler () =
10 let work_queue = Wq.make () in
11 { work_queue }
12
13 (* Add a new task to the scheduler *)
14 let submit_task sched task = Wq.push task sched.work_queue
15
16 (* Main loop of a worker thread. Initialized with its WLS,
17 it runs steps of the coroutines scheduled on sched and calls
18 callback on their final value. *)
19 let work wls sched callback =
20 (* Handles the coroutine's status. The second argument is
21 the Queue callback allowing to push new elements. *)
22 let rec handle_status (t : _ Schedulable.status) write_back =
23 match t with
24 (* No more execution needed, return () *)
25 | Stop -> ()
26 (* A final value, pass it to the call back *)
27 | Now x -> callback x
28 (* The coroutine yielded, push the follow-up coroutine to
29 the queue. For now the priority is ignored. *)
30 | Yield (_prio, f) -> write_back f
31 (* The coroutine forked. Evaluate each of the two sub coroutines
32 sequentially. *)
33 | Choice (m1, m2) ->
34 handle_status m1 write_back;
35 handle_status m2 write_back
36 in
37 (* Use the queue work_while function to run each coroutine and handle
38 their status while the scheduler work queue is not empty *)
39 Wq.work_while
40 (fun f write_back ->
41 handle_status (Schedulable.run f wls) write_back)
42 sched.work_queue
43
44 (* Spawn a worker thread for scheduler `sched`. It will call callback
45 on each final value. callback_init and callback_close are the
46 callback initializer and deinitializer respectively. *)
47 let spawn_worker sched wls_init callback callback_init callback_close =
48 callback_init ();
49 (* Start a Domain, an OCaml concept similar to a thread *)
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50 Domain.spawn (fun () ->
51 Fun.protect
52 (* This will be executed even if the other closure
53 raises an exception *)
54 ~finally:callback_close
55 (* This closure is the actual thread code *)
56 (fun () ->
57 (* Initialize the worker local storage *)
58 let wls = wls_init () in
59 (* Run the worker loop defined above *)
60 try work wls sched callback
61 with e ->
62 let bt = Printexc.get_raw_backtrace () in
63 (* If this worker loop fails, mark the queue
64 as closed so that the scheduler stops *)
65 Wq.close sched.work_queue;
66 Printexc.raise_with_backtrace e bt ) )

The scheduler continually pulls coroutines from the work queue, runs them, and
either finalizes their execution or reschedules them based on their current status. We
currently treat all yields with equal priority, though supporting prioritized scheduling
is a straightforward extension for future work.4 Figuring what priority to give each
branch is the tricky part and is left to future research.

The Complete Choice Monad By applying state and error monad transformers, and
fixing some of the type parameters, we get the final monadic type:

1 type 'a t = St of (Thread.t ->
2 Schedable of ( Solver.t ->
3 ('a eval * Thread.t, Solver.t) status
4 )
5 )

Where:
Thread.t represents the Wasm interpreter’s state and the patch condition;
Solver.t represents the state of the SMT solver;
eval represents the possibly failing result of an evaluation, and is defined as:

1 type 'a eval =
2 | EVal of 'a (* success *)
3 | ETrap of (* metadata describing the Wasm trap *)
4 | EAssert of (* metadata representing the assertion failure *)

status is the coroutine status defined above.

4 To schedule with priority, we would simply change our queue module: for now it is backed
by a FIFO queue, but we could change that to a priority queue while keeping the same
multi-thread synchronization code.
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We lift all the required operations through the transformers, allowing us to define
complex symbolic execution routines, check that takes a boolean value and uses the
WLS solver to check its feasibility given the current assumptions, and assume that
takes a boolean value and record that it was assumed to be true. Using those, we can
now write a symbolic select:

1 (** Checks if a boolean value is feasible, and if so record its value
2 in the assumptions. Otherwise, stops the execution of the current
3 branch. *)
4 let check_and_record (b : Symbolic_value.bool) =
5 let* () = yield in
6 if check b then
7 record b
8 else
9 stop
10
11 let select (v : Symbolic_value.bool) : bool Choice.t =
12 (* We first create two monadic values, each corresponding to a
13 possible value of v (either true or false). Each of these branches
14 simply checks the reachability, records the chosen value, and
15 returns it as part of the monad. *)
16 let true_branch =
17 (* The let+ notation is similar to Haskell's do notation.
18 This can be read:
19 bind (check_and_record v) (fun () -> return true) *)
20 let+ () = check_and_record v
21 true
22 in
23 let false_branch =
24 let+ () = check_and_record (Symbolic_value.not v) in
25 false
26 in
27 (* Finally, we create the coroutine combining the two possibilities
28 defined above *)
29 choose true_branch false_branch

4.2 The Lazy Memory Model

Symbolic execution often suffers from significant memory overhead due to the path
explosion problem [2, 10]. When running Owi on the Test-Comp benchmarks [6]
with a 30-second timeout, we observed up to 156,052 state duplications. A naive ap-
proach that duplicates the Wasm memory on every branch (the “state cloned” on fig-
ure 3) would require storing potentially massive amounts of data, withWasmmemory
ranging from 64KiB to 4GiB in size. This situation makes state duplication infeasible
without optimized memory management.

Owi implements a lazy memory model that resembles a copy-on-write strategy.
Instead of duplicating memory on every branch, new states share memory with their
predecessors and track modifications in a separate map. When a memory location is
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accessed, Owi checks if it has been modified; if so, the value is retrieved from the
modification map. Otherwise, the value is fetched from the original memory. This
approach recursively applies to any prior states, reducing memory usage significantly.

This strategy is inspired by KLEE [9], though with a key difference: while KLEE
models memory as a collection of objects and must copy entire objects even for small
changes. In contrast, Owi models memory as a large array of bytes, allowing it to
copy only the modified bytes. This is more efficient in terms of memory usage.

5 Demonstrating Owi’s Symbolic Execution Capabilities

Having detailed how Owi is implemented, we now demonstrate its capabilities as a
symbolic execution tool, first on Wasm and then on other languages.

5.1 Symbolic Execution of Wasm

We first illustrate Owi’s ability by performing symbolic execution on the $test_swap
function defined in listing 1. To do so, we write the following code which calls the
$test_swap functionwith two symbolic parameters. Remember that the $test_swap
function already tests its own coherence using an if that leads to an unreachable.

1 (func $main
2 call $i32_symbol ;; Creates a fresh symbol
3 call $i32_symbol ;; Creates a fresh symbol
4 call $test_swap
5 )

Calling Owi on this code, we can indeed identify the problematic input that leads
to overflow.

1 $ owi sym test_swap.wat
2 Trap: unreachable
3 Model:
4 (model
5 (symbol_0 (i32 2147483646))
6 (symbol_1 (i32 -2147483647)))
7 Reached problem!

Beyond this toy example, Owi can also find bugs in more realistic codebases. For
example, we took the implementation of a B-tree data structure developed by C.
Costa [17], and the symbolic test suite used for the evaluation in (§6). Next, we
added a few additional assertions to check the coherence of the data structure after
a few operations. Running Owi determines that all possible execution paths are bug-
free. As shown below by Owi outputting “All OK”:
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1 $ owi sym tree_3o3u.wat
2 All OK

Next, we introduce a bug in a critical section of the code by changing a “greater
than” comparison to a “less than” one, and Owi manages to find that some execution
path now leads to an assertion failure:

1 $ owi sym tree_3o3u_buggy.wat
2 Assert failure: false
3 Model:
4 (model
5 (symbol_0 (i32 -71872612))
6 (symbol_1 (i32 -72221176))
7 (symbol_2 (i32 -1543220269))
8 (symbol_3 (i32 -72326636))
9 (symbol_4 (i32 -205803988))
10 (symbol_5 (i32 71802348)))
11 Reached problem!

5.2 Symbolic Execution of C and Rust Programs

We have demonstrated Owi’s capability to identify bugs in Wasm codebases. However,
many languages, including C and Rust, can be compiled to Wasm. By exposing Owi’s
API to these host languages, we can use Owi to detect bugs in any program that can
be compiled to Wasm.

To analyze a program written in a language L using Owi, one must:
Implement the L Primitives: This involves modeling the program’s interactions
with its environment (such as disk and network I/O or system calls) for accu-
rate analysis. This also includes correctly modeling dynamic memory management
(e.g., malloc, realloc, and free in C).
Bind Owi Primitives: This step involves connecting Owi’s core primitives to L,
enabling the generation of symbolic values, assertion checks, and controlled ex-
ploration.
Once these steps are completed, the programwritten in L can be compiled toWasm

and executed in Owi for bug detection. However, it is crucial to note that some bugs,
particularly those related to undefined behavior, might be obscured by the compiler.
A Wasm program represents just one possible interpretation of the original program,
which can have multiple interpretations if undefined behavior is present.

The following subsections outline our work in applying Owi to C and Rust.

5.2.1 Checking C Code
We have implemented portions of the C standard library, as well as a C header file
that allows interaction with Owi from C. Additionally, we have added a subcommand
to the Owi binary that facilitates the compilation of C programs to Wasm. With these
components in place, C programs can be tested using Owi, as illustrated in the fol-
lowing examples.
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A common approach to bug-finding is to write a test harness. For instance, to test
a function f, we define symbolic inputs corresponding to its parameter types and
perform assertions on its output. The harness is defined in the main function, with f
being the function under test:

1 #include <owi.h>
2
3 int f(int x, float y) {
4 ...
5 }
6
7 void main(void) {
8 int x = owi_i32();
9 float y = owi_f32();
10
11 int result = f(x, y);
12
13 owi_assert(result == 42);
14 }

In this example, we define symbolic values for an integer x and a floating-point
value y using Owi’s exposed functions. We then apply f to these symbolic inputs
and assert that the result is equal to 42. Owi’s owi_assert function verifies that
the symbolic expression provided as input always holds. Additionally, Owi offers an
owi_assume function, which allows developers to restrict the path condition to cer-
tain scenarios, excluding uninteresting behaviors from exploration.

Alternatively, users can replace harnesses with function contracts, as seen in run-
time assertion checking tools like E-ACSL [52] or deductive verification tools like
Why3 [23]. These contracts are written in a specification logic distinct from the ex-
ecutable language, and translating them into symbolically executable code requires
additional work. We have integrated such functionality for C by reusing E-ACSL. Our
approach involves taking a C file annotated with E-ACSL specifications, generating
an instrumented executable file via E-ACSL, and using a symbolic runtime to handle
the instrumented code. Although this work is publicly available, we will not elaborate
on it in this paper.

Owi can handle all Wasm features (except SIMD instructions) and thus complex C
programs. For instance, the following C code example illustrates that Owi can handle
function pointers in symbolic execution:

1 #include <stddef.h>
2 #include <owi.h>
3
4 // fold(f, a, len, init) is f(f(... f(init, a[0]), a[1] ...), a[len-1])
5 int fold(int (*f)(int, int), int *array, size_t len, int init) {
6 for (size_t i = 0; i < len; i++) {
7 init = f(init, array[i]);
8 }
9 return init;
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10 }
11
12 // a function whose result is expected to be positive if acc is positive
13 int step(int acc, int x) {
14 return (acc + x * x);
15 }
16
17 void main(void) {
18 // Create an array of unknown (symbolic) size containing symbolic

integers,→
19 size_t len = owi_i32();
20 int *array = malloc(sizeof(int) * len);
21 for (size_t i = 0; i < len; i++) {
22 array[i] = owi_i32();
23 }
24
25 // Apply the `fold` function on the symbolic array with `step` as a

function pointer,→
26 int init = 42;
27 int res = fold(step, array, len, init);
28
29 // Check that the result is greater than the initial value
30 // This should be the case because the output of `step` is expected

to be positive,→
31 // when the accumulator is positive, which is the case of `init` here
32 owi_assert(res >= init);
33
34 }

Although the code appears correct, Owi reveals a counterexample caused by inte-
ger overflow in step:

1 $ owi c function_pointer.c --fail-on-assertion-only -O0
2 Assert failure: (i32.ge (i32.add (i32 42) (i32.mul symbol_2 symbol_2))

(i32 42)),→
3 Model:
4 (model
5 (symbol_0 (i32 1))
6 (symbol_2 (i32 57344)))
7 Reached problem!

Running the code in unoptimized mode (-O0) ensures that the indirect call is not
optimized away (Owi would still find the bug without it but there would not be a func-
tion reference in theWasm code anymore). We use the --fail-on-assertion-only
flag to focus the analysis on assertion failures rather than other potential bugs, such
as exceeding Wasm’s memory limits.

Similarly, we can use Owi to check the equivalence of two functions:

22



L. Andrès, F. Marques, A. Carcano, P. Chambart, J. Fragoso Santos, J.-C. Filliâtre

1 #include <owi.h>
2
3 // check that f1 and f2 produce the same result for any inputs
4 void check_function_equivalence(int (*f1)(int, int), int *(f2)(int,

int)) {,→
5 int x = owi_i32();
6 int y = owi_i32();
7 owi_assert(f1(x, y) == f2(x, y));
8 }
9
10 // two different implementations of the mean function
11 int mean1(int x, int y) {
12 return (x & y) + ((x^y) >> 1);
13 }
14 int mean2(int x, int y) {
15 return (x + y) / 2;
16 }
17
18 void main(void) {
19 check_function_equivalence(mean1, mean2);
20 }

Owi identifies that mean1 and mean2 are not equivalent due to integer overflow in
mean2:

1 $ owi c ./function_equiv.c --fail-on-assertion-only -O0
2 Assert failure: (bool.eq (i32.add (i32.and symbol_0 symbol_1) (i32.shr

(i32.xor symbol_0 symbol_1) (i32 1))) (i32.div (i32.add symbol_0
symbol_1) (i32 2)))

,→
,→

3 Model:
4 (model
5 (symbol_0 (i32 -2147483648))
6 (symbol_1 (i32 -2147483646)))
7 Reached problem!

5.2.2 Checking Equivalence of Mixed Rust and C code
Consider a scenario where a codebase is being migrated from C to Rust. In this code-
base, the following C function computes the dot product of two 2D vectors:

1 float dot_product(float x[2], float y[2]) {
2 return (x[0]*y[0] + x[1]*y[1]);
3 }

A Rust developer might translate this into the following idiomatic Rust code using
iterators:

1 fn dot_product_rust(x: &[f32; 2], y: &[f32; 2]) -> f32 {
2 x.iter().zip(y).map(|(xi, yi)| xi * yi).sum()
3 }
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To compare the behavior of the C and Rust implementations, we can bind the C
function in Rust:

1 extern "C" {
2 pub fn dot_product(x: *const f32, y: *const f32) -> f32;
3 }
4
5 fn dot_product_c(x: &[f32; 2], y: &[f32; 2]) -> f32 {
6 unsafe { dot_product(x.as_ptr(), y.as_ptr()) }
7 }

Then, we use Owi to check that both implementations behave equivalently:

1 fn main() {
2 let x = std::array::from_fn(|_| owi_sym::f32_symbol());
3 let y = std::array::from_fn(|_| owi_sym::f32_symbol());
4 let c_val = dot_product_c(&x, &y);
5 let rust_val = dot_product_rust(&x, &y);
6 owi_sym::assert(
7 (c_val.is_nan() && rust_val.is_nan()) ||
8 (c_val.to_bits() == rust_val.to_bits())
9 )
10 }

Surprisingly, Owi finds a counterexample:

1 Model:
2 (model
3 (symbol_0 (f32 -0.))
4 (symbol_1 (f32 -0.))
5 (symbol_2 (f32 0.))
6 (symbol_3 (f32 0.)))

This counterexample arises from the behavior of zeroes in IEEE 754 floating-point
arithmetic. The following table illustrates the addition rules:

+ +0 −0
+0 +0 +0
−0 +0 −0

The true neutral element of addition is −0, not +0. The Rust sum implementation
behaves similarly to the following C code:

1 float sum(float *x, int n) {
2 float sum = 0.0;
3 for (int i = 0; i < n; i++) {
4 sum += x[i];
5 }
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6 return sum;
7 }

In this example, adding −0 to +0 leads to different results: Rust’s sum yields +0,
while C’s implementation results in −0. Even though +0 and −0 compare equally,
they can lead to significant differences in further computations. After discovering
this issue, we identified it as a bug in Rust’s standard library and submitted a pull
request fixing it, which was accepted and merged.5

5.2.3 Asserting Properties on Rust Code Calling C Code.
Many foundational libraries are written in C, covering various usages: cryptography
(NaCl and openssl), network (libcurl), graphics (GTK), common file formats (git, zlib,
gzip), and so on. Newer programming languages often expose ways of binding to
these libraries. However, doing so poses a challenge for verification because the code-
base mixes several programming languages. Because Owi uses Wasm for verification
it can handle code where one language (here Rust) calls another (here C) as long as
both compile to Wasm.

To illustrate this, we implemented the following Rust code, calling a sha512 primi-
tive from the popular libsodium library. In this code, the user_entry function takes
a buffer, a user name, and a password and writes the user name, a null byte, and the
sha512 hash of the password to the buffer.

1 extern "C" {
2 fn c_sha512(out: *mut u8, msg: *const u8, bytes: u64) -> c_int;
3 }
4
5 fn hash(out: &mut [u8], msg: &[u8]) {
6 let ret_code = unsafe {
7 c_sha512(out.as_mut_ptr(),msg.as_ptr(),msg.len() as u64)
8 };
9 if ret_code != 0 { panic!("Hash failed!") }
10 }
11
12 fn user_entry(mut output: &mut [u8], user_name: &str, password: &str) {
13 use std::io::Write;
14 write!(&mut output, "{}\0", user_name.to_uppercase()).unwrap();
15 hash(output, password.as_bytes());
16 }

To test it, we use the following main function. In this function we allocate a buffer
big enough to store four bytes, the null byte, and the 64 bytes of the hash. We then
generate a user name made of four characters, and call the user_entry function on
those.

5 https://github.com/rust-lang/rust/pull/129321
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1 let user_name_size = 4;
2 let mut buffer = vec![0u8; user_name_size + 1 + 64];
3 let user_name =
4 String::from_iter(std::iter::repeat_with(||

owi_sym::char_symbol()).take(user_name_size));,→
5 user_entry(buffer.as_mut_slice(), &user_name, "password");

We have added no assertion to our main function, however, Owi still finds an issue:

1 Trap: memory heap buffer overflow
2 Model:
3 (model
4 (symbol_18 (i32 14))
5 (symbol_19 (i32 8079))
6 (symbol_20 (i32 0))
7 (symbol_21 (i32 32)))
8 Reached problem!

Indeed, this example also demonstrates Owi’s integrated memory tracking, and a
buffer overflow has been correctly identified. That is because we allocate a buffer of
69 bytes, overlooking that the four Unicode characters (as given by char_symbol)
may take up to four bytes each, so sixteen bytes in total. This buffer overflow cannot
be caught by Rust itself (despite its safety properties) because it happens in the called
C code: the user name and null byte will comfortably fit in the beginning of the 69
bytes long buffer but it is when writing the 64 bytes of the hash that we will overflow.

6 Experimental Evaluation

In this section, we evaluate the performance and effectiveness of Owi on Wasm and
real-world C programs. Specifically, our evaluation aims to answer the two following
research questions:

RQ1: What is Owi’s performance and how does it compare to other existing sym-
bolic execution tools for Wasm?
RQ2: How effective is Owi in detecting bugs and how does it compare to KLEE
and Symbiotic?

6.1 Experimental Setup

To answer our research questions, we leverage two datasets of example programs.
The first is a dataset of Wasm programs used for the performance evaluation of prior
works [30, 37]. The second dataset, is a collection of real-world C programs used for
evaluating software testing tools in the Test-Comp competition [5]. Next, we describe
these datasets.

Dataset 1 (B-tree test suite) Consists of 22 symbolic tests for a custom-made
Wasm implementation of a B-tree data structure [17].
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Table 1 Speedup table calculated as Stool =
Ttool

TOwi−24
. Comparing Owi with 24 workers

(Owi-24) against prior work tools: Manticore, SeeWasm, WASP, and single
worker Owi (Owi-1). Each entry indicates the factor by which Owi-24 was faster
than the executor indicated at the top of the column.

nu = 1 nu = 2 nu = 3
no sowi−24 SMcore SSW SWASP SOwi−1 sowi−24 SMcore SSW SWASP SOwi−1 sowi−24 SMcore SSW SWASP SOwi−1

2 1.0 17.2 2.5 0.4 0.6 1.0 122.2 15.8 1.4 1.5 1.0 635.7 64.5 5.0 5.7
3 1.0 33.1 5.3 0.5 0.6 1.0 281.3 33.2 2.4 2.9 1.0 842.7 89.7 7.8 8.9
4 1.0 48.3 10.0 0.9 0.9 1.0 444.1 52.6 3.7 4.9 1.0 844.3 101.6 9.1 10.8
5 1.0 75.7 13.4 1.4 1.6 1.0 589.2 69.0 5.0 7.2 1.0 772.3 92.7 10.5 12.2
6 1.0 134.6 20.3 1.7 2.2 1.0 647.0 88.1 5.9 9.1 1.0 688.8 98.8 12.3 13.1
7 1.0 170.5 35.3 2.5 3.4 1.0 626.7 96.9 6.1 9.8 1.0 629.6 94.0 16.6 14.0
8 1.0 201.0 40.5 2.9 4.1 1.0 597.1 95.3 6.9 10.7 – – – – –
9 1.0 212.2 47.2 3.4 5.1 1.0 564.0 89.1 6.8 11.2 – – – – –

Dataset 2 (Test-Comp benchmarks) The 2024 edition of Test-Comp [5] consists
of 11,042 tasks. The competition has two types of testing tasks: (1) Cover-Branches
tasks, whose goal is to generate a set of concrete tests that covers the greatest
possible number of program branches, and (2) Cover-Error tasks, whose goal is to
generate at least one set of inputs that leads the execution of the program to a bug.
Our focus is on the Cover-Error task, which includes 1,217 tasks out of the 11,042.
However, we excluded two tasks due to one containing inline X86 assembly code
and the other invalid code. Each task is a single C program.
To compare Owi with prior work, we set up the only three available stand-alone

Wasm symbolic engines:WASP [37], SeeWasm [30], andManticore [41]. Additionally,
we evaluated the two best symbolic execution tools participating in the 2024 edition
of Test-Comp: KLEE [9] and Symbiotic [13].

Our testbed consisted of an Ubuntu 22.04 server with an AMD EPYC 7451 24-Core
Processor, offering 48 threads and 128GB of RAM. Owi was compiled with the OCaml
5.2.0 compiler using the Flambda1 optimizer. For the constraint solver, all compared
tools used the Z3 SMT solver [20] version 4.13.0. The C code was compiled to Wasm
using LLVM version 14 and using the flag -O3 in clang. For each execution of Owi,
we used the -w24 flag, setting the number of workers to 24. The use of these flags
and number of workers is experimentally justified in Appendix A.

The benchmarking code, reproducibility scripts, diagram generation, and cross-
tool comparisons are available in Owi’s GitHub repository.

6.2 RQ1: Performance Evaluation

To compare Owi’s performance against Manticore, SeeWasm, and WASP, we use
Dataset 1: the B-tree symbolic test suite from [37]. All tests share the same code
template but vary in the number of symbolic values, with some constrained to be
ordered. We denote the number of ordered and unordered symbolic values as no and
nu, respectively.
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Results Table 1 shows the speedup of Owi with 24 workers (Owi-24) compared to
the tools identified in the prior work review: Manticore, SeeWasm, and WASP; as
well as, Owi running with a single worker (Owi-1). The tests vary in both ordered
symbolic values (no: from 2 to 9) and unordered symbolic values (nu: from 1 to 3). For
each (no, nu) combination, the table provides the speedup of Owi-24 against the raw
execution time of each tool shown in Table 3. The speedup is claculated as S = Ttool

TOwi−24
,

meaning that if S is greater than 1, Owi was S× faster than tool.
Notably, as shown in Table 1, Owi-24 consistently outperforms the other tools:
Compared to Manticore, Owi achieves a speedup ranging from 17.2× to 844.3×,
with an average of 312.6×.
Compared to SeeWasm, Owi achieves a speedup ranging from 2.5× to 101.6×,
with an average of 57.1×.
Compared to WASP, Owi achieves a speedup ranging from 0.4× to 16.4×, with an
average of 4.1×.
Compared to Owi with one worker, Owi achieves a speedup ranging from 0.6× to
14.0×, with an average of 4.5×.

Furthermore, Table 1 reveals three minor observations:
1. For 2 ≤ no ≤ 4 and nu = 1, Owi-24 is slower than both WASP and Owi-1. This

slowdown is caused by the overhead of creating and destroying workers, and the
synchronization between them.

2. In general, the speedup achieved by Owi-24 is greater against Owi-1 than against
WASP. This is because Owi is not optimized for single-worker performance, result-
ing in occasional slower performance in single-worker mode compared to WASP,
hinting at potential room for improvement.

3. Speedup improves with an increasing number of symbolic variables due to the
exponential growth in explored paths. Benefiting the parallel exploration of Owi.

6.3 RQ2: Effectiveness in Bug Detection

We assess Owi’s effectiveness in detecting bugs and compare it to KLEE and Symbiotic
by running all tools on Dataset 2: Test-Comp’s Cover-Error tasks. While Test-Comp
has a 900-second limit per task, we use a 30-second limit to keep total runtimes
under 8 hours (as these tasks are very memory intensive). This 30-second limit was
still enough for both KLEE and Symbiotic to solve over 80% of the tasks in the original
competition.6 The results are summarized in Table 2.

Reached Bugs A bug is considered “Reached” when a tool generates a concrete set
of inputs that causes the program to reach a location marked with a failure, such as
an assert(false).

6 https://test-comp.sosy-lab.org/2024/results/results-verified/META_Cover-Error.table.html#
/quantile?selection=cpu
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Table 2 Solved tasks by KLEE, Owi, and Symbiotic on the Cover-Error Test-Comp bench-
marks.

Tool Reached Timeout Nothing Nothing
Reached+Nothing

KLEE 782 368 65 7.67%
Owi 676 539 0 0.00%

Symbiotic 489 657 69 12.37%

The “Reached” column in Table 2 shows that KLEE detects the most bugs, while
Owi finds 0.86× as many. KLEE benefits from various exploration strategies, whereas
Owi currently lacks efficient exploration heuristics and explores paths as they are
discovered. This strategic difference has a significant impact on performance in sym-
bolic execution engines, which likely explains the detection gap between the two
tools. Moreover, KLEE is using the STP SMT solver and not Z3, since they noticed it
was leading to much better results for symbolic execution. Trying the STP solver in
Owi is left to future work.

Despite this, Owi outperforms Symbiotic, detecting 1.38× more bugs. Consider-
ing that KLEE and Symbiotic ranked 2nd and 3rd,7 respectively, among the 20 tools
tested in the 2024 Test-Comp, Owi’s performance demonstrates that its bug-finding
capabilities are competitive with top-tier software testing tools.

Undetected Bugs A bug is considered undetected when a tool terminates without
timeout and without producing any bug-causing input, even if a bug is present. This
is referred to as a false negative.

The “Nothing” column in Table 2 shows the number of false negatives reported by
each tool, while the last column shows the percentage of false negatives relative to
all non-timeout answers (i.e. Reached + Nothing). Notably, KLEE has a false negative
rate of 7.67%, and Symbiotic has a rate of 12.37%. In contrast, Owi produces no false
negatives.

This is because KLEE deliberately under-approximates certain C standard library
functions. For example, when a program allocates memory with a symbolic size us-
ing malloc, KLEE provides only one concrete memory chunk [7]. This approach
can accelerate execution and increase the number of bugs detected within the given
timeout—provided the bug is independent of the chunk’s size—but it also introduces
potential false negatives. Since Symbiotic uses KLEE for symbolic execution, it will
also suffer from the same potential false negatives.

7 Two variants of FuseBMC ranked first.
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7 Related Work

The aim of this work is to develop a scalable and maintainable Wasm interpreter capa-
ble of performing efficient symbolic execution. Our contributions are closely aligned
with research on monadic and parametric interpreters as well as symbolic execution
tools specifically designed for Wasm.

Monadic and Parametric Interpreters Our approach shares similarities with the work
by Mensing et al. [39], who derive a symbolic execution engine from a definitional
interpreter. Like our Wasm interpreter, their approach begins with a concrete imple-
mentation and evolves into a parametric one with an abstract value interface. They
instantiate the interpreter in both concrete and symbolic modes. The primary distinc-
tion between our work and theirs is the focus on dynamically-typed languages with
recursive functions and pattern matching. Additionally, they adopt a breadth-first
search strategy in their symbolic interpreter to explore the program’s state space.
In contrast, our implementation leverages a co-routine monad, which allows us to
prioritize the exploration of more pertinent branches of execution.

Necro [43], a framework for formalizing programming-language semantics, gener-
ates interpreters or proofs in Coq [54] based on language semantics. Necro generates
an OCaml functor that is parametric over an interpretation monad handling applica-
tions and branches. Like our approach, it leverages monads to manage computational
effects, though Necro focuses on concrete interpretation rather than extending to
symbolic execution as we do.

Symbolic Execution for Wasm Symbolic execution has been extensively employed to
uncover critical errors and vulnerabilities across various programming languages, in-
cluding C [25], C++ [9], Java [49], and Python [14]. For the Web, several state-of-
the-art tools for symbolic execution of JavaScript code [35, 46, 47, 48, 50] demon-
strate the demand for such tools in validating and testing modern web applications.

Symbolic execution engines can generally be divided into two classes: static and
dynamic/concolic execution engines [2]. Static symbolic execution tools [33, 34, 44,
46, 47, 55] explore the entire symbolic execution tree up to a predefined depth. On the
other hand, concolic execution tools [9, 12, 25, 35, 48, 49, 50] combine concrete and
symbolic executions, focusing on exploring one path at a time. Numerous symbolic
execution tools have been proposed for various programming languages, as surveyed
in [2, 10, 11]. Below, we delve into the current symbolic execution tools for Wasm,
aside from Owi.

WANA [57] is a cross-platform tool that employs static symbolic execution to de-
tect vulnerabilities in smart contracts compiled toWasm bytecode. However, it lacks a
stand-alone symbolic execution engine for general Wasm code. Manticore [41], a flex-
ible symbolic execution framework for binaries and smart contracts, includes support
for Wasm bytecode, but relies on complex, manually crafted Python scripts for each
test. Manticore is no longer actively maintained. WASP [37], built on an old Wasm
reference interpreter, uses concolic execution to reduce solver interactions and sim-
plify memory modeling. However, it remains limited to Wasm 1.0, as updating the
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interpreter to support newer language features was deemed infeasible by the devel-
opment team. SeeWasm[30] introduces in [31] a novel symbolic execution approach
with fine-grained local search strategies, but the need for deep program-specific in-
sights make its practical applicability limited.

None of these tools, including WANA, Manticore, WASP, and SeeWasm, support
parallel or concurrent state space exploration for Wasm programs. Owi, however, is
the first symbolic execution engine for Wasm to introduce parallel state space explo-
ration, utilizing the power of OCaml-Multicore.

Verification of Cross-language Codebases Verification of cross-language codebases re-
quires that both languages have a common compilation target supported by the ver-
ification tool. Hardware assembly languages are notoriously hard to run verification
on, especially because control flow is often intricate and hard to reconstruct in the
assembly code generated by compilers. LLVM IR is the target of some verification
tools (e.g. KLEE), which could be used to do verification of cross-language code, but
we couldn’t find examples of it in the literature. A possible explanation to this is the
lack of tooling to easily generate and manipulate LLVM bitcode. On the other hand,
Wasm is supported by an ever-increasing number of languages, and its design lends
itself well to verification and symbolic execution. Moreover, the languages’s stan-
dard libraries and runtime are already distributed as Wasm, which is not the case of
LLVM IR.

Parallel Symbolic Execution Engines Extensive literature exists on parallelizing sym-
bolic execution [21, 51, 58]. The articles we found all use a similar algorithm to ours
where sub-branches of the execution tree are dispatched to different worker threads,
but none of them seemed to have our lazy memory model allowing efficient scaling,
and as these tools did not participate in TestComp, there is no easy way to run them
on our benchmark set, which would require to modify these tools so that they pro-
vide a C interface compatible with the one expected by TestComp files. Moreover, to
the best of our knowledge, there is no tool that is both well advertised and usable
for Wasm, C and/or Rust, and able to work in parallel. Finally, none of the tools we
found are using a monad based software architecture.

8 Conclusion and Future Directions

With Owi now capable of parallel symbolic execution, delivering promising results,
several opportunities for enhancement can further improve its bug-finding capabili-
ties. Our immediate priority is to finalize the implementation of a concolic monad for
Owi. Although not yet multi-core and still harboring a few bugs, the current version
performs on par with the symbolic version when executed with a single worker.

Next, we plan to implement a more efficient exploration strategy that capitalizes
on the prioritization enabled by our monadic design, potentially incorporating tech-
niques such as A* [19]. To address the combinatorial explosion of execution paths —
especially in loops — we intend to employ constrained Horn clauses (CHC) [27] for
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inferring loop invariants and hash-consed Patricia trees [22] to merge states more ef-
fectively.

Another key objective is integrating the WasmGC proposal into Owi, which will
enable the symbolic execution of OCaml code (by compiling it with Wasocaml, our
OCaml-to-WasmGC compiler), or other languages such as Java or Scala.

In conclusion, our work illustrates that Wasm is a robust target for symbolic ex-
ecution, particularly given the increasing number of languages compiling to Wasm.
The Wasm ecosystem allows us to leverage existing toolchains across languages, facil-
itating cross-language symbolic execution. Our approach also offers a reusable tech-
nique for constructing high-performance symbolic execution engines by extending
a concrete interpreter into a monadic one with a streamlined choice monad imple-
mentation. This method is adaptable to other contexts and has already demonstrated
strong performance in our evaluations. We are confident that incorporating more ad-
vanced symbolic execution techniques into Owi will lead to significant improvements
and impactful results.
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A Exploring Different Parameters

A.1 Multicore Evaluation

To assess the efficiency of Owi’s multicore implementation, we varied the number of
workers from -w1 to -w48 and observed the results on the Test-Comp Cover-Error
benchmarks, which are presented in the following table:

Number of workers 1 2 4 8 12 16 20 24 36 48
Reached bugs 612 645 663 664 675 675 675 676 675 672

The results indicate that as the number of workers increases, so does the number of
tasks solved, peaking at 24 workers. Beyond this optimal point, performance slightly
declines, likely due to increased cache contention of virtual threads sharing the same
logical core. A comparison of runs using 1 and 24 workers shows that the multicore
version solved 62 more tasks, representing a 10% improvement. The distribution of
execution times remained consistent across all worker configurations.

A.2 Compiler Optimization Levels

We also experimented with different clang optimization levels (-O0 to -O3) to eval-
uate their impact on performance. The results on the Test-Comp benchmarks are
summarized in the table below:

Clang Optimisation level O0 O1 O2 O3
Reached bugs 554 674 674 676

At the -O0 optimization level, Owi solved fewer tasks. Most unsolved tasks in this cat-
egory were due to loops that were not optimized, causing the exploration process to
stall. Beginning at -O1, Owi solved a higher number of tasks, indicating that optimiza-
tions designed for concrete execution also benefit symbolic execution. Even with the
increased compilation time, optimizations positively impacted task completion rates.

B B-tree Raw Execution Times

Table 3 Time results for Manticore (TMcore), SeeWasm (TSW), WASP (TWASP), single
threaded Owi (TOwi), and Owi with 24 workers (TOwi24) on the B-tree test suite.

nu = 1 nu = 2 nu = 3
no TMcore TSW TWASP TOwi TOwi24 TMcore TSW TWASP TOwi TOwi24 TMcore TSW TWASP TOwi TOwi24

2 4.356 0.634 0.104 0.155 0.254 35.058 4.534 0.391 0.441 0.287 382.687 38.829 3.062 3.466 0.602
3 11.151 1.791 0.166 0.218 0.337 110.546 13.053 0.953 1.159 0.393 1,117.439 118.925 10.399 11.863 1.326
4 17.659 3.648 0.330 0.339 0.366 261.156 30.920 2.178 2.895 0.588 2,713.705 326.637 29.403 34.852 3.214
5 33.305 5.897 0.607 0.712 0.440 507.321 59.453 4.337 6.197 0.861 5,722.794 686.920 77.568 90.649 7.410
6 67.175 10.137 0.826 1.081 0.499 896.068 121.961 8.179 12.593 1.385 11,118.566 1,595.489 198.750 211.120 16.142
7 97.692 20.221 1.458 1.952 0.573 1,584.262 244.923 15.520 24.684 2.528 20,727.641 3,096.070 538.423 460.280 32.924
8 152.363 30.762 2.165 3.117 0.758 2,567.524 409.891 29.648 45.938 4.300 – – – – –
9 210.069 46.709 3.390 5.062 0.990 3871.196 611.926 46.851 76.744 6.865 – – – – –
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