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Abstract We presents Owi, an interpreter for WebAssembly written in OCaml. It can perform parallel symbolic execution thanks to its monadic interpreter and a multi-core choice monad. We show how we are getting good results comparing to the state of the art tools with only minimal efforts in terms of symbolic execution techniques. Our approach allows us to perform symbolic execution of C and Rust code and even of code mixing both languages.
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1 Introduction

WebAssembly [25] (Wasm) is a new binary compilation target designed to be the new standard for the Web. Wasm is currently supported by 99% of tracked browsers [48], enabling Web applications to compile to Wasm and benefit from its performance improvements. Beyond the Web, Wasm is extensively used to power server-side runtimes [1, 8, 15], IoT platforms [26], and blockchain smart contracts [49].

By allowing high-level programming languages such as C, C++, Rust, Java, Go, Haskell, and OCaml to compile to Wasm, opportunities arise for the introduction of new classes of bugs and vulnerabilities into the context of web applications. Issues in the original programs can be transposed to Wasm binaries via compilation [17], these include buffer overflows [33], format strings [5], and memory leaks [23]. By leveraging these classical vulnerabilities, attackers can exploit Wasm binaries to perform attacks such as cross-site scripting (XSS), denial of service (DoS), and code injection. For this reason, it is crucial to ensure that the community has the necessary tools to analyse and verify the security of Wasm binaries.

Symbolic execution [30] is a powerful technique that allows for the exploration of all feasible paths of a program up to a bound, by running a program with symbolic inputs instead of concrete ones. It is a technique that has been applied with success to a variety of programming languages, including C [9, 22], Java [38], and JavaScript [21, 40, 41]. Currently, the state-of-the-art in symbolic execution of Wasm is embodied by tools such as WANA [49], Manticore [35], WASP [32], and Eunomia [27]. However, these tools either require complicated setups, need deep knowledge of the Wasm binary to be analysed, or scale poorly to large codebases [32].

We present Owi, a toolkit to work with Wasm within the OCaml ecosystem. Owi features a reference interpreter for Wasm capable of performing both concrete and symbolic execution. In this paper, we first describe how we designed reusable components and a modular interpreter from a concrete one, enabling the sharing of code between the concrete and symbolic interpreters (§3). Secondly, we explain how we use the choice monad to abstract over the type of values and to deal with branching in a way that is compatible with both concrete and symbolic execution (§4). Finally, we present Smt.ml, a multi back-end front-end library for SMT solvers in OCaml, and discuss how we integrated it with Owi to allow the use of different SMT solvers during symbolic execution (§5).

While our primary goal is to analyse standalone Wasm, we also demonstrate the potential for performing symbolic execution on other languages by compiling by compiling them to Wasm. We provide examples of symbolic execution applied to C and Rust code and describe our ongoing efforts to extend this functionality to support OCaml and other garbage-collected language by integrating WasmGC into Owi.

We evaluate Owi on the 2024 Test-Comp benchmarks [6]. We show that Owi is able to perform symbolic execution of C and obtain results comparable to the state-of-the-art tools such as KLEE [9], with shortcomings on a few benchmarks due to limitations in the current implementation of the memory model. Additionally, we also show that our multi-core choice monad allows Owi to reduce timeouts and increase bugs detected by 10% compared to a single-core implementation.
Contributions In summary, our contributions are as follows: (1) Owi, a toolkit to work with Wasm within the OCaml ecosystem, featuring an abstract reference interpreter for Wasm (§3); (2) A robust and scalable symbolic execution engine for Wasm, built using our choice monad (§4); (3) A front end for testing C and Rust programs using our symbolic execution engine (§6).

2 Background

In this section we give a brief overview of Wasm, focusing on its syntax and semantics (§2.1), together with a high-level introduction to symbolic execution with a particular emphasis on the discipline followed in this paper (§2.2).

2.1 Wasm

WebAssembly [25, 39] is a low-level binary instruction format that offers compact representation, efficient validation and compilation, and ensures safe execution with minimal overhead. Wasm is not tied to any specific hardware, being language, hardware and platform-independent. Like other assembly languages, it is mainly used as a compilation target for high-level programming languages. Wasm is used in web browsers but also in cloud platforms or in standalone runtimes.

In the following we provide a brief overview of the Wasm version 1 syntax, which is supported by 99% of tracked browser at the time of writing [48]. A WebAssembly binary takes the form of a module. A Wasm module includes a collection of Wasm
functions, together with the declaration of their shared global variables and the specification of a linear memory (a global array of bytes used as a heap). Computation is based on a stack machine; Wasm instructions interact with the stack by pushing values onto the stack or popping values out of the stack. A Wasm module is executed by an embedder, i.e. a host engine that defines how modules are loaded, but is also in charge of resolving imports and exports between modules, along with handling I/Os and traps.

The syntax of Wasm programs is exemplified in Listing 1 and includes: functions (e.g., $\text{swap}$), local variables (e.g., $x$ and $y$), values (e.g., $\text{i32.const 0}$), and instructions (e.g., $\text{i32.add, local.get, if, unreachable}$). Wasm has four primitive types: 32-bit integers ($\text{i32}$), 64-bit integers ($\text{i64}$), single-precision floating-point numbers ($\text{f32}$), and double-precision floating-point numbers ($\text{f64}$). Wasm makes no distinction between signed and unsigned integers, instead instructions have a sign extension to indicate how to interpret the generated integer values. Wasm variables can be either local or global. Local variables belong to the execution context of a function, whereas global variables belong to the module. Wasm does not have named variables; instead, both local and global variables are indexed by integers. The primary storage of a Wasm module is a large array of bytes, commonly referred to as linear memory. Memories can be imported or exported, meaning that they can be shared between modules. The initial size of a memory is fixed. However, memory can be programmatically grown when its size needs to be enlarged. In contrast to most stack machines, Wasm has structured control flow constructs, such as $\text{if, else, and loop}$. It ensures that humans can easily interpret Wasm code. For a comprehensive overview of the syntax and semantics of Wasm, the reader is referred to [25].

2.2 Symbolic Execution

Symbolic execution is a program analysis technique used to explore all feasible paths of a program up to a bound [30]. Instead of running a program using concrete inputs, symbolic execution engines run the given program with symbolic inputs. Every time the symbolic execution engine encounters a conditional branch point with a symbolic guard, it forks the current execution to be able to explore both branches. For each path of the program execution tree, the symbolic execution engine builds a logical formula, called the path condition, that represents the constraints on the inputs that must be satisfied in order to reach that path. In particular, every time a conditional branch point is symbolically executed, the current path condition is extended with its guard in the then branch and its negation in the else branch. Symbolic execution engines rely on an underlying SMT solver to check the feasibility of execution paths and the validity of assertions supplied by the developer. An execution path is said to be feasible if it can be realised by at least one concrete path and an assertion holds at a given point in the program if it is implied by the path condition at that point.

Symbolic Execution Example Let us now take a look at how symbolic execution works in practice. Consider the $\text{swap}$ function in the Wasm program given in Listing 1. This function is annotated with a final unreachable instruction, which is supposed
Figure 1  Execution tree of the $swap$ function.

to never be executed, whatever input the program is given. In order to verify this, one has to explore all feasible execution paths of the function, which we illustrate in Figure 1 in the form of an execution tree. In the tree, we depict in green the leaf nodes corresponding to execution paths for a valid and desirable outcome of the function and in red those corresponding to paths for which the execution traps with an unreachable instruction. The trap is raised for the left-most path. To see this, consider the inputs $x = 8388481$ and $y = -2147483648$. These inputs cause 32-bit integers to overflow when performing the subtraction $x - y$ in the second branch of the function (i.e. $-2147483648 - 8388481 \mod 2^{32} = 2139095167$), leading to the trap. Below, we explain how these inputs can be discovered.

Since there are three possible execution paths in the $swap$ function, each of these needs to be symbolically executed. We will assume a breadth-first exploration strategy in this example. When symbolic execution starts on function $swap$, the local variables $x$ and $y$ are assigned symbolic values, say $x$ and $y$, respectively. As the first conditional branch is executed, the condition and its negation are both satisfiable; therefore, execution forks into two paths: one where $x > y$ and one where $x < y$, with the path condition is updated accordingly:

$$PC_T \equiv x \geq y \quad \text{and} \quad PC_F \equiv x < y$$

Execution proceeds down $PC_T$. In this path the values of $x$ and $y$ are swapped, with $x$ taking the value of $y$ and vice versa. Next, the second conditional branch (i.e. $x - y > 0$) is executed, generating two new path conditions:

$$x \rightarrow y \quad y \rightarrow x \quad PC_{TT} \equiv x \geq y \land y - x > 0 \quad \text{and} \quad PC_{TF} \equiv x \geq y \quad y - x \leq 0$$

Both path conditions are satisfiable, leading to another fork in the execution. Due to our assumption of breadth-first exploration, the next path to be explored would be $PC_F$. This path corresponds to the execution of the else branch of the first conditional statement. In this path there is nothing more to do, and the execution terminates. So, we proceed with the next path that is described by $PC_{TT}$. In this path, the execution
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reaches the unreachable instruction. One can ask the SMT for a model of the path condition $PC_{TT}$, which will provide the concrete values that lead to the trap:

$$x \rightarrow 8388481 \quad y \rightarrow -2147483648$$

3 From the Concrete to the Symbolic Interpreter

Owi’s source code is available online [2]. Originally, Owi was a classical, concrete interpreter for Wasm written in OCaml. In this section, we explain how we turned it into a monadic interpreter. This transformation allows Owi to perform parallel symbolic execution in addition to concrete execution while preserving most of the original code.

3.1 The Interpreter

The code of the original interpreter looked like this:

```ocaml
module Interpreter = struct
  let rec eval_instr i stack =
    match i, stack with
    | Binop Add, Int32 x :: Int32 y :: stack ->
      (Int32.add x y) :: stack
    | Binop GT, Int32 x :: Int32 y :: stack ->
      (Int32.gt x y) :: stack
    | If_else (if_top, if_bot), cond :: stack ->
      if cond then eval_expr if_top stack
      else eval_expr if_bot stack
      (* ... *)
    and eval_expr e stack = (* ... *)
end
```

It was operating on an Int32 OCaml module manipulating scalar values of type int32. The first thing we want to do is to abstract over the type of Int32 and other values. To do this, we define a signature for values:

```ocaml
module type Values = sig
  module Int32 : sig
    type t
    val add : t -> t -> t
    val gt : t -> t -> t
  end
  (* ... *)
end
```

Then we functorize the Interpreter module by adding a Values module parameter of signature Values:
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```plaintext
module Interpreter (Values : Values) = struct

open Values

let rec eval_instr i stack =
  match i, stack with
  | Binop Add, Int32 x :: Int32 y :: stack ->
    (Int32.add x y) :: stack
  | Binop GT, Int32 x :: Int32 y :: stack ->
    (Int32.gt x y) :: stack
  | If_else (if_top, if_bot), cond :: stack ->
    if cond then eval_expr if_top stack
    else eval_expr if_bot stack
    (* ... *)
  and eval_expr e stack = (* ... *)
end

In the concrete case, the Values.Int32 module will be our previous Int32 module. In the symbolic case, it will be a module operating on expressions similar to those that the path condition is made of.

Then, in order to perform concrete and symbolic execution while still sharing the code, we are going to use the choice monad. This module has the following signature:

```plaintext
module type Choice = sig
  type 'a t
  val return : 'a -> 'a t
  val bind : ('a t -> ('a -> 'b t) -> 'b t)
  val select : Value.Bool.t -> bool t
end
```

Then we functorize the interpreter by a module having this signature, define some helpers and rewrite the If_else case:

```plaintext
module Interpreter (Values : Values) (Choice : Choice) = struct

open Values

let ( let* ) = Choice.bind

let rec eval_instr i stack =
  match i, stack with
  | Binop Add, Int32 x :: Int32 y :: stack ->
    Choice.return (Int32.add x y) :: stack
  | Binop GT, Int32 x :: Int32 y :: stack ->
    Choice.return (Int32.gt x y) :: stack
  | If_else (if_top, if_bot), cond :: stack ->
    let* cond = Choice.select cond in
    if cond then eval_expr if_top stack
    else eval_expr if_bot stack
```
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```ocaml
(* ... *)
and eval_expr stack = (* ... *)
end
```

In the concrete case, the implementation of Choice is the identity:

```ocaml
type 'a t = 'a
let return x = x [@inline]
let bind x f = f x [@inline]
let select b = b [@inline]
```

The code is going to behave in the exact same way and there is no abstraction runtime cost thanks to the right [@inline] annotations and the OCaml compiler with the Flambda optimizer enabled.

In the symbolic case, the choice monad is actually the continuation (or coroutine) monad mixed with the state monad. The state will store the path condition. The `select` function will add the correct expressions to the path condition and call an SMT solver to determine which branches are reachable. When both branches are reachable, we are will interpret both of them and part of the state needs to be duplicated. This may not be apparent in the code, as it is managed by the `let*` that calls `bind`. Finally, the branches are explored in parallel using the multicore capabilities of OCaml 5. The implementation of the monad is detailed in the next section.

This monadic functorization allowed us to share most of the code between both interpreters, while maintaining good performances and with only minimal changes required to the original code. We believe this approach to be a good way to easily get a symbolic interpreter from a concrete one in other settings.

### 4 The Choice Monad

In this section, we present the choice monad. We first describe the choice monad and explain how it powers symbolic execution (§4.1). Then, we briefly discuss the lazy memory model used to prevent memory over-consumption (§4.2).

#### 4.1 Multicore Implementation

During symbolic execution of a program, the symbolic interpreter is often faced with a choice, say deciding whether a Boolean is true or false. Each choice corresponds to a different branch of the DAG of possible executions, and each of these branches must be explored. This exploration is ideally done in parallel. We have highlighted how the monadic construction of our interpreter allowed us to turn a concrete interpreter to a symbolic one. In this section, we will detail how our symbolic execution monad allows for parallel execution of the code.
Our monad composes together several functionalities:

- Those of a forkable coroutine monad. That is the execution can \textit{yield} back to its executor and \textit{fork} (i.e. duplicate) itself. Moreover these coroutines have access to a \textit{worker-local} storage: that is some value that is owned by the worker currently executing the coroutine.
- Those of a state monad. The state considered here being the interpreter’s internal “Wasm” state.
- Those of an error monad. Wasm programs can trigger traps and Owi extends Wasm with assertions that can fail. Both these cases need to be propagated up.

This composition is done using three layered monad transformers. For the sake of brevity and simplicity these transformers are implemented inline rather than as module functors.

The state and error monad are similar to those described in the literature [28]. The coroutine monad \( a \rightarrow (a, \text{wls}) \ t \) for a worker-local storage type \( \text{wls} \) is implemented like so in OCaml:

```ocaml
type ('a, 'wls) t =
  Sched of ('wls -> ('a, 'wls) status)
and ('a, 'wls) status =
  | Now of 'a
  | Yield of Prio.t * ('a, 'wls) t
  | Choice of (('a, 'wls) status * ('a, 'wls) status)
  | Stop
```

Elements of the monad read a worker local storage (WLS) and use it to compute a return value that is either:

- \textit{Now} denoting a final value;
- \textit{Yield} which gives both a priority for the next computation step and a new element of the monad that is the next step in the computation pipeline;
- \textit{Choice} which indicates the creation of a new coroutine;
- \textit{Stop} which indicates that the execution finishes without any value.

This representation of coroutines needs an accompanying scheduler. Our current implementation uses two queues. One for the remaining work (to which we will push and from which we will read), the other (to which we will only push) for results (\textit{Now} values). Each of the scheduler’s worker alternatively pop the highest priority routine from the work queue, execute it with its local storage, and handle its result, repushing returned routines to the work queue and writing results (\textit{Now} values) to the result queue.

From this basic blocks we can write a \textit{yield} primitive which gives control back to the scheduler, and a \textit{choose} function which takes two monadic values and combines them into one, while taking care of appropriately cloning mutable state for the two children. We can also write an \textit{add\_pc} which adds a new hypothesis to the current path condition.

Using those, we can finally write our \textit{select}:
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```plaintext
let check_reachability = 
let* () = yield in
match Solver.check s thread.pc with
  | `Sat -> return ()
  | `Unsat | `Unknown -> stop

let select (v : Symbolic_value.bool) =
  let top_branch =
    let* () = add_pc v in
    let+ () = check_reachability in
    true
  in
  let bot_branch =
    let* () = add_pc (Symbolic_value.Bool.not v) in
    let+ () = check_reachability in
    false
  in
  choose top_branch bot_branch
```

Here we yield before each call to the SMT solver.

### 4.2 Lazy Memory Model

A classic problem with symbolic execution is the potential for excessive memory consumption due to the path explosion problem [3, 10], even in small programs. When we ran Owi on the Test-Comp benchmarks [6] using a 30 second timeout, we observed a maximum duplication of 156,052 states. If we were to adopt a naive approach of duplicating the state each time a branch is taken, it would require storing 156,052 copies of the Wasm linear memory, which typically varies from 64KiB to 4GiB in size. Making it unreasonable to store all these copies in memory. This rapid state explosion highlights the critical importance of efficient state management.

Owi uses a lazy memory model akin to a copy-on-write strategy. When a new state is created, it does not duplicate the memory. Instead, it creates a new memory that points to the same memory as the original state, along with a map that stores the modifications. When accessing a memory location, Owi first checks if the location is present in the modifications map. If it is, the value is returned; otherwise, the value is fetched from the original memory. This process is recursive, as the original memory may itself be a modification map. Writes are always performed in the modifications map.

This strategy is similar to the approach used by KLEE [9]. However, KLEE models memory as a map of objects, which requires copying an entire object to the modifications map even for small changes. In contrast, Owi models memory as a large array of bytes, allowing it to copy only the modified bytes. This is more efficient in terms of memory usage.
Interacting With SMT Solvers

Smt.ml is an OCaml SMT abstraction layer for constraint solvers. The primary objective of Smt.ml is to facilitate the effortless transition between different SMT solvers during program analysis, as certain SMT solvers may prove more efficient at handling specific logics and formulas. Presently, Smt.ml offers support for Z3 [19], Colibri2 [45], and Bitwuzla [36], and ongoing efforts are directed towards incorporating support for Alt-Ergo [16] and cvc5 [4].

Abstract Syntax

The principal means of interacting with smtml is through its abstract grammar. To begin, logical terms must be encoded as smtml expressions for subsequent satisfiability checks using one of the available solver backends. The abstract grammar is defined as the algebraic datatype in Listing 2.

The grammar includes representations for concrete values, unary and binary operations, ternary operations, relational operations, conversion operations, symbols, and specific operations such as extraction and concatenation. Allowing for the concise representation of logical terms, such as:

```
Relop (Ge, Symbol "x", Val (Int 42))
```

In this example, the abstract grammar is employed to express the logical constraint ($x \geq 42$). The Relop constructor signifies a relational operation, specifically the Greater Than or Equal (Ge) operator. The Symbol constructor represents the variable “x”, and the Val constructor denotes the concrete value, here, an integer with the value 42. Smt.ml also provides smart constructors to allow building hash-consed terms:

```
relop Ge (symbol "x") (int 42)
```

Parametric Solvers

Smt.ml provides a succinct manner for interacting with SMT solvers, as independently of what solver one chooses, the signature of the Solver module is always the same. This module, offers a consistent set of functions facilitating seamless integration with SMT solvers. These include check, push, pop, model, and get_value.
To provide easy integration with multiple SMT solvers we functorize the solver module with a well-defined set of functions provided by each SMT solver:

\[
\text{module } \text{Make } (M : \text{Prover\_mappings\_intf.S}) = \text{struct} \ldots
\]

This functor, denoted as `Make`, takes a module `M` as an argument. The module `M` should adhere to the signature defined in `Prover\_mappings\_intf.S`, outlining a standard set of functions expected from each SMT solver integration.

**Integration with Owi**

Thanks to Owi’s functorized interpreter, integrating Smt.ml is a seamless process. It requires providing a `values` module that adheres to the interpreter’s expected interface. Within this module, expressions are constructed using Smt.ml’s smart constructors. Referring back to the `Values` mode from Section 3, the symbolic execution module now takes the following form:

```ocaml
open Smtml (* Import the Smt.ml module *)
module Values = struct
  module Int32 =
  type t = Expr.t
  let v i = Expr.value (I32 i)
  let add lhs rhs = Expr.relop Add lhs rhs
  let gt lhs rhs = Expr.relop Gt lhs rhs
end
(* ... *)
end
```

## 6 Symbolic Execution of C and Rust Programs

We have showcased Owi’s ability to find bugs in Wasm codebases. However, many languages can now also be compiled to Wasm. By exposing Owi’s API to those host languages, we can hence use Owi itself to identify bugs in any program that can be compiled to Wasm.

To use Owi to analyze a program in a language L one must:

- Implement the L primitives to interact with the program environment (disk and network IO, syscall) in a way that correctly models them for Owi analysis. This includes modeling dynamic memory allocation (for example malloc, realloc, and free in C).
- Bind Owi primitives to generate symbols, assert properties and stop exploration in L.

Once this work done, we can compile a L program to Wasm, and run it in Owi to identify bugs. However, one must be aware that some bugs, and especially those relating to undefined behavior, can be masked by the compiler. Our Wasm program is only one interpretation of the L program, which can have several if it contains undefined behavior.

We detail our work done on C and Rust in the following subsections.
6.1 C

We have implemented part of the C standard library, as well as a C header file allowing to interact with Owi from C. We have also added a subcommand to our Owi binary to drive the compilation to Wasm of C programs. As illustrated in the following code examples, we can now use our bindings to test C programs.

```c
#include <owi.h>

int main(void) {
    int x = owi_i32();
    int y = owi_i32();

    if (x > y) {
        x = x + y;
        y = x - y;
        x = x - y;
        if (x - y > 0) {
            owi_assert(0);
        }
    }
}
```

```
$ owi c swap.c
Assert failure: false
Model:
    (model
     (symbol_0 (i32 8388481))
     (symbol_1 (i32 -2147483648)))
Reached problem!
```

6.2 Rust

A similar work has been done in Rust. We have not so far modeled the standard library, but have demonstrated that Owi can be used to check that rewriting a C function to Rust preserves its semantic.

For example consider the following C function, that computes the average of two numbers while correctly handling overflow.

```c
#include <stdint.h>

int32_t mean_c(int32_t a, int32_t b) {
    return (a & b) + ((a ^ b) >> 1);
}
```

and its tentative Rust rewrite, by a programmer unaware of overflows
fn mean_rust(x: i32, y: i32) -> i32 {
    (x + y) / 2
}

The following main checks if both functions have the same semantic for all inputs.

fn main() {
    let x = owi_sym::u32_symbol() as i32;
    let y = owi_sym::u32_symbol() as i32;
    owi_sym::assert(mean_c(x, y) == mean_rust(x, y))
}

After proper compilation and linking (not displayed here), we get that

$ owi sym target/wasm32-unknown-unknown/release/rust-owi-opt.wat
Assert failure: (bool.eq (i32.add (i32.and symbol_0 symbol_1) (i32.shr
    (i32.xor symbol_0 symbol_1) (i32 1))) (i32.div (i32.add symbol_0
    symbol_1) (i32 2)))
Model:
  (model
    (symbol_0 (i32 -2147483520))
    (symbol_1 (i32 -2147483519)))

Fixing the Rust function for

fn mean_rust(x: i32, y: i32) -> i32 {
    (x & y) + ((x ^ y) >> 1)
}

we finally get

$ owi sym target/wasm32-unknown-unknown/release/rust-owi-opt.wat
All OK

### Experimental Evaluation

In order to measure the performance of our symbolic interpreter, we are using the benchmarks from Test-Comp [6] that are available in the sv-benchmarks repository [7]. In the 2024 edition, it was composed of two categories. We are interested in the Cover-Error one. It is made of 1217 tasks, each one being a C file in which there is one bug that should be found. We are running each task with a timeout set to 30 seconds.

Unless specified otherwise, all our benchmarks are running on a AMD EPYC 7451 24-Core Processor server, which has 48 threads and 128G of RAM. Owi is compiled with the OCaml 5.2.0 compiler with the Flambda1 optimizer option enabled. We are running Owi with the -w24 flags which sets the number of workers for multicore execution to 24 and -O3 which tells clang which code optimisation level it should apply. To compile C code to Wasm in Owi we used the version 14 of LLVM, which is the
one that was available on the server. Moreover, all the code to run our benchmarks in a reproducible fashion, generate our diagrams and compare benchmarks across tools and various parameters is available in the repository of Owi.

7.1 Score and Distribution of Execution Times

In Figure 2, we observe that Owi correctly detected the bug for 593 tasks out of 1216 (we disabled one of them that contains inline X86 assembly code). It reached the timeout limit for 535 of them. For 75 of them, it did not report anything, these cases are due to some limitations in our current memory model; when such a limitation is found Owi simply stops exploring the current path and try the others — there’s an option to emit a warning when such a limitation is reached. The others cases are due to issues while compiling the C code to Wasm or runtime errors such as being out-of-memory killed.

In Figure 3, we can see the distribution of execution times. It appears that most problem are solved by Owi in a very short time, more than half of the problems in the reached category are solved in less than a second.

7.2 Trying Different Parameters

Multicore Evaluation. In order to measure the efficiency of the multi-core implementation, we ran Owi with various number of workers, from \(-w1\) to \(-w48\). Here the benchmarks were all done with the \(-O1\) optimisation level flag.

The results in Table 1 are showing that the number of reached tasks is growing with the number of workers, until the optimal number which is 24. Above the optimal number, it slowly starts to decrease, probably due to an increased contention. Comparing the runs with 1 and 24 workers shows that we are solving 46 more tasks thanks to the multi-core version, which is almost a ten percent improvement.

Increasing the number of workers also lead to more killed runs, this is probably because we have more out-of-memory errors although we did not investigated properly
for now. The distribution of execution times is quite similar in all cases so we are not displaying them here.

**Clang Optimisations.** We also tried using the options `-O0` and `-O3` to see if they were making any difference. In the `-O0` case Owi is solving only 462 tasks. It seems all examples that are not solved anymore are related to some loops not being optimised anymore and leading Owi to be stuck in them while doing the exploration. In the `-O1` case, Owi is solving 591 tasks and 593 in the `-O3` case. This is a great improvements compared to `-O1` and this suggest that most optimisations designed for concrete execution are also good optimisations for symbolic execution, even when taking the increased compilation time into account.

### 7.3 Comparing Against KLEE

KLEE [11] is one of the state-of-the-art tool in bug findings, it ranked 2nd on the 2024 edition of Test-Comp. We ran it on the same server and with the same timeout.
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Figure 4  Score of KLEE on Test-Comp.

Figure 5  Distribution of execution times of KLEE on Test-Comp.

as Owi in order to get comparable results (we re-used the artefact sent to Test-Comp to make sure we were running it properly). Here are the results:

From Figure 4 we notice that KLEE is performs better than Owi, detecting the bug in 783 tasks. We made a proper comparison analysis of the results of the two tools. Our findings are as follow. Among the tasks that were solved, 556 are reached by both solvers. There are 227 tasks solved by KLEE and not by Owi; but also 37 tasks solved only by Owi.

The mean wall-clock execution time on the tasks reached by both tools is 1.43 seconds for KLEE and 2.92 for Owi. The distribution of execution times in Figure 5 is quite similar to Owi.

For tasks solved only by Owi, KLEE had the following results: 10 “nothing” and 27 timeouts. Similarly, for tasks solved by KLEE only, Owi replied: 70 nothing, 145
timeout and 12 other or killed. This shows that improving the Owi memory model to handle the missing cases would already allow Owi to find one third of the bugs it is currently missing. We are not able to tell why Owi is performing better than Klee on some of the cases as it requires a deep understanding of the various techniques used by KLEE.

### 8 Related Work

The goal of this work is to provide a scalable and maintainable Wasm interpreter, capable of performing symbolic execution efficiently. Closely related to our work are: monadic and parametric interpreters, and symbolic execution tools for Wasm.

**Monadic and Parametric Interpreters** Our work is closely related to [34], which derives a symbolic execution engine from a definitional interpreter. Similar to our Wasm interpreter, the authors start from a concrete implementation and derive a parametric one with an interface of abstract values. They then, instantiate the interpreter in two different ways to obtain a concrete and a symbolic interpreter. The main difference with our work is that they focus on dynamically-typed languages with recursive functions and pattern matching. Additionally, in the symbolic instance of their interpreter, they choose a breadth-first search strategy to explore the state space of the program. In contrast, our use of a co-routine monad allows us to prioritise the exploration of more relevant branches.

Necro [37] is a framework to formalise programming-language semantics which allows for the automatic generation of interpreters or proofs in Coq [46]. Given the semantics of a language, Necro will generate an OCaml functor parametric on an interpretation monad that deals with applications and branches. This approach is similar to ours in that it leverages monads to manage computation effects. However, Necro focuses on concrete interpretation and does not extend to abstract interpretation.

**Symbolic Execution for Wasm** Symbolic execution has been extensively used to find crucial errors and vulnerabilities in a broad spectrum of programming languages, such as C [22], C++ [9], Java [43], and Python [14]. Regarding the Web, there are several state-of-the-art tools for symbolically executing JavaScript code [31, 40, 41, 42, 44], demonstrating the need for such tools for the validation and testing of modern Web applications.

Symbolic execution tools can be divided into two main classes: static and dynamic/concolic [3]. Static symbolic execution engines, such as [29, 30, 38, 40, 41, 47], explore the entire symbolic execution tree up to a pre-established depth, while concolic execution engines, such as [9, 13, 22, 31, 42, 43, 44], usually work by pairing up a concrete execution with a symbolic execution and exploring one execution path at a time. There is a vast body of research on both static and concolic symbolic execution tools for a wide variety of programming languages, see [3, 10, 12] for comprehensive surveys on the topic. In the following, we give a detailed account of the existing symbolic execution tools for Wasm other than Owi.
WANA [49] is a cross-platform tool for detecting vulnerabilities in smart contracts using static symbolic execution over Wasm bytecode. It employs specific heuristics for each platform but lacks a stand-alone symbolic execution engine for arbitrary Wasm code. Manticore [35] is a flexible symbolic execution framework for binaries and smart contracts, including Wasm bytecode, but requires complex, manually written Python scripts for each test and is no longer maintained. WASP [32], built on the Wasm reference interpreter, uses concolic execution to reduce solver interactions and simplify memory modeling, but its single-threaded architecture limits scalability and makes maintenance challenging. Eunomia [27] employs a novel symbolic execution technique with fine-grained local search strategies defined in a DSL, but its effectiveness is limited by its reliance on an outdated Wasm decoder, and the need for deep program understanding to leverage local strategies effectively.

None of these tools [9, 27, 32, 35, 49] are capable of exploring the state space of a program in a parallel or concurrent manner. Our work, is the first symbolic execution engine for Wasm that explores the state space of a program in parallel, leveraging OCaml-Multicore.

Conclusion and Perspectives

Now that Owi is able to perform parallel symbolic execution with good results, there are many things we would like to try in order to improve its bug-finding abilities. The first of them is to complete the memory model in order to be able to handle all cases which are currently returning “nothing”. We also implemented a concolic version of Owi, which is still sharing the code of the concrete and symbolic interpreters - it is already available and works and small examples but we haven’t been able to benchmark it properly due to some issue related to the memory handling. We would like to implement an efficient exploration strategy to take advantage of the notion of priority allowed by our choice monad, for instance with A* [18]. We have some ideas to avoid the combinatorial explosion of path numbers (especially in the presence of loops) by using constrained Horn clauses (CHC) [24] to infer loop invariants and by using hash-consed Patricia trees [20] to merge states efficiently. Last but not least, we would like to implement the WasmGC proposal in Owi, in order to be able to perform symbolic execution of OCaml code by compiling it with Wasocaml (our OCaml to WasmGC compiler).

As a conclusion, we first believe our work demonstrate that Wasm is a good fit for symbolic execution. Indeed, more and more languages are targeting Wasm and it’s quite easy to re-use the tool-chain provided by each language to compile to Wasm and perform symbolic execution on the generated code. It also allows to perform cross-language symbolic execution. Moreover, we give a re-usable technique to implement performant symbolic execution easily, by making a concrete interpreter monadic and using a clean choice monad implementation. This technique is easy to apply in other settings and lead to quite decent performance as showed in our evaluation. We are confident about the fact that adding some more advanced symbolic execution techniques on top of Owi will lead to very good results.
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