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Abstract 

The implementation of fuel cells (FC) in transportation systems such as airplanes 

requires better understanding of their mechanical behaviour in vibrating environment. 

To this end, a FC stack was tested on a vibrating platform for all three orthogonal axes. 

The experimental procedure is described in the first part of the paper. 

This second part of the paper demonstrates how the experimental data collected can be 

used to create a three-dimensional, multi-input and multi-output model based on the 

Artificial Neural Network (ANN) approach. Indeed FCs are nonlinear mechanical 

systems, difficult to be physically modelled. The ANN methodology which depends 

strictly on raw data is a particularly interesting alternative solution to model FCs, for 

example, for monitoring purpose. The ANN model is described along with the training, 

pruning and validation stages. The results are exposed and commented.  

 

Keywords: PEM Fuel Cell; Vibration; Neural network; Modelling; Nonlinear; 

Complex mechanical system 

 

1. Introduction 

 

In order to implement Fuel Cells (FC) in transportation systems and in particular in 

aircrafts, the mechanical behaviour of FCs and the effects of mechanical loads on their 
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structures have to be accurately determined and mastered. A behavioural representation 

of the investigated FC stack can also be very helpful to reach this aim. 

In the literature, a large number of FC dynamic models are proposed. These models can 

be divided into analytical models and experimental models. 

Analytical models are based on electrochemical, thermodynamic, fluid dynamic 

relationships. The descriptions are made using phenomenological equations such as the 

Butler-Volmer equation for the cell voltage or the Stefan-Maxwell equation for the gas-

phase transport. These models are often very detailed and complex. The usual 

drawbacks are the development duration and the difficulty of the validation due to the 

high number of parameters that have to be estimated. Analytical models provide the 

foundation for exploring mechanisms and understanding physical phenomena in the 

PEM fuel cells. In spite of advances in modelling, several of these physical methods are 

not accurate enough because of the complex nature of the FC. These models require a 

good knowledge of the physicochemical process parameters. In most cases, these 

parameters are difficult to determine for an operating FC system [1].  

The experimental methods exploit raw data and create a “black box” model which 

requires no preliminary knowledge about the system [2]. Several techniques can be 

implemented to create a black box model but an artificial neural network (ANN) model 

provides useful and reasonably accurate input-output relations because of its excellent 

multidimensional mapping capability. In the literature, many experimental models are 

proposed: an adaptive fuzzy identification model based on input-output sampled data 

[3], a dynamic recurrent neural network model for FC dynamic operating modes [4], a 

Q-Newton neural network model which estimates the voltage considering different 

operating conditions and delivered current [5], a Multi-Layer Perceptron (MLP) model 

that inputs pressures and temperatures at the stack and outputs voltage of the FC [6], a 

neural network model of the polymer electrolyte membrane fuel cell performance [7], a 

hybrid neural network model consisting of an ANN component and a physical 

component that takes into consideration the effect of Pt loading [8], a back-propagation 

feed-forward network and a radial basis function network to predict the cell voltage and 

to study the effect of Pt loading [9]. 

All of these studies were conceived to predict the FC electrical, thermal performances 

(cell voltage or cell power density vs. load current or current density) or to determine 

the optimal operating conditions for PEM fuel cells. In any case, they do not treat the 

mechanical aspect of the FC. However, ANNs can be used to model mechanical 

systems. From the existing models in the literature, we quote: an ANN classifier for 

condition monitoring of rotating mechanical systems [10], a radial basis function neural 

network model for hydraulic turbine generating unit system [11], an ANN with back-

propagation algorithm for modelling a mechanical cooling system with variable cooling 

capacity [12], a back-propagation neural network that uses gradient descent learning 

algorithm to predict mechanical properties of hot rolled series carbon steel bars [13], an 

hybrid neural network based friction component model for powertrain dynamic analysis 

and controller design [14], Elman neural network for modelling non-lubrication 

mechanical systems that present a highly nonlinear flexible mechanical motion [15], a 

time-delay neural network to predict vertical wheel/rail force using vertical rail profile 

as input [16] and a genetic algorithm and a neural network model of micro sliding on 

cantilever quartz beam [17]. 

In an earlier study, a multi layer perceptron (MLP) neural network combined with a 

time regression input vector was proposed to model the mechanical behaviour of a PEM 
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fuel cell system in one axis direction [18]. In this paper, this approach is developed in 

order to create a three-dimensional model that enables to predict the FC mechanical 

behaviour in the three axes of excitations: X, Y and Z. In comparison with the solution 

that consists in using three different models for the three axis directions, a unique model 

is mandatory for predicting the coupling between spatial behaviours and is furthermore 

very useful both for reducing computation time and for providing an easier overview of 

the complete FC behaviour in the three axes referential. In fact, input and output 

correlations between different axes lead to reduce the number of the global neural 

network neurons. The specific experimental set-up and the collected results described in 

the first part are used to feed the model with data and to validate it as well. 

The second part of the paper is organised as follows. Section 2 explains the neural 

network modelling approach. Section 3 illustrates and analyses the results. The paper is 

concluded with section 4. 

 

2. Modelling Approach 

 

The neural network approach for system modelling consists of several steps, as shown 

in Fig. 1. During the tests, data are collected. Then, the neural network structure is 

chosen: Hopfield, Elman networks, multi-layer perceptron (MLP) or radial basis 

networks. This stage also includes the selection of inputs and outputs, the choice of the 

number of layers and of the number of neurons in each neural network layer. 

Afterwards, the data collected during the tests are divided into three different sets:  the 

first and second sets are used to estimate the model through training and pruning 

(estimate the model) and the third set is implemented to validate the model. 

 

 
Fig. 1 - Steps of the modelling approach. 

 

2.1. Tests 

 

Before capturing data needed to set up the neural network, it is important to carry out 

tests to assess the general behaviour of the system, e.g the resonance frequencies and 
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nonlinearity degree [19]. As explained in the first part of the paper, the mechanical 

loads applied to the stack were derived from airplane requirements using a reference test 

curve, which corresponds to the maximum acceleration envelope for the vibration tests. 

The sinusoidal excitations of the test procedure are applied to each axis separately. 

 

2.2. Selection of the neural model structure 

 

The second step is the selection of the neural network structure. A multi-layer structure 

of feed-forward MLP is chosen here because of its capability of representing non-linear 

behaviours. It has one hidden layer, even if the number of layers may be gradually 

increased as greater flexibility is needed for more complex systems. 

The network contains five outputs for predicting the measurements of the three-

dimensional (3D) accelerometer on the top surface of a bipolar plate and of the two one 

dimensional (1D) accelerometers on the external left and right sides of the same bipolar 

plate. 

The number of inputs has to be determined. The only actual input is the acceleration of 

the vibrating table. However, as shown see fig. 2, the neural network is fed with values 

of acceleration and measured outputs from previous time instants. This is known as time 

regression (NNARXM), which is essential in modelling non-linear behaviours and is a 

dominant factor in the computation time. It can be determined using the Lipschitz 

approach [20].  

 

 
Fig. 2 - A neural network with NNARXM regression vector. 
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Now, a brief presentation of the procedure attached to this method is given. 

Define the training set: 

ZN = {[U1(t),Y1(t)], t=1, ...N}                 (1) 

composed of: 

• U1(t), a matrix of (4,N) dimensions computed by: 

U1(t) = [u1(t); u2(t) ; u3(t); u4(t)]           (2) 

where u1(t); u2(t) and u3(t) are the imposed acceleration in the X, Y and Z axes 

direction, u4(t) is the sampling frequency corresponding to each point and N is 

the number of points used in the training set. 

• Y1(t), a matrix of (5,N) dimension computed by: 

)]();...;();([)( 5211 tytytytY =             (3) 

where y1(t), y2(t), y3(t), y4(t) and y5(t) correspond to the five channels of the 

three measurement accelerometers (one 3D and two 1D) of the bipolar plate. 

The measurements of these channels are compared with the prediction of the 

neural network five outputs. 

The neural network input is the time regression vector φ(t), which is calculated as 

follows: 

φ(t)=[φ1, φ2, φ3, …, φz]=[u1(t-1) u1(t-2)…u1(t-Ne1)… u4(t-1) u4(t-2)…u4(t-Ne4) y1(t-1) 

y1(t-2) … y1(t-Ns1) y
2(t-1)y2(t-2)…y2(t-Ns2)…y5(t-1)y5(t-2)…y5(t-Ns5)]                  (4) 

where: 

• Nei and Nsj are, respectively, the number of input (i) and output (j) time 

regressors, i varies from 1 to 4 and j varies from 1 to 5, 

• z is the total number of regressors in time. 

The values of time regressors depend on the degree of nonlinearity computed by means 

of the Lipschitz coefficient. For each different input ui(t) and output yj(t), the Lipschitz 

coefficient is calculated with the expression: 
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The approach consists in choosing different delay couples Nei and Nsj. For each couple, 

the Lipschitz coefficients are computed for all input ui(t) and output yj(t) combinations. 

The greatest pij coefficients are selected to calculate the criterion: 
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where n equals  Nei + Nsj for each combination. If n, the number of delays, is too small, 

the Lipschitz coefficient tends to infinity. From a certain value of n, the Lipschitz 

coefficient decreases slightly. 

After the calculation of the Nei and Nsj for all the inputs ui(t) and the outputs yj(t), z, the 

total number of time regressors is calculated by: 

z=Ne1+…Ne4+Ns1+…+Ns5                                                 (7) 

The results of the calculations are: 

Ne1=2, Ne2=2, Ne3=2, Ne4=1, Ns1=2, Ns2=2, Ns3=4, Ns4=2 and Ns5=2. 

One hidden layer containing seven neurons is initially chosen. The number of neurons 

may be large, but it will be optimized later using specific algorithms. The non-linear 

activation functions [21] for the hidden neurons are a hyperbolic tangent type 

)tanh(= f(x) x  with values between -1 and 1. For the output neuron, a linear activation 

function f(x) =x is selected. This choice results from various tests carried out with 
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different activation functions on each layer. 

After the choice of the neural network structure, it is trained according to a 

minimization criterion and then optimized by a pruning technique. 

 

2.3. Estimate the model 

 

This section is composed of two parts: training and pruning discussed respectively. 

 

2.3.1 Training 

 

The first set of the collected data ZN (U1, Y1) is used for training the network. It is 

important that ZN includes information concerning the global behaviour of the system 

like all the amplitude levels and frequencies of interest. If ZN shows redundancy for an 

operating range and a lack of information for another operating range, the model 

accurately predicts in the first case but with difficulties in the second. During the study, 

a vector composed of 2000 points (N = 2000) is chosen. All the values of this vector are 

normalized between -1 and 1. 

The model parameters (weights) are determined during the training. They constitute the 

model that will be able to give the best prediction of the real outputs of the system. The 

model that satisfies the minimal value of the following criterion is chosen: 
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where: 

• )]();...;();([)()( 5211 tytytytYtY == is the vector of measured outputs in the 

training set, 

• )](ˆ);...;(ˆ);(ˆ[)(ˆ 521  tytytytY =  is the vector of the predicted outputs, 

• θ= [W2  W1],  is the vector of weights to be defined. 

In fact, there are two types of weights: 

● W1, containing the weights between the inputs and the hidden layer and the bias 

values for the neurons in the hidden layer (W1=140), 

● W2, containing the weights between the hidden layer and the outputs and the bias 

for the outputs neurons (W2=40). 

This approach based on the minimization of VN is called the prediction error method 

[22]. Among the different minimization methods which use this criterion, the MLP 

network combined with NNARXM regression vector uses the ‘Levenberg-Marquardt’ 

method [23]. It minimizes an approximation of the criterion VN called L(i)(θ) in a 

neighbourhood which is a sphere of radius δ(i) centred around the current iteration θ(i). 

))((minarg= )()1+( θLθ i

θ

i in the neighbourhood )()( ≤- ii δθθ                               (9) 

The next iteration values are computed by the formula: 
)()()1+( += iii fθθ             (10) 

where f(i) is the search direction given by: 

)(]+)-[R(= )(-1)()()( iiii θGIλθf                                          (11) 

where: 

• λ(i) is a parameter that varies between 0 and infinity, whose determination is 

realized with the method of Fletcher [24]. 
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2.3.2 Pruning 

 

The principle of pruning is to initially start out with relatively large network architecture 

and then successively prune the network branches (weights) of one at a time until the 

optimal architecture is found. Stopping criterions other than the quadratic error VN used 

in the training section are explored. Thus, the final prediction error FPE and the test 

error VT are introduced in this section [25]. Both criteria provide information about the 

ability of the model to reliably predict outputs for unknown entries, i.e. the second set of 

data ZT
 (U2, Y2) which is not used in the training section. 

 

• Final prediction error 

The final prediction error is expressed in the formula: 

FPE= )+1(
2

1
=ˆ 2

N

p
σV eM            (15) 

where p is the number of weights and 
2
eσ  is the noise variance estimated as follows: 
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+
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Ne ZθV

pN

N
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• Test error 

Test error VT computation is based on a second data set ZT
 (U2, Y2) which is completely 

different from the first data set ZN (U1, Y1) used for training. During the study, a vector 

composed of 1500 points (T = 1500) is chosen. A value of VT close to VN means that the 

model obtained after the training is accurate. In fact, the test error is composed of two 

types of error: 

- The bias error which appears when the optimised model is not found in the set of 

candidate models defined in the neural structure selection section. It happens when 

there are not enough neurons to model the system. This is called undertraining. 

- The variance error which is due to an excessive number of neurons in the network. 

This increases the number of local minima and the variance of estimated weights. 

The model identifies not only the system but also the noise present in the vector ZN. 

This case is called overtraining. 

The opposing effects of these two types of errors lead to the fact that the error of test 

decreases at the beginning of the pruning then it increases. The curve of VT passes by a 

minimum which is representative of the best model. 

 

 



 8 

• Architecture of the connections 

Another important criterion is the choice of the best neural architecture. In fact, the 

network should not be entirely connected. The principle is to initially start out with 

relatively large network architecture, train the network with ‘Levenberg-Marquardt’ 

method, evaluate VT and FPE, calculate δV(j), δVM
(j) et p(j) as follows: 

),ˆ(-),ˆ( )()( N
N

Nj
N

i
ZVZVV  =                      (17) 

where )(ˆ jθ is the reduced vector of weights, 

),ˆ(-),ˆ( )()( N
M

Nj
M

i
M ZVZVV  =                      (18) 

where VM is the FPE error, p(j) is the number of remaining weights at the jth iteration and  

j is the number of iteration. 

At each iteration, the smallest value of δVM
(j) is chosen and the corresponding weight is 

eliminated. The remaining weights and neurons are determined by eliminating the 

hidden neurones that are no longer connected to any input. The procedure is repeated 

until the best architecture is found [26]. It corresponds to the one which yields a 

minimal FPE. Fig. 3 shows how pruning affects the initial network with seven neurons 

in the hidden layer. Only six neurons and 36 weights are necessary. 

 

 
Fig. 3 - The final neural network after pruning. 

 

 

2.4. Model Validation 

 

Model validation is performed with a third data set ZV(U3, Y3) independent of ZN and ZT. 



 9 

The validation approach is based on three analyses: visualization of the prediction, 

correlations between the predictions and the measurements and reliability of the 

predictions. 

 

2.4.1. Visualisation of the prediction 

 

The graphic representation, that contains respectively the measured outputs and the 

predictions calculated by the model, gives an idea of the accuracy of the predictions 

according to different modes (see Fig. 4). 

 

2.4.2. Correlations 

 

If the whole information concerning the dynamics of the system is introduced into the 

model, the prediction error )(ˆ-)(= tYtYε  is independent from the particular set of data 

used for validation. To prove this independence, two important functions are calculated: 

the autocorrelation )τ(ε̂εr  of the prediction error ε and the cross-correlations )τ(ˆ εUr  

between the inputs and the prediction error [27]. The correlations results for this study 

are shown in Fig. 5. 
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2.4.3. Prediction reliability 

 

The prediction reliability for a given input is computed as follows: 

• Estimation of the prediction error variance compared to the regression vector 

φ(t): 

 { })()ˆ,(=)( 22 tφθtεEtσP           (21) 

• Estimation of the interval of prediction confidence [28], see Fig. 6, by using the 

estimated variance and assuming that the prediction error has a Gaussian 

distribution: 

]+)ˆ(ˆ;-)ˆ(ˆ[∈)( pp σθtYσθtYtY          (22) 

 

 

3. Results and discussions 

 

The NN model is validated using the third set of data ZV(U3, Y3) which contains 1500 

points. The first 500 points of the set ZV correspond to an excitation in the Z axis 

direction, the points from 501 to 1000 correspond to an excitation in the Y axis 

direction and finally points from 1001 to 1500 correspond to an excitation in the X axis 

direction. The comparison between the measured outputs and the one-step ahead 
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predictions shows how the model describes the system dynamic behaviour. Fig. 4 shows 

the visualisation of the first output prediction which corresponds to the X axis 

measuring channel of the three dimensional accelerometer on the top surface of the 

bipolar plate. 

 

 
Fig. 4 - Visualisation of the prediction – output 1 (the measurement is in blue and the 

prediction is in red). 

 

According to Fig. 4, output 1 is insensible to the excitation in the Z axis direction 

(points from 1 to 500). On the other hand, it is influenced by the excitation in the Y axis 

direction (points from 501 to 1000). This means that if the FC is vibrated in the Y axis 
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direction, an important signal, which corresponds to the dynamic response of the bipolar 

plate, is measured on the X axis direction. It can be deducted that the fixation of the FC 

bipolar plates are not rigid, its response in X and Y axis are much correlated. 

This leads to the conclusion that, in order to have robust PEM fuel cells, a mechanical 

study for the conception of the bipolar plate fixation is necessary to be done with the 

aim of realizing a system with less correlation between excitement and measurements 

on different axes. 

Fig. 4 shows also that prediction is close to the measured values. However, visual 

inspection is not enough. For this reason, correlation results and the histogram of the 

prediction error ε for output 1 are shown in Fig. 5 and Fig. 6. 

 

 
Fig. 5 - Correlations - output 1. 

 

As displayed in Fig. 5, the correlation coefficients remain around one standard 

deviation. The autocorrelation function tends to be zero which means that the prediction 

error is independent of the control input. The cross-correlation functions vary in a band 

ranging from -0.05 to 0.05 for u1 (excitation in X direction), from -0.2 to 0.2 for u2 

(excitation in Y direction), from -0.02 to 0.02 for u3 (excitation in Z direction) and from 

-0.02 to 0.02 for u4 (sampling frequency), close to zero. 

The result of the cross-correlation is less good for u2 (excitation in Y axis direction), 

this is overdue to the correlations between the excitation in Y direction (u2) and the 

measurement in X direction (output 1). The same remark was given in the visualisation 

of the prediction. 
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Fig. 6 - Histogram - output 1. 

 

The histogram is shown in Fig. 6. Its shape is rather symmetric around zero and it has 

the majority of values around  equal zero. This is a proof that the dynamics of the 

system were incorporated into the model. 

The results for all outputs are acceptable and close to the measurements. However, it is 

important to indicate that the prediction is not the same for all axes. For example, for an 

output that measures the X axis (output 1), as detailed above, a better prediction is 

obtained for X, Z than Y axis respectively. 

Also, the prediction is not the same for all outputs. This is related to the fact that the 

dynamic response of the FC is not the same in all parts of the FC. The measurement 

accelerometers have different positions. Therefore, the amplitudes of the measured 

responses vary with the accelerometer position. Only the results of output 1 are shown 

here as an example. 

 

4. Conclusion and outlook 

 

A neural approach, using a multi-layer perceptron combined with time regression input 

vector, is proposed to realize a three-dimensional model of the mechanical non-linear 

behaviour of a PEM fuel cell. An experimental setup is designed for this purpose. The 

mechanical system is independently vibrated in its three orthogonal axes X, Y and Z 

with swept sine derived from airplane requirements. The goal is to create a single spatial 

model. This is necessary to take account of the interferences between X, Y and Z 

behaviours. It is furthermore very useful to reduce calculations time instead of creating 

a model for each axis. The global model is trained and validated with data collected 

from the experimental setup. The obtained results are accurate. 

The FC neural network model proposed can be used for monitoring purpose and 

especially to detect abnormalities in the mechanical behaviour of similar FC stacks 

placed under vibrating conditions. In this case, the anomaly patterns will be detected by 

considering the deviations between the measurements of the accelerometers and the 

corresponding values predicted by the neural network outputs. Such an approach which 

combines experiments with ANNs can be an efficient diagnosis tool that enables the 
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detection of structural damages inside the FC assembly and the moments when the 

failures happen. 

A future work could be the implementation of the NN model as a controller. The model 

may then be used in a real time system in order to provide an environment allowing the 

analysis of  FC mechanical performances and the optimisation of FC design parameters. 
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Nomenclature 

 

Alphabets 

DO-160D Environmental conditions and test procedures for airborne equipment 

f(i) Search direction of the ‘Levenberg-Marquardt’ method 

FPE Final prediction error 

G(i)(θ) The gradient of  L(i)(θ)   

i Number of inputs 
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j     Number of outputs 

L(i)(θ) Minimization criterion of the ‘Levenberg-Marquardt’ method 

n Number of delays 

N Number of points in the training set 

Nei Input i time regressor 

Ns Output j time regressor 

qij Lipschitz coefficient 

)τ(ε̂εr  Auto-correlation of the prediction error 

)τ(ˆ εUr  Cross-correlation between the inputs and the prediction error 

R(i)(θ) The Hessian of L(i)(θ) 

T Number of points in the pruning set 

u1(t) Excitation signal vector 

u2(t) Sampling frequency vector 

V   Number of points in the validation set 

VN Levenberg-Marquardt minimisation criterion or training error 

VT Test error 

W1 Vector of weights between inputs and the hidden layer 

W2 Vector of weights between the hidden layer and outputs 

Y(t) Measured outputs 

)(ˆ tY  Predicted outputs 

z Total number of time regressors 

ZN Training data set 

ZT  Pruning data set 

ZV  Validation data set 

 

Greek symbols 

ε Prediction error 

θ Vector of weights 

φ(t) Time regression vector 

)(σ2 tP  Variance of the prediction error 

 


