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ABSTRACT

Besides numerous experimental reports revealing the characteristic dependence of depression on liquid surfaces induced by impinging
plasma beams, and despite its scientific and practical importance, the physical mechanism responsible for this dependency has been missed.
In this study, based on the border electrons’ role, the water/plasma interfacial dynamics relevant to electrohydrodynamic instability (EHD)
have been theoretically modeled, focusing on the characteristic dependence of the EHD growth rate driven by charge mobility mechanisms.
The predictions of the growth rates dependent on water conductivity from theory agree well with our observations of faster plasma-filled
underwater bubble explosions under lower conductivity conditions, indicating that the model contains the essence of the underlying physics
of liquid surface deformation in the presence of plasma.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0208701

The interaction between plasma and liquid water has emerged as
a promising technology for water purification,1–3 wastewater treat-
ment,4–6 and disinfection applications.7–9 Various methods are used to
create an interface between the plasma and liquid media, including
direct contact of plasma jets or sparks with the liquid surface, trans-
porting afterglow plasma species into the liquid, injecting vapors or
droplets into the gas phase, or generating plasma directly inside the
gaseous bubbles. Studies have shown that plasma bubbles produce
reactive species that degrade organic contaminants and inactivate
microorganisms in water.10–13 Experiments have shown that plasma
factors (e.g., electron/ion density) and liquid conditions (e.g., tempera-
ture and conductivity) can be attributed to different outcomes, includ-
ing bubble dynamics, interfacial area, plasma propagation distances,
and chemical kinetics.14–19 However, a complete physical understand-
ing of the interaction between plasma and liquids to justify these attri-
butions has not yet been achieved.20,21 However, from a practical
viewpoint, there is a pressing need to explain how linked plasma–
liquid parameters affect the desired performance factors, such as treat-
ment efficiency and the removal of specific pollutants.

Recently, the dependence of the plasma discharge process inside
gas bubbles submerged in a liquid environment on liquid parameters
has been experimentally reported.22 A plasma gun (PG) device23 was
used to generate plasma inside gas bubbles immersed in the liquid.
The plasma gun (PG) operates at 14kV and 2kHz pulse frequency,
using a pure neon gas flow rate of 12–100 cm3/ min. Owing to gas

flow, bubbles formed at the tip of the PG. An intensified charge-
coupled device (ICCD) camera was used along with the laser sensing
of bubbles to image the plasma propagation inside the bubbles and
study bubble dynamics. Figure 1 shows that starting from distilled
water at time 0 and gradually shifting to a more conductive solution
with the accumulation of the PG discharges, the bubble is less filled
with plasma. In other words, bubbles in low-conductivity distilled
water exhibit plasma that expands over the entire volume of the bubble
with brighter emission, owing to electron accumulation at the bubble–
liquid boundaries.24,25 An interesting outcome of the experiments
revealed a faster burst of plasma-filled bubbles in distilled water than
in higher conductivity water, resulting in more rapid and homoge-
neous dispersal of the reactive species into bulk distilled water than
into tap water. Previous experiments have suggested that instabilities
at the gas bubble–liquid interface play a significant role in dissipating
energy and causing rapid collapse of explosive gas bubbles immersed
in liquids.26

In the present work, the theoretical model is generally used to
determine the dependence of plasma–liquid surface deformation due
to interfacial instabilities,27–29 induced by charge accumulation around
the surface, on liquid characteristics, especially water conductivity. To
examine this claim, we present the simplified theoretical model to
determine the conductivity dependence of the electrohydrodynamic
(EHD) instability growth rate at the plasma–water interface. Our
model offers physical insight by capturing perturbations at the
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interface and providing quantitative predictions of their evolution rates
under various liquid conditions. It should be mentioned that the pro-
posed model can be applied to unravel the physical mechanisms of a
wide range of plasma applications based on plasma–liquid interactions.
To qualitatively estimate the validity of the theoretical results, consid-
ering that interfacial instability causes bubble explosions,26 the explo-
sion time of the plasma-filled bubble has been experimentally
considered as a key parameter for determining the connection between
the interfacial instability growth rate and the conductivity of the liquid.
In this regard, a higher interfacial instability growth rate leads to faster
bubble explosion. In the experimental setup, high-speed imaging using
either an ICCD camera or high frame rate camera visualization to cap-
ture plasma emission pattern and bubble dynamics, respectively, is
employed at frame rates of up to 100 000 fps. Complementary optical
identification using imaging analysis has been used in the experimental
setup to monitor charge accumulation at the plasma–liquid interface
for solutions with different conductivities. Analysis of the image data
provided a qualitative evaluation of the bubble expansion rates, maxi-
mum diameter, surface deformation profiles, and critically, the explo-
sion times as a function of the liquid electrical conductivity.
The results clearly show that as the electrical conductivity of the liquid
decreased, the bubble explosion time also decreased. This observed
trend of faster bubble bursts in lower conductivity liquids agrees well

with the theoretical model predictions, indicating higher EHD instabil-
ity growth rates under such conditions. The strong correlation between
our model’s outputs and measurements underlines the crucial role of
liquid properties on interfacial instability, which determines the bubble
collapse intensity.

In this work, the plasma-filled bubbles generated by the plasma
gun discharges delivered in various water conductivity samples are
schematically described as sketched in Fig. 2. To analyze the dynamics
of the plasma–water interface system, we divided it into three regions.
First, the quasi-neutral bulk plasma exhibits zero net charge density
and null electric field magnitude, which are related to plasma expan-
sion along the boundary surface of the gas bubble with the surround-
ing liquid. Second, the anode sheath region next to the interface with a
net charge corresponds to a brighter emission region owing to electron
accumulation at the bubble–liquid boundaries. Third, a water environ-
ment with various degrees of conductivity surrounds the bubble, where
a voltage is applied as a boundary condition corresponding to a nega-
tive discharge. The system comprising the incompressible water region
next to the anode sheath is governed by a Poisson equation r � El

¼ ew
el
qp and a continuity equation @ql

@t þr � J l ¼ 0, where the sub-
scripts l ¼ p;w are for the anode sheath and liquid water, respectively.
The momentum conservation and current density equations for the
liquid water region are as follows:

J w ¼ qw Ew þ vwð Þ; (1)

1
M2

@v w

@t
¼ 1

T
r2vw þ 1

U
ẑ �rPw þ qwEw; (2)

and drift-diffusion relation for the anode sheath region is30

Jp ¼ �D:rqp �
lp
lw

qpEp; (3)

where v, q, J, E, P, q, l; and e are the velocity, space charge density,
electric current density, electric field, thermal pressure, mass density,
mobility, and permittivity of the corresponding medium, respectively.
Note that in these equations the following unit parameters have been
adopted: L0 is a unit length defined by the distance of the high voltage
electrode from the bottom of the bubble, V is the unit potential, V=L0
is the unit electric field, ewV=L02 is the unit space charge density,

FIG. 1. Time resolved (ICCD camera delays of 30, 150, and 300ms with respect to
the bubble formation) images of the neon plasma in bubbles initiated at time 0 in
distilled water (left hand side images) and gradually shifting to a more and more
conductive solution with plasma gun discharge accumulation during 10 (central
images) and 30min (right hand side images). The water solution conductivity was
measured to be 4, 65, and 130 lS/cm at time 0, 10, and 20min, respectively.

FIG. 2. Geometrical configuration of the system.



lwewV
2=L03 is the unit current density, lwV=L0 is the unit velocity,

L02=lwV is the unit time, and ewV2=L02 is the unit pressure. The
non-dimensional parameters appearing in above equations are D

¼ De
lwV

; T ¼ �wV
lw g ; M ¼ 1

lw

ffiffiffiffi
�w
qm

q
, and U ¼ �wV2

qm g L30
; where g is the water

dynamic viscosity, qm is mass density of liquid water, g is gravitational
acceleration, and De ¼ KBTe

e lp is the diffusivity of the free electrons.
The aforementioned equations were solved numerically using

appropriate boundary conditions to obtain the final solution.
The boundary conditions for the upper edge of the anode sheath are
/p ¼ 0 and @/p=@z ¼ 0; and for the lower edge of the water are

/w ¼ 1; qw ¼ QL20
�wV

� c defined as the injection parameter, vw ¼ 0;
and v�w ¼ 0. The electromechanical boundary conditions at the anode
sheath–water interface are as follows:31–33

n� ½E� ¼ 0; (4)

� @f
@t

þ vzw � vxw
@f
@x

� vyw
@f
@y

¼ 0; (5)

n:
el
ew

E
� �

¼ rs; (6)

@rs
@t

þ vn r � nð Þ rs þ n � J½ � � q v½ � � n ¼ 0; (7)

t � 1
T

rv þrvTð Þ
� �

� nþ rs � E � t ¼ 0; (8)

n � 1
T

rv þrvTð Þ
� �

� n� P½ � � 1
2
�l
�w

E2

� �
þ �l

�w
n � Eð Þ2

� �

� 1
Bo

rs � n ¼ 0; (9)

where rs, t, n, andrs represent the surface charge density, unit vector
tangent to the surface, unit vector normal to the surface, and surface
gradient operator, respectively. The non-dimensional Bond number is

defined as Bo ¼ �w V2

c L0
, where c is the surface tension coefficient. The

liquid interface is a material expressed by the kinetic equation [Eq.
(5)], defined by the function z ¼ f ðx; y; tÞ.

In steady state,34 the plasma side of the interface develops an
anode sheath that transports electrons from the quasi-neutral
bulk plasma to the interface. This yields an excess of free electrons
and depletion of positive ions in the sheath adjoining the water
surface. For simplification, ignoring the initial surface charge
density owing to the low conductivity of the liquid, the flows, and
the surface tension forces caused by the bubble’s surface curva-
ture does not contribute to or influence the equilibrium configu-
ration of the system. Hence, stability analysis can be localized by
neglecting the dependence of the geometrical parameters on x.
Nonetheless, the surface tension force affects the instability met-
rics, such as perturbation expansion rates and transmission of
interfacial disturbances. Our model is capable of capturing these
curvature impacts on stability to some degree, even without
resolving detailed interfacial charge dynamics.

By applying Poisson’s equation at the equilibrium condition, the
electrostatic potential of the anode layer can be derived by expanding
the free electron density profile qp zð Þ as a Taylor series about the local-
ized d ¼ d0

L0
, which represents the non-dimensional central thickness of

the anode sheath. This approach can be represented as follows:

d2/p

dz2
¼ �erqp zð Þ

¼ �er qp0 þ q0p �dð Þ z þ dð Þ þ q00p �dð Þ
2

z þ dð Þ2 þ � � �
� �

; (10)

here, qp0 is the dimensionless free electron density at z ¼ �d, er is the
dielectric constant of liquid water, and the values of q0p �dð Þ and
q00p �dð Þ at the z ¼ �d can be determined using the plasma drift-
diffusion equation. In this regard, the electric field approaches zero at
the interface of the quasi-neutral bulk plasma and the anode sheath,
and it is assumed that the current density Jp is spatially uniform and is
carried predominantly by electrons across the non-neutral layer.

Applying these constraints allows for the analytical derivation of
the plasma potential profile across the sheath region using the bound-
ary condition, where both the electric potential and electric field vanish
in the bulk plasma and at the upper edge of the anode sheath. Taking
the limit of a small Jp as well as examining z less than the plasma
Debye length kD leads to a plasma potential near the interface with an
approximately parabolic shape, /p zð Þ ¼ � erqp0

2 ðz þ dÞ2. The ability to
reasonably substitute an assumed parabolic profile instead of precisely
determining the anode sheath potential distributions allows the analy-
sis to be simplified substantially.35,36

On the water side of the interface,31–33 the static electric field and
charge density can be determined using Poisson’s and current
density equations. The equations yield Ew zð Þ ¼ � az þ bð Þ12 and
qw(z)¼ �a az þ bð Þ�1

2=2, where the integration constants a and b are
dimensionless. To complete the electrostatic model in the strong
injection limit, boundary conditions are applied, and equilibrium
parameters are calculated. Using values for various plasmas and low-
conductivity water ð� 4 lS=cmÞ as listed in Table I, the proposed

TABLE I. Important parameters of the numerical model.

Parameter Value

External applied voltage (V) 1000V
Water layer length (L0) 0:01m
Water mass density (qm) 1000 kg m�3

Water dynamic viscosity (g) 0:001 kgm�1 s�1

Surface tension coefficient (c) 0:073Nm�1

Free electron density Variable
Electron temperature (Te) Variable
Free space permittivity (ep) 8:85� 10�12 Cm�1 V�1

Rest mass of electron (me) 9:109� 10�31 kg
Electron charge (e) 1:6� 10�19 C
Boltzmann’s constant (KB) 1:381� 10�23 J K�1

Liquid water permittivity (ewÞ 10�8 Cm�1 V�1

(Refs. 37 and 38)
Liquid water mobility (lw) 1; 2; 3m2 V�1 s�1

(Refs. 37 and 38)
Neutral density (nnÞ 2:5� 1025 m�3

Electron–neutral collision
frequency (men)

2:6� 10�16 nn T1=2
e s�1

(Ref. 39)
Electron mobility (lpÞ e=me�en m2 V�1 s�1 Ref. 39)
Electron diffusivity (De) lpKBTe=e m2 s�1 (Ref. 39)



model results in a non-dimensional anode sheath thickness of approxi-
mately d¼ 0.01. As shown in Fig. 3, the anode sheath thickness
decreases with increasing dimensionless electron density qp0.

Figure 4 shows a set of plots depicting the structure of the inter-
face under steady-state conditions between the anode sheath region on
the left and adjacent liquid water on the right at z ¼ 0. The black
curves represent the normalized electric potential plotted against dis-
tance from the interface. The data points are connected smoothly at
the boundary z ¼ 0, indicating potential continuity. The density plots
represent the electric field vs distance from the interface in each region.
The electric field is somewhat larger at the anode sheath near the sur-
face z ¼ 0ð Þ. This field accelerates electrons to the surface, because the
sign remains negative all the way to the water anode surface. Owing to
the discontinuity of the electric field at the interface ðz ¼ 0Þ; the elec-
tric field in water is approximately 1130 times smaller than that in
the anode sheath (neglecting the surface charge), which corresponds to

the dielectric constant of liquid water.37,38 These results agree with the
plotted charge density, as illustrated by the blue curves in the figure.

To investigate the instability of the plasma–water interface in the
two-dimensional limit, we conducted perturbations of all quantities in
the form wðx; z; tÞ ¼ wðzÞexpðikx þ xtÞ: From this perspective, the
perturbed surface can be expressed as f ðx; tÞ ¼ f0 expðikx þ xtÞ,
where x is the growth rate of instability, and k is the perturbation
wave number along the x-direction. To solve the perturbation problem
effectively, it is convenient to have all equations defined in a common
domain. This can be achieved by expressing the electric potential in
the anode sheath gap as a new function, g ðzÞ; defined in the interval
0 < z < 1, where /p1 ¼ g ð�d zÞ:

In the next step, utilizing the static distributions of the electric
field, electric potential, and charge density associated with each respec-
tive region as well as applying the relations described in Eqs. (1)–(3),
the coupled differential equations can be formulated as follows:

g 4ð Þ ¼ x
D
� lpqp0

D lw
1þ erð Þ

� �
d2g 00 � k2d4g
� �þ 2k2d2g 00 � d4k4g

� er
lpqp0
D lw

z þ dð Þ �d g 000 þ k2d3 g 0
� �

; (11)

v 4ð Þ
1zw ¼ Tx

M2
v001zw � k4v1zw
� �þ 2k2v001zw � k4v1zw

� �

þ k2T az þ bð Þ12 /00
1w � k2/1w

� �þ a2

4
Tk2 az þ bð Þ�3

2 /1w;

(12)

/000
1w ¼ x az þ bð Þ�1

2 /00
1w � k2/1w

� �� a
az þ b

/00
1w � k2/1w

� �

þ k2/0
1w þ a2

4 az þ bð Þ2 /0
1w � v1zw

� �
; (13)

in which all quantities with subscript 1 denote the perturbation state.
Therefore, the instability growth rate can be determined by solving the

FIG. 3. The variation of dimensionless sheath thickness vs dimensionless electron
density.

FIG. 4. Structure of the plasma–water interfacial region. Left: the anode sheath region near the water interface. Right: the water region. The black curves represent the electric
potential and the blue curves represent the charge density profiles in each region. The mobility of liquid water is lw ¼ 3 m2 V�1 s�1 and dimensionless electron density
is qp0 ¼ �16:



obtained equations simultaneously and applying the mentioned
boundary conditions. Unlike the steady-state condition, one can note
the incorporation of the effects of the surface tension forces r � n 1

into the boundary formula in Eq. (9), which becomes particularly sig-
nificant when distortion occurs. Finally, to numerically determine the
conductivity-dependent growth rate of instability, we must solve an
eleventh-order homogeneous system of ordinary differential equations
with 12 boundary conditions. The formulated boundary value problem
is approached by utilizing a boundary value problem solver available
in MATLAB, namely bvp5c. The algorithm is particularly well suited
for the computation of the dispersion relation xðkÞ, owing to the pos-
sibility of taking advantage of a continuation technique. This method
uses the solution obtained for a given value of k as an initial estimate
for the solution corresponding to the next value of k. This continuation
technique is also useful for verifying the robustness of the solution.
The solution computed with a given error tolerance (a parameter cho-
sen by the user) is used as the initial guess for a new computation with
a more stringent error tolerance. If the results remain stable, one can
be confident about the obtained solution.

In Fig. 5, the dimensionless growth rate of instability is plotted
against dimensionless perturbation wavenumber for various values of

lw;Te; and qp0. Regarding the effect of the impinging electron temper-
ature on the induced EHD instability, the electron temperature
impacts the electron mobility lp through an inverse relationship with
the electron–neutral collision frequency in the drift-diffusion equation
[Eq. (3)] for the anode sheath current density. Enhancing the electron
temperature increases the electron–neutral collision frequency, and
thus decreases lp(see Table I). Therefore, one can expect that the
growth rate of the instability decreases with increasing temperature
owing to an increase in the collision frequency. In Fig. 5(a), the effect
of electron temperature on the growth rate of instability is shown for
Te ¼ 1 and 2 eV with fixed values of lw ¼ 2m2 V�1 s�1 and a dimen-
sionless electron density of qp0 ¼ �16. With plasma jet discharges at
atmospheric pressure, the electron temperature variation is rather lim-
ited, the latter being most of the time around 1 eV, whatever the oper-
ating parameter for voltage peak amplitude, ranging from 1 to 20 kV.
As can be seen in this figure, increasing the electron temperature
slightly decreased the instability growth rate, as expected. In Fig. 5(b),
the effect of electron density and liquid water mobility on the growth
rate of instability is shown for Te ¼ 1 eV and different values of qp0
and lw. The solid lines correspond to a fixed value of the dimension-
less electron density qp0 ¼ �16, and the dashed lines correspond to a
fixed value of the dimensionless electron density qp0 ¼ �11:2. The
curves show that the instability growth rate increases with decreasing
liquid water mobility lw. Comparing the dashed and solid lines, it can
be observed that by increasing the electron density or equivalently
decreasing the anode layer thickness, the growth rate of the instability
increases in all wavenumber ranges. This result shows that surface
charge accumulation plays a critical role in the instability and deforma-
tion of plasma–liquid interfaces.40 However, it is known that lower liq-
uid conductivity and subsequently lower charge mobility41 lead to
greater charge accumulation around the interfacial region to produce
stronger opposing electric fields, which counteract the externally
applied field.29,42 Therefore, increasing the instability growth rate by
decreasing the liquid conductivity in Fig. 5 can be attributed to the
enhanced charge accumulation around the surface. Physically, in
agreement with our experimental results, as the conductivity of the liq-
uid decreases, the mobility of dissolved ionic species responsible for
charge transport correspondingly decreases, owing to a reduction
in the ion population. The charge accumulated more readily
around the liquid–plasma interface in the case of lower ion mobil-
ity, resulting in the generation of larger opposing electric fields that
act against the externally applied field.29,42 This enhances the stress
exerted on the interface, which destabilizes the bubble surface
through growing perturbations, leading to intensified instability. In
fact, the lower charge mobility stemming from the lower solution
conductivity is directly related to the exacerbated perturbation
development and the subsequent interface deformation observed
experimentally. Therefore, regulating the conductivity provides a
means of manipulating the instability amplification by controlling
the charge transport dynamics.

In conclusion, the primary motivation behind creating a theoreti-
cal model to predict the instability growth rates at the plasma–liquid
interface was to explain our observations of the experimental conduc-
tivity dependence of plasma-filled bubble deformation under a liquid.
From a practical viewpoint, whether the controlled release of reactive
agents for disinfection or the forceful collapse of bubbles for waste
removal, an understanding of how the solution properties affect bubble

FIG. 5. (a) The dimensionless growth rate of instability with respect to the dimen-
sionless wavenumber for Te ¼ 1 and 2 eV, with fixed values of lw ¼ 2m2 V�1 s�1

and qp0 ¼ �16. (b) The dimensionless growth rate of instability with respect to the
dimensionless wavenumber for Te ¼ 1 eV and different values of lw and qp0.
The solid lines represent the value of qp0 ¼ �16 , and the dashed lines represent
the value of qp0 ¼ �11:2.



dynamics, like explosion time, could be of great importance. In this
study, by quantitatively confirming the higher growth of perturbation
for the lower conductivity case, the calculations validated the EHD
interfacial instability as a major factor governing the asymmetric bub-
ble shapes and their subsequent explosion. Attributing the conductivity
effects to the perturbation of growth rates via charge mobility also elu-
cidates the mechanisms that cause enhanced interface destabilization.
Although a quantitative comparison between our experimental data
and theoretical results is not feasible, the experimental data qualita-
tively align well with the theoretical predictions and meet our physical
expectations. In this regard, while future refinements that disregard
some assumptions used in the present work, higher order nonlinear-
ities, or direct simulations may improve the quantitative accuracy, the
current linear stability model, including some valid approximations,
effectively explains the key mechanisms that govern the effects of con-
ductivity on EHD instability growth rates, which is the central phe-
nomenon of interest. The presented model framework can be utilized
to determine the governing physics of various plasma applications
based on plasma–water interactions through an analysis of the surface
dynamics.
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