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RECURRENCE AND TRANSIENCE OF THE CRITICAL RANDOM WALK
SNAKE IN RANDOM CONDUCTANCES

ALEXANDRE LEGRAND, CHRISTOPHE SABOT, AND BRUNO SCHAPIRA

ABSTRACT. In this paper we study the recurrence and transience of the Z%valued branching ran-
dom walk in random environment indexed by a critical Bienaymé-Galton-Watson tree, conditioned
to survive. The environment is made either of random conductances or of random traps on each
vertex. We show that when the offspring distribution is non degenerate with a finite third moment
and the environment satisfies some suitable technical assumptions, then the process is recurrent
up to dimension four, and transient otherwise. The proof is based on a truncated second moment
method, which only requires to have good estimates on the quenched Green’s function. Notably,
this provides an alternate proof to the previous argument of Benjamini and Curien in the case of
a deterministic, homogeneous environment.

1. INTRODUCTION

In this paper we study the recurrence and transience of the Z%valued branching random walk
in an environment made of random conductances, indexed by a Bienaymé-Galton-Watson (BGW)
tree conditioned to survive. While general criteria now exist for this question in case of supercritical
offspring distribution, see in particular [13] [17), 22], we focus here on the critical case, which has
received much less attention so far, at the exception of [4]. See also [5] 6] for earlier results on this
question for general tree-indexed random walks.

1.1. Statement of the result. Let ¢ = (g)x>0 a critical offspring distribution (that is ) k>0 kar =
1) such that » ;- k3qr < oo and o2 = > k>0 k(k —1)gr > 0 . In the following, let T denote
Kesten’s tree, i.e. the critical BGW tree with offspring distribution g conditioned to survive

(see [16, 19] or [2I, Ch. 12] for details).

For x,y € Z%, we write x ~ y if |z — y| = 1, where |- | is the usual Euclidean norm in R?. In the
following, an environment w = (W), yeza shall denote a family of random, non-negative weights

on (Z%)2. In this paper we restrict ourselves to the following two types of environments.

Definition 1.1. (i) Random conductances: For x,y € Z%, one has Wry = Wy, > 0if 2 ~ y, and
wzy = 0 otherwise.
(i1) Random traps: There exists some (random) p, € [0,1), z € Z¢, such that for z,y € Z¢,

pz/(1 —pz) ifz =y,
(1.1) Wey = § 1/(2d) if x ~y,
0 otherwise.
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The names “random conductances” and “random traps” used throughout this paper may be
slightly abusive when compared to the rest of the literature, but we believe that they actually help
the understanding of our results and what they entail. Depending on the nature of w, we also
define for z € Z¢,

(12) () Y sropWe, for random conductances,
. . =
“ (1 —p,)~t for random traps.
Then, letting p* = (p% )z yezd = (Way/Tw(T))yyeza for a fixed realization w, this defines the

transition probabilities of a Markov chain in Z¢, with invariant measure 7.

Therefore, the critical random walk snake St : Too — Z¢ in random environment w is defined by
the (branching) random walk on Z¢, indexed by Kesten’s tree 7o, and with transition probabilities
p¥. We let P denote the law of the environment w, and P, P“ denote respectively the annealed
and quenched laws of the critical snake (precise definitions are provided below).

First, we provide a 0-1 law for the recurrence of the critical random walk snake on Z%. This is
achieved under the following assumption. In the following, 7,, « € Z¢, denote the shift operator,

ie. (Taw)y,z = Wyt 24a-

Assumption 1.2. [Stationarity and ergodicity] The law P is stationary and ergodic with respect
to translations 7,, x € Z¢.

Proposition 1.3. Suppose that the environment is made either of random conductances or random
traps, that Assumption holds, and that Em,(0) < 400. Then we have either:

(i) The critical random walk snake is recurrent, and P(V x € Z%, x is visited infinitely often) = 1,
or,

(ii) The critical random walk snake is transient, and P(3x € 74,z is visited infinitely often) =
0.

Notice that this 0—1 law under the annealed distribution P implies the quenched 0-1 law: for
any event A, P(A) = 0 implies P¥(A) = 0 for P-a.e. w € Q.

We now present our main theorem for random conductances, which is obtained in the wake
of [2]. First we reproduce [2, Assumption 1.3], which is pivotal for the following results.
Assumption 1.4. [Core technical assumption]| At least one of the following four conditions holds:

(A.1) FKG inequality and polynomial mizing. For any (symmetric) finite set A C (Z%)? and
non-decreasing, functions f,g: Q@ — R depending only on {w, 4, (z,y) € A}, one has

Cov(f(w),g9(w)) = 0,

whenever the covariance is well-posed. Additionally, there exists v > d? and C; > 0 such
that, for any non-decreasing function f € L?(P) depending only on {wp .,z ~ 0}, and any
z € Z4\ {0}, one has

Cov (@), f 0 ma(@)) < Cll fl2aqeyle]

(A.2) Spectral gap. There exists Cy > 0 such that, for any f € L?(P),

Var(f@) < Co Y. E[(0parf)’].

T,y Ty
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where

Ofayyf = limsup @+ 0y () = F@)

e—0 €
and 6, 43(-) € Q is the field taking value 1 on the edge {z,y}, and 0 elsewhere.
(A.3) Finite range dependence. There exists R € N such that for any 2 € Z4, the families of
random variables (wyy : y ~ ) and (w, @ |& — 2| > R, z ~ 2') are independent.
(A.4) Negative association For any finite set A C (Z%)? and non-decreasing, functions f,g: Q —
R depending only on {wy ,,{z,y} € A}, one has

Cov(f(w),g(w)) < 0.

We refer to [2] for some motivations to these assumptions, and several examples of classical
models which are covered by them.

Theorem 1.5. Let w be a random conductances environment which satisfies Assumption [L.2.

(1) Let d > 5, and assume there exists p,q € (1,+00] such that 1/p+1/q < 2/d and wy . € LP(P),
Wo_,i € LY(P) for z ~ 0. Then, the critical random walk snake is transient P-a.s..

(17) Let d < 4, and suppose additionally that w satisfies Assumption[1.]) Then there exists p €
[1,4+00) such that the critical random walk snake is recurrent P-a.s. as soon as w07z,w0_7; e LP(P)

for z ~ 0.

Notice that wg . € LP(P) for z ~ 0 with p > 1 implies Em,,(0) < 400, hence the 0-1 law from
Proposition [[.3] holds under those assumptions.

Let us briefly comment this result: Assumption [[4] and the integrability of w,w ™! are required
in [2] to obtain estimates on the Green’s function of the random walk in random environment,
from which we deduce the theorem. However, we believe that our result holds for the random
conductance environment under much weaker assumptions. To support that idea, we consider a
random traps environment (see e.g. [3 [I1]), which is simpler to study than the random conduc-
tances environment, while preserving the “trapping effect” it has on the random walk. We provide
an analogous result to Theorem under the following assumption. Recall (L.2]).

Assumption 1.6. [Bounded long-range correlations| There exists Ry > 0 such that
(1.3) sup {E[ww(x)ww(y)] cxyeZd |z —yl > Ro} < 400.
Let us point out that (A.1), (A.3) and (A.4) from Assumption [[.4] all imply (L3]).

Theorem 1.7. Let w be a random traps environment.
(1) Let d > 5, and assume sup,cza Em,(z) < +00. Then, the critical snake is transient P-a.s..
(7i) Let d < 4, suppose that Assumptions[I.2, hold and that Em,,(0) < +o00. Then the critical
snake is recurrent P-a.s..

Remark 1.1. When d < 2, it is well-known that the (non-branching) random walk in random con-
ductances or traps is almost surely recurrent (supposing additionally that sup,cz« Em,(z) < +o00
in the case of conductances). This directly implies that the critical snake is P-a.s. recurrent when
d < 2 under assumptions much weaker than in Theorems [[.5l(i7), L7 (i4) and even Proposition [[.3
This statement is presented more precisely below, see in particular Proposition

In Theorem [[H (i), we do not try to achieve an optimal value for p: indeed, we strongly believe
that p = 1 should be sufficient (similarly to Theorem [L7)), but to our knowledge this cannot be
achieved with our methods at this time.
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Our results raise some interesting questions about the decay of the quenched heat kernel of a
simple random walk in random conductance, as well as for the recurrence/transience of a critical
random snake in random conductance under less restrictive hypotheses. First notice that under
Assumption [[.2], denoting by P, (0,0) the probability that a random walk in random conductance
w starting from the origin returns to the origin in 2n steps, either

(1.4) > nP5(0,0) < 4o,

n>1

holds for P-a.e. w, or the series in (I.4)) is infinite for P-a.e. w. Now we can ask the following natural
questions.

(1) We will show in Lemma[ Tl below, that the critical random snake is transient as soon as (L.4))
is satisfied for P-a.e. w, in any dimension d > 1. It is known, that this condition cannot be
satisfied in dimensions 1 and 2, at least under the hypothesis that E[m,(0)] < 400, since
in this case it is known that the simple random walk, and a fortiori the critical random
snake, is recurrent (see below for more details). But the question of whether or not there
exists a distribution of random conductances such that (L.4]) holds in dimension 3 or 4 is
still open, to the best of our knowledge.

(2) Likewise, the question of whether or not, in dimension d > 5, (I4) is always satisfied for
any distribution of random conductances seems to be also open. Note that in [7], it is shown
that for bounded conductances in d > 5, one always has lim,, o n2P2°‘;L (0,0) = 0, which is
close to show (4], but not quite. In the other direction, it is also shown in [7] that for any
% > 1/d, there exists a law of random conductances for which n2 P (0,0) > C(w)e~(18™)"
and furthermore for any sequence (A, ),>0 converging to zero, there exists a law of random
conductances such that Ps (0,0) > SSL}Q),
contradicts the validity of (I.4).

(3) Finally one can ask whether the condition ) -, nPs (0,0) = +o0, for P-a.e. w, always
implies recurrence of the critical random snake.

along a subsequence. But none of these bounds

The proofs of both Theorems and [ 7] rely on a second moment method, which only requires
to have good estimates on the quenched Green’s function. In the case of constant conductances or
uniformly elliptic environment, these estimates are well known: in particular we obtain an alternate
proof to that of Benjamini and Curien [4], which was based on the notion of unimodularity and
mass transport techniques, together with the result of Kesten [20] on concentration of the snake
in a ball.

Concerning Theorem [I.7] we use an improved second moment method, and we kill the walk
when it reaches deep traps. While we believe that a similar method could be used in the setting of
Theorem [I.3], it would be much more technical and we have refrained to pursue in this direction.

Outline of the paper. In Section [2] we introduce some precise notation and definition for the critical
random walk snake, and we prove the 0-1 law in Proposition [[.3] by rewriting the random process
as an ergodic dynamical system. In Section [B] we provide some Green’s function estimates on
(non-branching) random walks in random environment, many of them coming from [2]. Finally in
Section [, we prove both Theorems and [[.71 First we prove the transience for d > 5 with a
direct first moment computation, then we prove the recurrence for d < 4 with the foretold second
moment method.

For the sake of completeness, we also present a proof of Proposition £.2—that is, the recurrence
of the random walk in random conductances for d < 2— in Appendix [Al
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Notation. In the remainder of this paper, ¢ denotes a constant that may change from one occurrence
to another, and ¢y, ca, ... denote constants that may change from one paragraph to another.

2. PROOF OF THE 0-1 LAW

In this section we introduce some notation and prove Proposition [[3l This 0-1 law is analogous
to [I3 Propositions 1.2 and 1.3], in the case of a super-critical BRWRE with no death: however,
for the critical snake, the proof is very different. It follows from two observations: first, under our
assumptions, the environment can be seen from the point of view of the particle with an explicit
change of measure Q ~ P; and second, the critical snake in random environment with law Q can
be seen as an ergodic dynamical system.

2.1. Point of view of the particle. We proceed simultaneously for the random conductances
and random traps environments. Define

(2.1) Q= {w € R)E Ve ez my(z) = Y wes < —l—oo} ,
2€74

and let (2, Fq) denote the measurable space of random environment configurations on Z4. Let P
denote a probability distribution on {2 and notice that, in the cases of random conductances and
random traps, m,(+) is given by (L.2]). Then for all w € €2, the family p§ | = wyy/70(2), 2,y € Z4,
denotes the (quenched) transition probabilities of a random walk in random environment (RWRE).
Let (X,)n>0 denote the RWRE, write P¥ for its quenched law in w € Q started from x € Z%, and
let P, .= EP¥ be its annealed law (when x = 0, we may omit the subscript).

Recall that 7, z € Z? denotes the shift operators in Z?. Then, starting from some fixed w € €,
the sequence (7x,w)p>0 under P defines a Markov chain on the space of all environments (2,
which is called the point of view of the particle, and its transition kernel R satisfies for f: Q2 - R
bounded measurable and w € ),

(2.2) (RAW) = Y =2 f(rw).

2€7Z4 7Tw(0)

We have the following standard result.

Proposition 2.1. Let w be an environment of random conductances or random traps with law P.
Suppose that Assumption [I.2 holds, and that Em,,(0) < +o00. Then the Markov chain (Tx,w)n>0
admits a stationary and reversible probability measure Q, given by

@(w) _ (0

dP " Eln,(0)]

In particular, Q is equivalent to P. Moreover, (Tx,w)n>0 is ergodic under Q.

(2.3)

Proof. For random conductances, the fact that Q is stationary and reversible is a classical result,
see e.g. [9, Lemma 2.1]. In the case of random traps, recall that 7, (z) = (1 — p,)~'; thus a direct
computation yields for f : ) — R bounded measurable,

(1—po)~! 1 —po
Eq[Rf(w) = f(w)] = Bp| o D~z Lf(Taw) = =0,
olffe) = £ =B | g er 30 S Ire) = fo)
where we used that Ep[f(r,w)] = Ep[f(w)] because P is 7.-invariant for » € Z9. Hence, Q is
stationary, and a similar computation also shows that it is reversible (we leave the details to
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the reader). Finally, the ergodicity under Q follows in both cases from the standard result [10]
Theorem 1.2] and the ergodicity of PP. O

2.2. Ergodicity of the snake. For P, Q two probability measures on (2, Fq), let E =: Ep, resp.
Eq, denote the expectation under PP, resp. Q. Let us now define a measure-preserving dynamical
system on critical snakes in random environment. We first introduce some notation for the critical
snake.

Let (T, Fr) denote the usual measurable space of planar trees (i.e. rooted, ordered, locally finite
trees). Recall that 75, denotes Kesten’s tree: more precisely, it is almost surely composed of an
infinite spine, denoted Spine(7s) C Too, of individuals reproducing according to the mass-biased
distribution (kgy)x>0; and all other individuals reproduce according to q. Also, let 7 denote an
(almost surely finite) random BGW tree such that all vertices reproduce according to g, except
for the root which reproduces according to ((k + 1)gx+1)k>0. As a matter of fact, 7 has the same
law as the finite tree supported by an element u € Spine(7%) from the spine of Kesten’s tree. Let
Pr_ (resp. Pr) denote the law of T (resp. T).

Let P a probability measure on (92, Fq) satisfying Assumption Let w € Q a realization
of the environment and z € Z% then the quenched law P¥ of the critical random walk snake
(S87..,T) starting from x is defined as follows. Let 75, ~ Pr_, and denote its root p. Then
construct randomly S7-_ : Too — Z% conditionally to T, by induction, letting S1-_(p) = x, and for
U,V € Too such that v is a child of u, letting

(24) PYST(0) = 2| Su(w) =y) = 5. yzen’,

Moreover, conditionally on S7._(u), the random variables S7._(v), with v a child of u, are taken
independent of each other. We also define the annealed law P, := EP%, and for both laws we
may omit the subscript x when z = 0. Notice that we use the same notation for the laws of the
critical snake (S1._, 7o) and the RWRE (X,,)n>0 introduced above, but it will always be clear from
context which one is considered. Furthermore, one can define similarly the (quenched or annealed)
law of the tree-indexed random walk (S7,T), by letting 7 ~ Py and constructing Sy by induction

with (24); again, we abusively use the same notation for the laws.

We now present an encoding of critical snake realizations for which we have an explicit, ergodic
transformation. For any finite, rooted ordered tree (¢,p) € T, one can define a bijection between
E(t) the set of edges of ¢, and {1,...,#FE(t)} (e.g. the breadth-first exploration of t); therefore,
if St () denotes a realization of a Z?valued random walk indexed by ¢, it can be rewritten as a
random variable on the measured space ((Z%)#E(®), Fs4E(t)) Where Fs up(y) denotes the product

sigma-algebra on (Z4)#E(®) With these notation at hand, we finally define
A= {0 @i 6, S )iz0 ) |[w € Q0 =05 Wi 2 0, 05 € 29, ¢ € T and 7Y, € (Z)FFE}

and we endow A with its product sigma-algebra A.

Let w € Q, let (S7.,Ts) be a realization of the critical snake in w started from 0 € Z?. Let
(u;)i>o0 = Spine(7%), and for i > 0 let 7; be the (largest) sub-tree of T rooted in u; and not
containing wu;_1 and u;41. Consider the (injective) mapping,

(2.5) o (w,STOO,TOO) — (w, (STOO(UZ'), 7;, 87‘00|7;.)i20) c A,

Therefore, the annealed distribution P of the snake (w,S7,_, 7o) induces a probability measure
on (A, A), which we also denote P abusively. Additionally, under the mapping above one has
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that (X;)i>0 = (S7..(wi))i>0 is a RWRE started from 0 with transition probabilities induced by
w, T; ~ Pr are i.i.d. and independent from w, (X;);>0; and for i > 0, S; := S7__|7; are independent
walks indexed by 7; started from X; € Z4, with transition probabilities (w, ,/ () yezd-

Let R : A — A be defined by,

(26) R <w7 (:Eia ti7 Sil77,)220> = (Twlwy (:Ei-l-l — I, ti+17 Stz;irllﬂ__fll)lzo> .

When applied to (the image by ® of) a critical snake realization (S7_, 7o), R is the transformation
that re-roots it at the next vertex along the spine uy, removes the former root ug and the finite
tree it supported, and shifts the environment and the trajectories in Z? by X; = S7-_(u1).

Assume that there exists a probability measure Q ~ P which is R-invariant and ergodic, as in
Proposition 2. We may define P a new annealed probability distribution of the random snake,
where the environment has law Q instead of P and the rest of the definition is unchanged (that
is, the quenched distributions P(-|w) = P¥(:) = P(-|w) are identical P-a.s., recall (Z4)). Similarly
to P, we may push it forward to A with the mapping (Z3)): then, we prove that the dynamical
system (A,A,f’,R) is ergodic.

Lemma 2.2. Let P such that Assumption [1.2 holds. Suppose that there exists Q a R-invariant,
ergodic measure equivalent to P. Then:

(i) The probability measures P and P on (A, A) are equivalent.

(ii) The probability measure P on (A, A) is R-invariant.

(13i) The dynamical system (A, A, P, R) is ergodic.
Remark 2.1. Let us point out that this lemma also holds for non-reversible environments.

Proof. These results follow from quite standard arguments regarding dynamical systems and the
point of view of the particle, see e.g. the proof of [10, Theorem 1.2].

(7). Recall that P and P have the same distributions conditionally to w, P-a.s. by definition.
Therefore one has,

dP _dQ
—(O.), (XZ7E7SZ)ZZO) — @

dP (w) >0, for P-a.e. (w,(X;,T;,Si)i>0) € A.

(77). Let f: A — R a bounded measurable function. Conditioning with respect to w and X,
one has,

E[(foR)(w, (X0, T Sizo ) | = B | D~ B [(f o R) (w, (X0, Ty Si)izo ) |w, X1 = 2]

2€Z4 e (0)

wo,z

2€7Z4 T (0)

- | £ SRl g -

E [f (Tzw, (Xit1 — 2, Tig1, Si1 — Z)i20> ‘W,Xl = Z]
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where the last equality is obtained by applying the Markov property. Recalling (2.2]) and that Q
is R-invariant, this yields

B [(f oR) (w, (XZ-,TZ-,SZ-)Z-ZO)}
=Eg [E [f(w, (Xz,Ti,Si)izo) ‘w” - E [f(cw (Xz,Ti,Si)izo)] ;

thus P is R-invariant.
(7i). Let Fp, := o(w, (X4, Ti, Si)i<n), n > 0 a filtration of A. Let f : A — R bounded measurable

such that f o R = f P-a.c., and define
o) = B[f (w0, (X0 TSz ) |w] , we .
We claim that (rx,w), n > 0 is an (Fp)nso-martingale. Indeed,
B[/ (w. (X0 T Siz0) | Fa| = B[(/ 0 R™) (@, (X0 TS0 ) | 7]
= B [/(«, (X0 T0,S)izo)

where the second equality follows from the Markov property, with (X;, T, gi)izo a copy of (X;,T;,S;)i>0

w/ = Tan:| = (ID(Tan) )

in the same environment. Therefore, (p(7x,w))n>0 converges P-a.e. and in L'(P) towards
f(W, (Xz‘,ﬂ',si)izo)-
In particular for A € A a R-invariant set, let f := 14 and define ¢ as above: then we claim that

p(w) € {0,1} for Q-a.e w € €. Indeed, otherwise there would exist [a,b] C R\ {0,1} such that
Q(¢(w) € [a,b]) > 0. However, Birkhoft’s ergodic theorem would yield that

n—1
1 _ _ o
; E ]-{gp(Txnw)E[a,b}} n—>_+>oo P((p(w) € [CL, b] ‘I)v P-as. and in Ll(P)a
k=0

where 7 is the sigma-field of R-invariant events in A. However, taking the expectation above we
see that E[P(¢(w) € [a,b]|T)] = Q(¢(w) € [a,b]) > 0, which contradicts that p(rx,w) — 14 P-a.s..
We conclude that there exists B € Fq such that ¢ = 1p Q-a.s.. Since we assumed that A is
R-invariant, then B is R-invariant; and since Q is ergodic, this implies f’(A) = Q(B) € {0,1},
which finishes the proof. O

With Lemma at hand, we may finally prove the 0-1 law for the recurrence of the critical
snake in Z.

Proof of Proposition[1.3. In random conductances or random traps, Proposition 2.1] implies that
Lemma [Z2 holds. By Lemma [Z2L(), it is sufficient to prove the 0-1 law under the distribution P;
then it also holds for P.

Notice that the event A := {Vz € Z% x is visited infinitely often} € A is R-invariant: hence,
the ergodicity of (A, A, P, R) implies that P(A) € {0,1}. Let us assume that the event B := {Jz €
7%, x is visited infinitely often} has positive f’—probability, and show that it implies f’(A) > 0 (and
thus P(A) = 1). Writing a direct union bound, one notices that P(B) > 0 implies that there exists
T € Z% which is visited infinitely often with positive probability, i.e. f’(#S}; (x0) = +00) > 0.
Let us prove that

(2.7) VzeZd, P#S;(2) < +oo, #87 (wg) = +00) = 0;
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then, (2.7]) and another union bound imply that P(A) = P(#;E‘S'7_—;> (xg) = +00) > 0, which concludes
the proof. N

Let us prove (2.7) under the quenched distribution P¥(-) = P(-|w) for Q-a.e. w, then the
result follows naturally for the annealed law P = EgP¥. Let w € 2 and (u;)i>0 = Spine(Tx),
and recall from (2.0 that 7; denotes the finite tree supported by u;. Assume that z is visited
infinitely many times, that is the set {(i,v);i > 0,v € T;,S7, (v) = xo} is infinite; then notice
that it admits an infinite subset {(ix, vx),k > 0} such that i # i, for all & # ¢. Then, each vertex
vg € T;, is the root of a critical BGW sub-tree 7~Z,k C T;, with offspring distribution q (except when
v = u;, € Spine(7Ts), in which case v;, has offspring distribution ((k + 1)gx+1)k>0). Moreover, by
the Markov propertyﬁ, the trees (ﬁk)k and the walks induced by S7., on them are independent,
and have positive probability of visiting z € Z%: therefore, conditionally to 75;5‘5'7_—;> (z9) = +00, 2z is
visited infinitely many times with P“-probability 1. This finishes the proof. O

3. GREEN’S FUNCTION ESTIMATES

This section gathers, mostly from [2], some quenched estimates on the heat kernel and Green’s
function of the RWRE in conductances or traps, which are the cornerstone of our proofs in Section 4]
below.

For a fixed realization of w, we consider the heat kernel of a RWRE (X,,),>0 in Z4, that is for
z,y € Z% n>0,

Pi(Xn =)
3.1 PY(z,y) = —2n I
(3.1) (z,y) (0]
and its associated Green’s function,
(3.2) g*(x,y) =Y P(x,y) €[0,40d).

n>0
Since the random walk in random conductances or random traps is reversible, one has P-a.s. for
x,y € 79,

(3.3) g“(z,y) = ¢“(y, 7).

Estimates on the heat kernel and Green’s function are very standard in the case of the homoge-
neous random walk in Z%, which is equivalent to letting Wy = lp~y P-a.s. forall z,y € Z% in our
notation. Let us denote with Pr)(-,-), g(-,-) its heat kernel and Green’s function respectively. It
is well-known that the homogeneous heat kernel satisfies, for some cq, co, c3,¢4 > 0,

(3-4) an~Pexp (= eole —yP/n) < Pula,y) < en”Pexp (—calz —yl*/n),

for all n € N, x,y € Z?% such that |z — y| < n and (z — y), n have the same parity (otherwise
P,(z,y) = 0). In particular when d > 3, a direct computation shows that this implies for some
cs,c6 > 0 and all z,y € Z% that,

(3.5) cs (14 |z —yP™) < g(z,y) < e (14 |z -y,
and g(x,y) = +oo if d < 2.

ITo be more precise, this follows from a bit of stopping line theory on Markov branching processes, see e.g.
[8] 12} 18], we do not write the details here.
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Remark 3.1. Tt follows from [14] that those estimates also hold uniformly P-a.s. for the heat kernel
and Green’s function of a RWRE in a uniformly elliptic environment; that is, if there exists ¢ > 0
such that P(w,,,/m,(x) > €) =1 for all z ~ y.

3.1. RWRE with random traps. We have the following.
Proposition 3.1. Let w a random traps environment. Then, one has P-a.s. for all z,y € Z¢,
(3.6) 9°(z,y) = g(z,y).

Proof. Recall from (3.2)) that, for P-a.e. w, m,(y)g“(x,y) is the expected (quenched) local time in
y of a RWRE (X,,),,>0, with 7, (y) = (1 — p,)~! by definition (L.2)). Define recursively 7o = 0 and
for n >0,

Tyl = inf{k > 7, Xp # X, }.
Then, (Y;,)n>0 = (X, )n>0 is exactly a homogeneous, nearest-neighbour random walk in Z¢. More-
over, it is clear that for n > 0, conditionally to X, =y € Z%, Tyt — T is a geometric random
variable with success probability (1 — p,). Therefore, one has for P-a.e. w,

Z ]-{Xk:y}] = ;E;} Z(Tn—i-l - Tn)l{Yn:y} = Z Pn(xa y) )

1
9“(z,y) = ——=E7
mo(y) " k>0 o(y) n>0 n>0

which concludes the proof. O

3.2. RWRE with random conductances. In [2], the authors provide estimates on the heat
kernel and Green’s function (for d > 3) for the RWRE in random conductances, when the envi-
ronment w satisfies Assumptions and [[L4l We produce some of their results here, where we
mostly kept the same notation for the sake of clarity. Let us mention that all these were formu-
lated for the continuous time process called the constant speed random walk (CSRW), but they
can straightforwardly be extended to the discrete time setting, see e.g. [9, Sect. 1.2].

In the following, we always assume w is made of random conductances. Moreover, we write
abusively w € LP(P), w™! € LY(P) if one has w,, € LP(P) and (wz,) "' € LI(P) for all = ~ y.

Theorem 3.2 (Upper bounds from [2]). Suppose that Assumption [I.Z holds. Let p,q € (1,+o0]
such that 1/p +1/q < 2/d, and assume w € LP(P), w™! € L4(P).

(i) There exists c1,co > 0 and a random variable Ni(z) = Ny(x,w,p,q) < +oo, x € Z¢, such
that for P-a.e. w and all x € Z%, one has

(3.7) sup m~ @ Z Tw(2)P < o E[n,(0)P],

m2Ni(z) zi|z—z|<m

and, for all n > N1(0)? and P-a.e. w, one has
(3.8) P2(0,0) < can~ %2,
(i3) If d > 3, there exists c3,cy > 0 such that, for |x —y| > Na(z) == 4N1(x)? and P-a.e. w,
one has
(3.9) g (x,y) < cslw —y[*.

(13i) Additionally, suppose that Assumption [I.4) holds. Let ¢ € (0,v/d) under (A1), or ( >0
under (A2), (A3) or (A4). Then there exists py € (0,+00) such that, as soon as w,w™' € LPO(P),
Ni(z) satisfies for some ¢4 > 0,

(3.10) P(Ni(z) >n) < esn'™%, VneN.
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Furthermore, for d > 3 and all z,y € Z%, one has

(3.11) ¢ (x,y) e LP(P), VO<B<(dC—1)(po—1)/(2po).

Proof. The upper bound (B.7)) is due to Assumption[[.2]and the spacial ergodic theorem (see also [2]
(1.1)]), and (B.8)) is given by [2, Theorem 1.2]. The claim (3.9]) is directly stated in [2, Theorem 1.6].
Regarding the tail estimate on Ni, it is a consequence of [2, Proposition 2.2] and [2, Lemma 2.6].
Finally, the integrability of ¢“(x,%)? is stated in [2, (4.3)]. O

Theorem 3.3 (Lower bounds from [2]). Let d > 3, and suppose that Assumptions and
holds. Let ¢ € (0,7v/d) under (A1), or ¢ > 0 under (A2), (A3) or (A4). There exists py € (0, +00)
and a random variable N(x) = N(x,w,po) > Ni(z) such that, as soon as w,w™' € LPO(P), the
following holds:

(1) There exists cs > 0 such that, for |v —y| > N(z) and P-a.e. w,

(3.12) g (x,y) > csle —y[*~.
(17) N(x) satisfies for some cg > 0,
(3.13) P(N(z) >n) < ¢gn~ %" V2 vyneN.
Proof. The claim (312]) is the content of [2, Theorem 1.6]. Regarding the tail estimate on N, it is
obtained from [2, Proposition 2.2] combined with [2, (3.3)] in the proof of [2, Theorem 1.4]. O

3.3. RWRE constrained in a large box. For m > 0, define A, := Z¢ N [-m, m]? and 9A,, :=
Apt1 \ A Recall B1) and B.2). For w fixed, 2,y € Z? and n,m > 0, we define the heat kernel
of the walk constrained in the box of size m by,

PY(X,=y;Vs<n,X;€Ap)
mw(Y)

(we omit the superscript w to lighten notation) and g™ (x,y) = »_,5¢ P;*(x,y) the associated
Green’s function. Notice that g™ is symmetric as in ([3.3]), and that,

Pl (x,y) < P(x,y), 9" (xy) < g%(x,y),

for n,m >0, z,y € Z and for P-a.e. w. We provide a lower bound on ¢ (z,y) when m > |z — y|
in the following statement, both for random conductances and random traps.

9

Lemma 3.4. (i) Let w a random conductances environment. Suppose Assumptions and [17)
hold. For n,m € N, consider the event

(3.15) Q= {w;Vz e Ap, Na(z) <n}.

Then P(QE™) — 1 as n — 400 for all K > 0. Moreover, under the assumptions of Theorem [3.3,
there exists ¢, K > 0 such that, for alln € N, w € QE" and x,y € A, satisfying |z — y| >
N(z)V (n/2), one has

(3.16) 9" (w,y) > clz -y

(13) Let w a random traps environment. Then, there exists ¢, K > 0 such that [BI0) holds P-a.s.
uniformly inn € N and x,y € A,, with |z —y| > n/2.
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Proof. We first prove (7). The first statement is straightforward: for K > 0, one deduces from a
union bound that,

P((277)°) < (2Kn)P(N2(0) > n),
for some ¢ > 0. Assuming ( is taken sufficiently large in (.10, this goes to 0 as n — +oo. Then,
let 7,,, == inf{s > 1, X5 € OA,;,} for m > 0. One has,

1
w z, — Kn z, + Ew
9°(z,y) = g~ "(=,y) Py R

Z 1{sty}] < gKn(x,y)_‘_ sSup gw(’z)y))

SZTKTL zE@AKn

where we used the Markov property. Taking z,y € A, with |[z—y| > N(z)V(n/2) and K sufficiently
large, one deduces from (0) and (BI2) the desired result for all w € QX"+1 finishing the proof
of (B.14).

Regarding (i¢), it is deduced immediately from Proposition Bl (.5]) and a similar argument
(we leave the details to the reader). O

4. RECURRENCE AND TRANSIENCE OF THE CRITICAL SNAKE

We now present the proofs of recurrence or transience of the critical snake in random environ-
ment, using the Green’s function estimates which we presented in Section Bl In order to lighten
upcoming formulae, we write with an abuse of notation [0[>~% := 1 for 0 € Z¢ in all the series
computations below.

4.1. Transience. Let d > 5. Define,

#5r,({0})
mw(0) 7
the renormalized local time in 0 of the (infinite) critical snake (S7._, 7o) defined in Section
Let w € Q. Let £(x) denote the local time in z € Z% of a RWRE (X, )nen indexed by Spine(Ta) =
N and started from 0 € Z%. Then, let 7, i € N, 2 € Z¢ be independent, finite BGW trees with
offspring distribution ¢ = (qx)r>0, except for the root which has offspring distribution ((k +
1)qk+1)k>0- Let S¢ be independent RWRE in Z? started from x, indexed by 7 in the environment
w. Write L;y = #(S1)"(y), i €N, z,y € Z¢ the local time in y of the BRWRE (SZ, T}) started
from z. Then, recalling the mapping (2.5, one notices that, under P§ for P-a.e. w,

(4.2) Lo (0 i Z Z

reZd i=1

(4.1) Loo(0) =

Some standard computations give that, for z € Z¢ and i € N,

(4.3) E“(z)] = ) P{(X, =) = my(2)g*(0,2),
n>0
(4.4) and E“[L; o] = 02ZPW =0) = o2m,(0)g* (z,0),
n>0

where we recall that o2 = Ekzo k(k — 1)qx, with q the critical BGW reproduction law. Recall the
definitions of P¥(z,y), g“(x y) from [BIH32): hence, one has P-a.s. that,

(4.5) E“[L(0)] = Z Y P(Xp=2)PY(X,=0) = 0> (n+1)P2(0,0).

2€2d k>0 n>0
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We provide the following statement, which holds for any random, elliptic environment w € €2, (in
particular, it reaches beyond the framework of Proposition [[.3] or Theorem [[5]). An environment
is called elliptic if P(wg, > 0) =1 for all z ~ y.

Lemma 4.1. Consider a random, elliptic environment w € 0 and let P denote its law. Assume
that >, nPY(0,0) < 400 for P-a.e. w. Then the critical random walk snake is transient with
P-probability one.

Proof of Lemma[{.1] It follows from (4.35]) that, for P-a.e. w, one has L£,(0) < +oo, P“-a.s.; hence
0 is visited finitely many times by the critical snake with P“-probability one for P-a.e. w. Then,
mimicking the arguments from the proof of Proposition [[3} if there existed zyp € Z? which is
visited infinitely many times with positive P“-probability, this would also hold for 0, yielding a
contradiction. O

Proof of Theorem[1.7.(i). Recall (B.8)): letting p,q € (1,+o0] such that 1/p + 1/q < 2/d, and
assuming w € LP(P), w™! € L4(P), one has for d > 5,

> nPe(0,0) < Ni(0)* +¢ > a2 < 400, Pas,

n>0 n>N1(0)?
which concludes the proof by Lemma 1] O

Proof of Theorem [1.7.(i). Recall ([d.4HA5]) and Proposition B.Il In particular, one has P-a.s.,
E“[Lo(0)] = 0 Y mu(@)g”(0,2)g"(2,0) < ¢ Y |2**Vmy(a),
zezd zezd
where we used the standard estimate (3.5]). Since we assumed sup,czqa Em,(x) < +o0, this yields,
EE“[Lc(0)] < ¢ Y [2?*DEmy(x) = ¢ Y [2?*9.
zeZd zezd

For d > 5, the latter series converges. Therefore, one has E¥[L,(0)] < +oo P-a.s., which yields
the expected result by Lemma [£.11 d

4.2. Recurrence for conductances. In this section we prove the recurrence of the critical snake
for d < 4. For m € N, we let A, = Z% N [=m, m]% and OA,, == A,i1 \ Ay, throughout this section.

We first consider the case d < 2, and reproduce the following classical result. Since the critical
snake St restricted to Spine(7) is exactly a RWRE, notice that it directly implies the recurrence
of the critical snake for d < 2.

Proposition 4.2. Let d < 2, and assume w is a random conductance environment on Z% such
that supy,., Ewy y < +00. Then the RWRE is recurrent P-a.s..

This result is standard, however for the sake of completeness we provide a proof in Appendix [Al

We now assume that d € {3,4}. We use the Green’s function estimates from Section [ to
prove the recurrence in that case. Throughout this section, we let pg > 1 large and assume
w,w™! € LP°(P) so that all results from Section Bl hold, with ¢ taken quite large in (3.10) and (B.13)
(¢ > d is enough). Let us recall that we are not trying to obtain an optimal value for py in this
proof. Recall (IHAE]). To prove Theorem [[5l(i7), it is enough to show that

(4.6) P(Ls(0) = 400) > 0,
then the result follows from the 0-1 law, see Proposition
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Let us prove (4.6 with a second moment method. Let us consider the BRWRE indexed by 750
which is constrained to a box A,,, m € N —that is, particles from the critical snake (S7._, Too) that
leave A, are removed from the process (even the particles from the spine). Let (™ (z) denote the
local time in x € Z¢ of the RWRE indexed by Spine(7,) constrained to A,,; and let Ly, i € N,
z,y € Z% the local time in y of (Si,T;) constrained to A,,. Then, letting

()
1 i,m
(47) L= 5 2 2 L

one has that £,, has same law as the renormalized local time in 0 of the critical snake constrained
to Ay,. Moreover, one has P¥-a.s. that L,, is non-decreasing in m and converges to L (0) as
m — 400, for P-a.e. w (recall ([@2])). We have the following moment estimates on L,,.

Lemma 4.3. Let d € {3,4}. As m — +0o0, one has,

N T
oyl logm if d=4.

Lemma 4.4. Let d € {3,4}. There exists c3 > ¢y > 1 such that, for all m € N, one has,
E[L2] < ¢ E[E°[Ln)] < o E[Ly).

These two lemmas immediately imply (£6]). Indeed, one deduces from the Paley-Zygmund
inequality that, for all m € N,
P (Loo(0) > 3E[Ln]) > P (L > SE[Ly]) > ¢,
for some uniform ¢ > 0. Since one has E[L,,] — +00 as m — 400 by Lemma [4.3] this yields (0],

and therefore Theorem [[5l.(i7) by the 0-1 law.
We turn to the proofs of the lemmas. Recall the definition of ¢™(-,-) from (3.14]).

Proof of Lemma[4.3 Similarly to (A3H45]), one has

(4.8) E“[(™(2)] = m,(2)g™(0,2), and  E*[LYT] = o*m,(0)g™ (x,0),

and thus,

(4.9) E¥[L,] = . > B @)EC[Ly] = 0 > mu(x)g™(0,2)%,
7Tw(0) TEA TEA

where we also used that ¢"(-,-) and ¢g*(-,-) are symmetric (recall [B3])).

Lower bound. Let K > 0 and QX" ¢ Q as in Lemma 3.4, N(0) as in Theorem [B:3] and let us
compute a lower bound on E[Lk,]|. Applying Lemma [3.4] there exists ¢ > 0 such that,

E[Lkn] = E |1grni(w) Z (gK"(O,x))27Tw(m)]
ZBEAn
(4.10) > c Z ‘x’2(2—d)E [Ww(x)1{|m|ZN(0)}1Q£<n+1 (w)] .

2 <fal<n

It remains to show that the latter expectation is bounded from below uniformly in 2 < |z| < n

2 —
for n sufficiently large; then the result follows from standard estimations of the series 3" |[22~9).
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One deduces from the Cauchy-Schwarz inequality and the assumption that P is stationary that,
for § < |z| <n,

E [WW(‘T)l{\x\<N(O)}] < E[TI’W(O)2] 1/2P(N(0) > n/2) 1/2 s

and E [Ww(x)19\95n+1(W):| < E[m,(0)?] 1/2]P>(Q \ QnKn+1)1/2.
Provided that py > 2, the two terms above go to zero as n — +o0o uniformly in % < Jz| < n.
Moreover, by assumption E[r,(z)] is a positive constant uniform in z € Z?, therefore a union

bound yields immediately that the expectation in (4£I0) is bounded from below uniformly in
5 < |z| < n for n sufficiently large, finishing the proof of the lower bound.

Upper bound. Since ¢"(0,z) < ¢*(0,x), one deduces from (£9), B3) and (B9,

(4.11) E[L,] < cE Z ¢“ (2,027, ()| +cE Z |2[2C~ D, (2)
|z[<N2(0) N2(0)<|z|<2m

Since Em,,(0) < +o00 and P is stationary, the second term is lower than ¢}~ <o, |22~ for some
constant ¢ > 0 and all m € N; hence it suffices to prove that the first term is bounded. Noticing
that g*(z,0) < ¢*(0,0) for all x € Z% and P-a.e. w, one deduces from Hélder’s inequality for some
p € (1,po) that,

(4.12) E Z gw(x70)2ﬂ_w(x) <E gw(070)2p/(p_1)](P—1)/PE[< Z ﬂ-w(x)>l’]

|z| <N2(0) || <N2(0)

Recalling (BI1]) and assuming that ¢, p,po are taken sufficiently large, the first factor is a finite
constant. Moreover, we have the following.

Claim 4.5. Let p,7 > 1 and assume pr < pg. Then there exists ¢ > 0 such that,

Z T ()"

|| <N2(0)

(4.13) < || 0)" | ey IN2(0) o -

Lr(P)

In particular, this implies that the second factor in (4I2) is finite (assuming again that ( is
large enough in (B.I0))), which finishes the proof of the upper bound and Lemma [4.3] O

Proof of Claim[{.5 By Hoélder’s inequality, one has

(4.14) ( Z ww(g;)7’> < ¢ Ny(0)4P—1) Z ()™
(0)

|z|<N2 2| <N2(0)
for some ¢ > 0. Recalling (8.7)) and taking the expectation, this finishes the proof of the claim. [

We now turn to the proof of the second moment estimates in Lemma [£.41

Proof of Lemma [{.4] We start by proving the second inequality. Recollecting (£.9), recalling that
g™ (+,-) is symmetric, that ¢™(z,y) < ¢¥(z,y), and that ¢*(z,0) < ¢¥(0,0) for all z,y, m and P-a.e.



16 A. LEGRAND, C. SABOT, AND B. SCHAPIRA

w, one deduces from ([B.9]) that,

(415)  EY[Ln]? = 0" ) g™(0,2)%9™(0,y) m (@) (y)
,YyEAm

0,00 Y m@m(y) te 3 22Dy Pe (o) (y)

levly‘SNZ(O) z,YEAm

+2e| D ml@) | | D PP Pg4(0,0)*m(y)

‘w‘SN2(0) y€Am

IN

Let us take the expectation E of the upper bound. Assuming pg, ¢ are large enough, one deduces
from Claim [LE] that the term .y, () Tw(2) is bounded in LP(P) for p € (2,po). Assuming also
that p is large, this and (BI1]) imply by Holder’s inequality that,

E|g°(0,00" > m(@)m(y)| < +oo.
|z],]y|<N2(0)

Regarding the second term, it is dominated by cE[£,,]?, since one deduces from the Cauchy-
Schwarz inequality that E[r,(z)m,(y)] is bounded uniformly in z,y € Z% Furthermore, for p €

(2,p0) and ¢ == -5 < 2, one has by Jensen’s inequality,
.11/ 97 1/2
( > \ylz(z‘d)g‘“(O,O)zm(y)> ( > !y\2(2‘d’9w(0,0)2m(y)>
YEAM YEAmM

1/2
< | D 2P PR [g7(0,0) m (@) ()]
z,yEAm

Again, E [¢¢(0,0)*m,(z )7Tw( )] is bounded uniformly in z,y € Z¢, provided that py and ¢ are large
enough in Theorem 3.2l Hence the term above is bounded by ¢, -1 ]y\2(2_d). Thus, taking the
expectation of the thlrd term in the upper bound (4.I5) and applymg Holder’s inequality, it is
lower than cE[L,,] for some ¢ > 0. Finally, recalling Lemma [£.3] this yields that

(4.16) E[E*[Ln]%] < cE[Ln])?,
for some ¢ > 0 and all m € N, which is the expected result.

We now prove the first inequality in Lemma {4l Let us write Var®[L,,] := EY[£2] — E¥[L,,)%
Using the conditional variance decomposition with respect (Em(:n))mezd, one obtains,

(4.17) Var*(L,,) = - 2 Z E“[(™(z)]Var® (on) + — - ( Z " (x ])

TE€EAmM TEAM
= Ym + Zm-

Recall ([£.8]). Moreover, we claim the following.

Lemma 4.6. There exists ¢ > 0 such that, for x € Z%, m € N, and P-a.e. w,

EC[(Ly0)7] < e > g™ (@)™ (y, 0)*mu(y)ma (0)*.
yeBy,
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This lemma comes from a Many-to-two formula: we postpone its proof for now. Hence, one has,
(4.18)

Yo < —753 Z B[ (@) EC[(Ly0)?] < ¢ Y g™(0,2)9™ (2,y)g™ (Y, 0)* mu(@) T (y)
xeAm z,YyEAm
and,
2
Zn < < PRAC: }) ]
Tw TEAM
( Bl Y Ysrwenlsrw= | B [LG]EY[L,0]
z,Yy€Am u,v€Spine(T),
u=<v Or u=v
(4.19) <c Y g™M0,2)%g™(z,y)g™ (v, 0 ()T (y)
T,YyEAm

Exchanging the notation  and y above, Z,, and Y, have the same upper bound. Recall E¥[L,,]?
from (AI5): it suffices to show that the r.h.s. of (@I9) is dominated by cE[E¥[L,,]?] for some
¢ > 0, then we conclude the proof of Lemma .4 with (4.17).

Applying (33) and the Cauchy-Schwarz inequality twice, the r.h.s. of (£I9) is bounded from
above by,

1/2
(4.20) CE[E“[L 2] PE| S g™ (a,9)2%9™ (2, 0)2m(@) 7m0 (1)
z,yEAm

Moreover, P is invariant by the translation 7_, for all z € Z9, so one deduces that,

El > g™y (@0 m@)m@) | <E| > ¢™(0,u)*g"(0,v)*mu(0)m,(u)

z,Yy€Am u,vEN2m,

= cE |E*[Lom] ms(0) > g™(0,v)

vGAzm
24 1/2

ElLon] E |7 (0 [ 32 g7(0,0)? ,

U€A2m

where we used (4.9), the Cauchy-Schwarz inequality and (£I6]). Moreover, one deduces from (3.9)
and the inequalities ¢™(0,v) < g*(0,v) < ¢¥(0,0) that, for P-a.e. w,

(4.22) 0< > g™0,v)? < cg¥(0,0° No(0) + ¢ Y D,
vEA2m vEA2m

Therefore, one deduces again from Lemmad3] the Cauchy-Schwarz inequality and (Z.16]) that (Z.21)
is dominated by E[L2,,]? (we do not write the details again). Recollecting (@20, this finally yields

that the r.h.s. of [@I9) is bounded from above by cE[E*[L,,]?] 1/2E[£2m] < cE[E® (L) for all
m € N (where we used Lemma 3] and Jensen’s inequality), finishing the proof of Lemma [Z4. [

(4.21)

IN
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Proof of Lemma[].0 For a realization of the critical BRWRE (S}, 7,!), define U C T,! the set of
vertices u € T,! such that, for all w < u, one has S}(w) € A,,. Then,

2
( > 1{8;(u>=0}>

uelU

w 1,m w w 1,m w
E“[(L7)’] = E = EY[L0]1+EY | Y Usiw—oyLisiw=o} | -

u,velU, u#v

For u,v € T}, write u < v if u # v and v is a descendant of u. On the one hand, one deduces from
Markov’s property that,
- E¥

E* = E[L, 7 ]EY [Log]

-
> Usiw=oy - Lol
ueU

Y Lsiw=0y1(siw)=0}

u,velU, u<v

where Eégn is a copy of Lé:gn, i.e. the local time in 0 of some critica]l BRWRE (gé,ﬁ)l) started
from 0 and constrained in A,,; and is taken independent from (S}, 7.!). On the other hand, for u,v
which are not on the same genealogical line, letting w := u A v denote their most recent common
ancestor, one has,

1 DS 1{s%<u>=0}1{s%<v>:0}] =E| Y D Usiw=w D 1{s;<u>=0}1{s%<v>=0}]
wel wu,wel, YEA, weU u,veU,
U=w,v>w, U=w,v>w,
uNv=w UNvV=w
~17 ~27
< o’E* Z Z List(w)=y} Ly770n ’ Ly,?] )
YEN welU

with E;%@, i € {1,2}, is the local time in 0 of some independent BRWRE started from y and
constrained to A,,. Recalling (4.8]), one finally has,

E°[(Ly0)?] < emu(0)g™ (2, 0) + 2¢ 7, (0)%g™ (2,0)9™(0,0) + ¢ Y mu(y)m(0)*g™ (2, 9)g™ (v,0)°

yEAm
<c Z 9™ (x,9)9™ (4, 0)* 1 ()1 (0),
yEA,
where we used that 7,,(0)¢g™(0,0) = E“ [L(l)fon] > 1. O

4.3. Recurrence for traps. When d < 2, the RWRE (X,,),,>0 in random traps is P-a.s. recurrent.
Indeed, recall from the proof of Proposition [3.1] that there exists a sequence (7, ),>0 of (random)
jump times such that X3 =Y, for all k& € [r,,741 — 1], n > 0, where (Y,),>0 is exactly a
homogeneous random walk on Z¢ and is independent from w under P. Then, it is well-known
that Y is almost surely recurrent, hence so is the RWRE X. Furthermore the BRWRE (S7._, 7)
restricted to Spine(75) has the same law as X, so the critical snake is P-a.s. recurrent as well.

We now assume d € {3,4}, that Em,(0) < +o00, and that Assumptions [[.2] hold. Similarly
to the random conductances environment, we proceed with a second moment method, however the
truncation we use here is twofold: we kill particles when they leave the box A,, for some m € N,
or when they fall in a “large trap”. Let R > 0 and define, for P-a.e. w,

(4.23) Ay = {x ez n,(x) > R|z[*}.

Let us consider the BRWRE indexed by 7T, which is killed when it reaches either dA,, or A,. Let
Z,, denote its renormalized local time in 0: we shall prove that Z,, satisfies the same annealed
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moment estimates than £, in Lemmata [£.3] and 4], then Theorem [[.71 (i) follows from the same
arguments as in the conductances case (i.e. the Paley-Zygmund inequality and Proposition [[.3]
we do not reproduce them).

Lemma 4.7. Let d € {3,4}. One has for some ¢ > 0 uniform in m € N,

E[Z,] > cm z.fd:3,
c logm if d=4.
Lemma 4.8. Let d € {3,4}. One has for some ¢ > 0 uniform in m € N,
2 g
E[an] < cm ) z'fd—3,
¢ (logm) if d = 4.

Recall the definitions of £™(z), L'y for the BRWRE killed outside at dA,,, and that (Z8) is

unchanged in a random traps environment. We define similarly ?m(x), Zgﬂ] for the BRWRE killed
at OA,, U A, in particular one has for m € N,

o (z)
1 2 : 2 : Tim
(424) Zm = m LSE,O .

SCEAm i=1
Recall also from Proposition Bl that Green’s function for the (non-killed) RWRE satisfies g* (-, ) =
g(+,+) P-a.s.; and let g" denote Green’s function of the (quenched) RWRE killed at dA,, U A,,.

Proof of Lemma[-] Let K > 0, n € N. Since one has 7,(z) > 1 P-a.s. for all x € Z¢ in the
random traps environment, one deduces from Jensen’s inequality that,

E[Zx,) = o’E | Y §5"(0,2)*mu(2)| > 0 Y E[GF(0,2))’

TEAKR n/2<|z|<n
Let us show that E[gE"(0,z)] > ¢z~ uniformly in n/2 < |z| < n. Recalling Lemma 3.4}, there
exists ¢; > 0 such that for n/2 < |z| < n, one has P-a.s.,
e |z < g"M0,2) < GO0+ Y 67(0,0)0% (Y, 7)1 gyean s
yEAKn
Moreover, the stationarity of w yields P(y € A,) = P(n,(0) > R|y|?). Taking the expectation E
above, and using Proposition Bl and ([B3.5]), we claim that it is enough to show that
— — C1 _
(4.25) > P e -y P, (0) > Ry < 511’\2 .,
yEBKn
and the result follows. On the one hand we have by Markov’s inequality,
_ _ c _ _ C o_
Do WP =y P(ma(0) 2 RlyfP) < ot Y0 eyt < e
y:lz—y|<n/4 y:lz—y|<n/4
for some ¢ > 0 that does not depend on R. On the other hand,

S P -y P(me(0) > RlyP?) < en®™ > [y P(r(0) > Rlyf?),
y:|lz—y|>n/4 y:|lz—y|>n/4
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and

“+oo
> PO = RP) < ¢ [ rBr© = R <
yile—y|>n/4 0

where we used that E[r,(0)] < +00. Assuming R is large enough, this finally yields (£.25]). O
Proof of Lemma [{.8 Recall (£I7THAI9): reproducing this computation with Z,, and using Propo-
sition 3.1 this yields P-a.s.,

Var?(Z,) = B¥[22] — E¥[2,,]?

<c Z 9(0,2)*g(2,1)9(0, Y) 7w ()70 (Y) L e (1) < RJ[2 70 ()< Rl
z,yEAm

and  E¥[Z.]2<c Y 9(0,2)29(0,9)* 70 ()70 (Y) L r, (0) <Rl 2 m (5) <RIy 12}
z,yEAm
Recall that, under Assumption [[.0] there exists Ry, K > 0 such that for x,y with |z — y| > Ry,
one has E[r,(z)m,(y)] < K. Moreover, one has for z,y € Z%,

B[ (2) 0 (U)o () < Rl 270 ()< Rly2}] < RIZPE[m(y)] < clz)?.

Thus,
E[Ew[ZmP] <c Z g(O,x)Zg(O,y)Z [K1|:c—y|2Rg +C|x|21\x—y\<Ro]
z,y€Am
<ec Z ’x‘2(2—d)‘y’2(2—d) +e Z ‘x’4(2—d)+2.
z,yEAm €A,

Using standard series estimates, this yields the upper bound expected in Lemma [48 Similarly,
one obtains

Evarw(zm) <ec Z ‘x’2(2—d)‘x_y‘2—d‘y’2—d+c Z ‘x’3(2—d)+2'
T,YyEAm €A,

Using the Cauchy-Schwarz inequality and a shift-invariance argument similarly to (Z20HZ.2T),
this yields the same upper bound (we leave the details to the reader). Recalling that E[Z2] =
EVar¥(Z,,) + E[E¥[Z,,]?], this completes the proof. O
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APPENDIX A. PROOF OF PROPOSITION

This is a standard argument, which follows from the well-known Dirichlet principle. We present
the main ideas of the proof here, and refer to [I, Proposition 3.38] (or [15, 2I] among other
references) for more details. For m € N and f : A, 11 — R such that f(y) =0 for all y € 9A,,, its
associated Dirichlet energy in w € € is defined by,

(A.1) En(f) =5 > waylfly) = f@),
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and we write &}, for the Dirichlet energy in homogeneous environment, i.e. Wy = lg~y almost
surely for =,y € Z%. Then the effective conductance C*(0,0A,,) between 0 and dA,, is defined by,
(A.2) C¥(0,0A,) = it {E2(f); f: Amt1 = R, f(0)=1,f(y) =0Vy € OA,,}
and, letting 74 = inf{n > 0, X,, € A} the hitting time of any set A C A,,+1, one has,

(A.3) C“(O,@Am) = ﬁw(O)Pw(T{O} > T@Am) .
Moreover, the infimum (A2) for £ (resp. &},) is achieved by some harmonic function h* (resp.
h).
It follows from the Dirichlet principle that, for P-a.e. w, one has
w w w w 1
mw(0)P*(70y > Ton,,) = En(h®) < En(h) = 5 Y waylhly) = (@)
T, YEAm

Taking the expectation above, this yields,
E [ﬂ'w(O)Pw(T{O} > TaAm)] < supElw, ] % EL(n) < cf’(T{O} > Toa,,) s

= oy

where P denotes the law of the homogeneous random walk in Z?. When d < 2 the latter goes to
0 as m — +oo (since the homogeneous random walk is recurrent), so this yields that P (1o, =
+00) = 0 for P-a.e. w, finishing the proof. O
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