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Abstract

We address the small-time controllability problem for a nonlinear Schrödinger equation (NLS)
on RN in the presence of magnetic and electric external fields. We choose a particular framework
where the equation becomes i∂tψ = [−∆+u0(t)h0⃗+⟨u(t), P ⟩+κ|ψ|2p]ψ. Here, the control operators
are defined by the zeroth Hermite function h0⃗(x) and the momentum operator P = i∇. In detail,
we study when it is possible to control the dynamics of (NLS) as fast as desired via sufficiently large
control signals u0 and u. We first show the existence of a family of quantum states for which this
property is verified: this extends to RN the validity of a small-time control property recently shown
on Td by the first author and Nersesyan, and on S2 by Chambrion and the second author. Secondly,
by considering some specific states belonging to this family, as a physical consequence we show the
capability of controlling arbitrary changes of energy in bounded regions of the quantum system, in
time zero. Our results are proved by exploiting the idea that the nonlinear term in (NLS) is only a
perturbation of the linear problem when the time is as small as desired. The core of the proof, then,
is the controllability of the bilinear equation which is tackled by using specific non-commutativity
properties of infinite-dimensional propagators.

Keywords. Nonlinear Schrödinger equation, approximate controllability, small-time quantum
control.

MSCcodes. 35Q55, 81Q93, 93B05

1 Introduction

1.1 The model

The dynamics of a quantum particle moving in the Euclidean space subject to external electric and
magnetic fields, and state nonlinearity, can be described via the following nonlinear Schrödinger
equation

i
∂

∂t
ψ =

[
−
(
div+iA

)
◦
(
∇+ iA

)
+ E + κ|ψ|2p

]
ψ, (1)

where ψ = ψ(x, t), (x, t) ∈ RN × [0, T ], κ ∈ R, p ∈ N and T > 0. The multipolarized magnetic field is
represented by the RN -valued function A which, in our model, only depends on time

A = (A1, ..., AN ) : [0, T ] −→ RN .

The scalar electric field, instead, is modeled by the R-valued function E depending on both time and
space:

E : [0, T ]× RN −→ R.
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The particle is represented by the quantum state ψ evolving in the unit sphere of L2(RN ,C). An ex-
ample of such evolution is the celebrated Gross-Pitaevskii equation when p = 1. This paper aims to
investigate small-time controllability properties for (1) via suitable electromagnetic fields. We con-
sider suitable quantum states and we show that it is possible to control them as fast as desired via
sufficiently large electromagnetic fields A and E.

In this paper, we consider the equation (1) in a particular case where it can be rewritten as the
following nonlinear Schrödinger equation on the Hilbert space Hs(RN ,C),i

∂

∂t
ψ(x, t) =

[
−∆+ u0(t)h0⃗(x) + ⟨u(t), P ⟩+ κ|ψ(x, t)|2p

]
ψ(x, t),

ψ(·, 0) = ψ0(·) ∈ Hs(RN ,C), (x, t) ∈ RN × [0, T ],
(NLS)

where u0 : [0, T ] −→ R and u = (u1, ..., uN ) : [0, T ] −→ RN and

∆ =

N∑
l=1

∂2

∂xl2
, P = i∇ = i

(
∂

∂x1
, . . . ,

∂

∂xN

)
, h0⃗(x) = π−N

4 e−
|x|2
2 .

These are respectively the kinetic energy operator (that is, the Laplacian ∆), the momentum operator
P (its components will also be denoted as Pj = i∂/∂xj), and the zeroth N -dimensional Hermite
function h0⃗. The initial state ψ0 belongs to the Hilbert space Hs, defined in terms of Sobolev spaces
as Hs = W s,2. The equation (NLS) can be rewritten in the form of (1) by choosing (see Section 2 for
further details)

A(t) = −1

2
(u1(t), ..., uN (t)), E(t, x) = u0(t)h0⃗(x)−

1

4
|u|2.

In the framework of (NLS), the particle is experiencing two external control fields: the first one is
coupled to the momentum of the particle P , and the second one is coupled to a function of its position
x, which is h0⃗(x). Notice that the choice of the control operator h0⃗ is mathematically convenient (see
Section 5 for more details) and is realistic from a physical point of view, as the dipolar interaction is
concentrated on small values of the position x, and becomes weak for large x. The time-dependent
functions u0, ..., uN can be freely chosen among the piecewise constant functions, and play the role of
control laws which steer the quantum dynamics toward desired targets. We shall investigate small-
time approximately reachable states for (NLS): a state ψ1 is small-time approximately reachable from
the initial state ψ0 if for any positive time T > 0 we can find a smaller time τ < T and a control on
[0, τ ] steering the evolution arbitrarily close to ψ1 in time τ .

1.2 The main results

The first main result of the work is a specific small-time approximate controllability property which
is stated in the following theorem.

Theorem 1. Let s, p ∈ N, s > N/2, and κ ∈ R. Consider any initial state ψ0 ∈ Hs(RN ,C) and any
ϕ ∈ Hs ∩W s,∞(RN ,R). Then, for any positive error and time ε, T > 0, there exist a smaller time τ ∈ [0, T )
and piecewise constant controls (u0, u) : [0, τ ] → RN+1 such that the solution ψ(t, (u0, u), ψ0) of (NLS) with
initial condition ψ0 and controls (u0, u) satisfies

∥ψ(τ, (u0, u), ψ0)− eiϕψ0∥Hs(RN ) < ε.

Theorem 1 allows to steer, as fast as desired, any sufficiently smooth quantum state to any other
state obtained by multiplying it with an imaginary exponential function. Notice that this operation is
not just a change of phase since the function ϕ is not a constant. We consider the parameter s > N/2
so that the equation (NLS) is locally-in-time well-posed in the space Hs(RN ,C), a final function ϕ ∈
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Hs(RN ,R) so that ϕ can be expanded in the basis of Hermite functions, and ϕ ∈W s,∞(RN ,R) so that
eiϕψ0 ∈ Hs(RN ,C).

Notice that already in the linear case (i.e. when κ = 0) Theorem 1 is new: in this case, the result is
also valid in Hs(RN ,C) for s ≤ N/2 since the system is well-posed also in these lower regular cases.

As a physical consequence, Theorem 1 implies the capability of controlling arbitrary changes of
energy in bounded regions of the quantum system, in time approximately zero. The energy of a state
here is defined in the linear case, but we state the result in the more general nonlinear setting. We
define the energy of a state ψ in a region S ⊂ RN as −⟨∆ψ,ψ⟩L2(S). Given a bounded set S ⊂ RN

with finite Lebesgue measure |S| <∞, we introduce the states

ϕξ,S =
ρS
|S|

eiξx, ξ ∈ RN ,

where ρS is any smooth function with compact support such that S ⊂ supp(ρS) and ρS(x) = 1 on S.
Notice that, in the linear case, ϕξ,S has energy |ξ|2 in S. We then have the following result.

Corollary 2. Let s, p ∈ N, s > N/2, and κ ∈ R. Let S ⊂ RN with |S| < ∞, and ξ, ν ∈ RN be two
frequencies. Then, for any positive error and time ε, T > 0, there exist a smaller time τ ∈ [0, T ) and a
piecewise constant control (u0, u) : [0, τ ] → RN+1 such that the solution ψ(t, (u0, u), ϕξ,S) of (NLS) with
initial condition ϕξ,S and control (u0, u) satisfies

∥ψ(τ, (u0, u), ϕξ,S)− ϕν,S∥Hs(S) < ε.

Similar results can be found in the work [18] by Nersesyan and the first author, and in [15, 26] by
Chambrion and the second author. Nevertheless, they all deal with different frameworks from the
one considered here. From this perspective, the main novelties of Theorem 1 are the following.

• Bilinear controls, not only for the Schrödinger equation, but also for the heat or the wave equa-
tions, are usually studied on compact manifolds. Indeed, most of the classical techniques rely
upon spectral techniques needing a drift with point spectrum only. Our approach, inspired
by [15, 18, 26], does not require such features and can also be applied to systems where the
Hamiltonian has a continuous spectrum, as −∆+ u0(t)h0⃗(x) + ⟨u(t), P ⟩ in (NLS) with κ = 0.

• Up to the recent works [15,18,26], classical approximate controllability results have been proved
in large times. In our main results, the controllability is as fast as desired and the obvious price
to pay is that the corresponding control amplitudes are more and more large.

• The controllability properties of Theorem 1 and Corollary 2 are ensured despite the non-linear
behaviour of the dynamics. Up to [18], most of the existing works on the subject can only deal
with the linear case. Here, we improve the techniques from [15, 26] to treat also non-linear
equations.

Summing up, the main contribution of this work is the extension of a small-time approximate
controllability property (namely, the one showed in Theorem 1) to an unbounded model (noticeably,
with continuous spectrum Hamiltonian when κ = 0) on euclidean spaces: previously, it was proved
to hold in the very recent papers [15, 18], on tori of arbitrary dimensions, and the 2-sphere.

1.3 The technique

The control strategy to show Theorem 1 is explicit, and consists in applying large controls in short
time intervals (which is natural, since we want to control the system in small times). These kinds
of techniques are well-known in finite-dimensional geometric control, where large controls on short
time intervals are usually considered to avoid the effect of the drift on the dynamics [19, 21, 22].
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From a PDE perspective, this technique is inspired by the work of the first author and Ners-
esyan [18], previously introduced, which treats the bilinear control of nonlinear Schrödinger equa-
tions on tori using low mode forcing. There, the authors leveraged the drift term to prove small-time
approximate controllability among eigenstates. In this paper, besides considering a different un-
bounded model, we exploit different properties of non-commutativity of infinite-dimensional propa-
gators: instead of leveraging the drift generated by the Laplacian −∆, we get rid of it and exploit the
momentum operator P to control the quantum system.

More precisely, if one forgets about the nonlinearity, the main idea of the proof is to consider the
following small-time limit of conjugated dynamics:

lim
τ→0

eih0⃗/τe−iτPje−ih0⃗/τψ0 = e−Pjh0⃗ψ0. (2)

This allows to gain a new non-directly accessible direction where the system can be steered: in anal-
ogy to finite-dimensional systems, we may regard h0⃗ and Pj as two linearly independent and directly
accessible directions for the control system; then

−Pjh0⃗ = iπ−N/4xje
−|x|2/2

is the first Hermite function in the xj-variable and the zeroth in the other variables. Hence we gener-
ate a linearly independent direction which was not directly accessible. This new direction is defined
by (minus) the commutator of the first two (an operation also referred to as Lie bracket in geometric
control):

[Pj , h0⃗]ψ0 := (Pjh0⃗ − h0⃗Pj)ψ0 = −iπ−N/4xje
−|x|2/2ψ0.

We then iterate this strategy to generate any linear combination of Hermite functions (this proce-
dure is usually called saturation and has been introduced by Agrachev and Sarychev for controlling
Navier-Stokes equations [2], and we refer also to their recent work [3] where Hermite functions are
specifically considered for saturating purposes): being this set dense, we obtain the small-time ap-
proximate controllability property stated in Theorem 1 in the linear case. The result in the nonlinear
case then follows by showing that the nonlinearity is a perturbation that does not influence the small-
time limit (2) (we refer to Proposition 8 for a precise statement in the nonlinear case).

1.4 Other literature

The study of the controllability properties of bilinear Schrödinger equations plays an important role in
many applications, due to the relevance of quantum phenomena in physics, chemistry, engineering,
and information science. In particular, much attention has been devoted to this kind of system due to
its fundamental relevance in the development of quantum technologies [20].

From a mathematical point of view, many controllability results have been obtained in the last two
decades. Local exact controllability of Schrödinger equations in higher Sobolev norms was proven by
Beauchard in [4]. For local exact controllability results in the presence of state nonlinearity, see also
the papers [7,8]. We also mention the recent paper of Bournissou [11] on the local exact controllability
of bilinear Schrödinger equations with Lie bracket techniques. For the global approximate controlla-
bility, the first achievements were made by Adami, Boscain, Chambrion, Mason, and Sigalotti [1, 14]
and by Nersesyan [25]. All of those works rely on the discreteness of the drift spectrum.

Different quantum controllability properties (e.g., control between bound states) in the presence
of continuous spectrum in the Hamiltonian (as in the case of our work when κ = 0) were studied by
Mirrahimi [24], and Chambrion [13].

The problem of minimizing the controllability time, and more in general proving small-time con-
trollability properties, is of prime importance in quantum mechanics, with very few results available
in the PDE setting. Boussaı̈d, Caponigro, and Chambrion [12] showed that a particular bilinear con-
servative equation on the circle is globally approximately controllable in small times. Beauchard,
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Coron, and Teismann [5, 6] proved an obstruction to small-time approximate controllability for bi-
linear Schrödinger equations with sub-quadratic uncontrolled potential (which are instead approxi-
mately controllable in large times). The main difference between their obstruction and the positive
result obtained in Theorem 1 is in the choice of the control operators. More precisely, the crucial satu-
ration obtained here in Section 5 is based on the properties of the function h0⃗, and cannot hold if one
considered instead functions such as xj as control operators.

We also refer to the recent work [16] by Coron, Xiang, and Zhang, where the technique of satu-
ration through low mode forcing is used for studying the small-time control of semiclassical bilinear
Schrödinger equations, and to the preprint [9] of Boscain, Le Balc’H, and Sigalotti, where small-time
approximate controllability properties (analogous to the one showed in Theorem 1) are studied on
quantum graphs.

We additionally notice that the capability of controlling quantum evolutions by means of their
momentum (instead of the more standard position operator), which boils down to the study of the
control properties of certain magnetic Schrödinger operators, was speculated e.g. in the work of
Boscain, Mason, Panati, and Sigalotti [10, Section I.C] on spin-boson systems. Some control results
on magnetic Schrödinger operators are given, exploiting adiabatic transitions, in [17, 23]; the present
paper thus provides new insights also in this direction.

We conclude with a comment on the results obtained in this paper. The problem of global small-
time approximate controllability of (NLS) (between more general states than the ones obtained in
Theorem 1) remains open, and we plan to elucidate it in future investigations. We do not expect
the family of small-time approximately reachable states described in Theorem 1 to be optimal: the
techniques and the results presented here can probably be used to show additional small-time con-
trollability properties of Schrödinger equations, and thus enlarge the above-mentioned family. Nev-
ertheless, we are still not able to conjecture any positive (nor negative) results concerning the (more
general) global small-time approximate controllability problem of (NLS).

1.5 Structure of the paper

The paper is organized as follows. In Section 2, we recall the notion of solution for (NLS). In Section
3, we prove the small-time limit of conjugated dynamics (2), and related ones, in the linear case. In
Section 4 we extend the validity of the small-time limits to the nonlinear case. In Section 5, we show
a density property of the directions where the control system can be steered. We conclude in Section
6 by proving Theorem 1.

Acknowledgments. The authors would like to thank Ugo Boscain, Nabile Boussaı̈d, Thomas
Chambion, David Dos Santos Ferreira, and Vahagn Nersesyan for fruitful conversations.

E.P. acknowledges support by the PNRR MUR project PE0000023-NQSTI. This work was also
part of the project CONSTAT, supported by the Conseil Régional de Bourgogne Franche-Comté and
the European Union through the PO FEDER Bourgogne 2014/2020 programs, by the French ANR
through the grant QUACO (ANR-17-CE40-0007-01) and by EIPHI Graduate School (ANR-17-EURE-
0002). This project has received financial support from the CNRS through the MITI interdisciplinary
programs.

2 Preliminaries and well-posedness

We start by showing the computations allowing to rewrite the equation (1) in the form of (NLS) when

A(t) = −1

2
(u1(t), ..., uN (t)), E(t, x) = u0(t)h0⃗(x)−

1

4
|u|2, (3)

as presented in the introduction. We first rewrite the equation (1) in the form

i
∂

∂t
ψ = −div(∇ψ)− i div(A(t)ψ)− i⟨A(t),∇ψ⟩+ |A(t)|2ψ + E(x, t)ψ + κ|ψ|2pψ. (4)
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Notice that the magnetic field A(t) only depends on time and, then, we have

div(A(t)ψ) = ⟨A(t),∇ψ⟩.

The last identity allows to rewrite the equation (4) as follows

i
∂

∂t
ψ = −∆ψ − 2i⟨A(t),∇ψ⟩+ |A(t)|2ψ + E(x, t)ψ + κ|ψ|2pψ

= −∆ψ + ⟨ − 2A(t), i∇ψ⟩+
(
|A(t)|2 + E(x, t)

)
ψ + κ|ψ|2pψ.

Finally, we can write i∇ = P , −2A(t) = u(t) and |A(t)|2 + E(x, t) = u0(t)h0⃗(x) thanks to (3), leading
to the nonlinear Schrödinger equation (NLS).

In the next proposition, we recall a local-in-time well-posedness result of the nonlinear Schrödinger
equation adapted to our setting.

Proposition 3. Let s, p ∈ N, s > N/2, and κ ∈ R. For any ψ0 ∈ Hs(RN ,C), and any (u0, u) ∈
L1
loc((0,∞),RN+1), there exist a maximal time T > 0 and a unique solution

ψ(t) = eit∆−i⟨
∫ t
0
u(s)ds,P ⟩)ψ0 − i

∫ t

0

ei(t−τ)∆−i⟨
∫ t−τ
0

u(s)ds,P ⟩(u0(τ)h⃗0 + κ|ψ(τ)|2p)ψ(τ)dτ,

in C0([0, T ), Hs(RN )), of the problem (NLS) with initial state ψ0.
Denote by R the propagator of the Schrödinger equation (NLS) relating any initial state ψ0 and any control

(u0, u) to the corresponding solution R(t, ψ0, (u0, u)) = ψ(t). For any other ψ1 ∈ Hs(RN ,C), let T > 0 be
the maximal time such that both R(t, ψ0, (u0, u)) and R(t, ψ1, (u0, u)) exist for times strictly smaller than T .
Then, we have continuity w.r.t. the initial data, that is: there exists C = C(u0, t, N, s, p, κ, h⃗0) ≥ 0 such that

∥R(·, ψ0, (u0, u))−R(·, ψ1, (u0, u))∥C0([0,T ),Hs(RN )) ≤ C∥ψ0 − ψ1∥Hs(RN )

The proof of Proposition 3 is classical, so we omit it: the key points are the unitarity of the operator
eir∆+i⟨

∫ r
0
u(s)ds,P ⟩ in Hs(RN ), and the fact that Hs(RN ) is an algebra when s > N/2. Hence, one can

derive Proposition 3 by applying abstract arguments such as [28, Proposition 1.38] (as it is done e.g.
in [28, Proposition 3.8]).

3 Small-time limits in the linear case

This section aims to prove some small-time limits such as (2), presented in the introduction.

Proposition 4. Let ψ0 ∈ Hs(RN ,C) and φ ∈ Hs+1 ∩W s+1,∞(RN ,R). Then, the following limit holds
w.r.t. the Hs-norm

lim
τ→0+

exp
(
i
φ

τ

)
exp(−iτPj) exp

(
−iφ
τ

)
ψ0 = exp(−Pjφ)ψ0, j = 1, . . . , N.

Proof. For any τ > 0, we denote the solution ϕ(t) = eiτ
−1φe−itPje−iτ−1φψ0. We introduce the follow-

ing functions

w(t) = e−t(Pjφ)ψτ
0 , v(t) = ϕ(τt)− w(t) (5)

where ψτ
0 ∈ Hs+2(RN ) is a regularized initial state satisfying the properties

∥ψ0 − ψτ
0∥Hs → 0 as τ → 0+, (6)

and

∥ψτ
0∥Hs ≤ C ∥ψτ

0∥Hs+2 ≤ Cτ−1/4 for τ ≤ 1, (7)
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for some constant C > 0 independent of τ > 0. We want show that ϕ(τ) τ→0+−−−−→ e−(Pjφ)ψ0 w.r.t the Hs

norm. It is equivalent to proving the limit

∥v(t = 1)∥Hs
τ→0+−−−−→ 0. (8)

We observe that the function v is the solution of the following equation

∂tv = −iτPj(v(t) + w(t))− (Pjφ)v(t) (9)

with initial condition
v(0) = ψ0 − ψτ

0 . (10)

We consider v(t) solution of (9) in t ∈ [0, 2]. Denote by Re(z) (resp., Im(z)) the real (resp., imaginary)
part of a complex number z. Since Im⟨Pjv, v⟩Hs = 0, and thanks to (7), there exist C1, C2 > 0
independent of τ > 0 such that

∂t∥v∥2Hs = 2Re(i τ⟨Pjv, v⟩Hs) + 2Re(i τ⟨Pjw, v⟩Hs) + 2Re⟨(Pjφ)v, v⟩Hs

= −2τIm⟨Pjw, v⟩Hs + 2Re⟨(Pjφ)v, v⟩Hs

≤ 2τ∥w∥Hs+1∥v∥Hs + ∥φ∥Hs+1∥v∥2Hs

≤ C1(τ
3
4 + ∥v∥Hs)∥v∥Hs

≤ C2(τ
1
2 + (τ + 1)∥v∥2Hs).

Notice that in the very last inequality, we used the Young inequality. Now, the Gronwall inequality
implies that

∥v(t)∥2Hs ≤ eC2(τ+1)t
(
C2τ

1
2 t+ ∥ψ0 − ψτ

0∥Hs

)
(11)

Finally, the limit (8) is proved thanks to the inequality (11) since

∥v(1)∥2Hs ≤ eC2(τ+1)
(
C2τ

1
2 + ∥ψ0 − ψτ

0∥Hs

)
→ 0 as τ → 0+.

This concludes the proof.

Remark 5. One may also interpret Proposition 4 (in L2) using a conjugation formula. Indeed, for any φ ∈
W 1,∞(RN ,R), and any ψ0 ∈ L2(RN ,C), we can write

exp
(
i
φ

τ

)
exp(−iτPj) exp

(
−iφ
τ

)
ψ0 = exp

(
exp

(
i
φ

τ

)
(−iτPj) exp

(
−iφ
τ

))
ψ0

= exp

( ∞∑
k=0

(−i)k(−i)τ1−k

k!
adkφPj

)
ψ0

where the adjoint action is defined as ad0φ(Pj) = Pj and adkφ(Pj) = [adk−1
φ (Pj), φ] for every k ≥ 1. Notice

that adkφ(Pj) = 0 for k > 1, hence there are no convergence issues in the above formula and in particular we
get, for any ψ0 ∈ H1(RN ,C),

exp
(
i
φ

τ

)
(−iτPj) exp

(
−iφ
τ

)
ψ0 = −iτPjψ0 − [Pj , φ]ψ0 → −[Pj , φ]ψ0, τ → 0,

w.r.t. the L2-norm. Using now Trotter Theorem [27, Theorem VIII.21 & Theorem VIII.25(a)], we see that for
any ψ0 ∈ L2(RN ,C)

lim
τ→0

exp
(
i
φ

τ

)
exp(−iτPj) exp

(
−iφ
τ

)
ψ0 = exp(−[Pj , φ])ψ0 = exp(−Pjφ)ψ0,

w.r.t. the L2-norm.
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We shall also need some additional small-time limits.

Lemma 6. Let ψ0 ∈ Hs(RN ,C). Let (δn)n∈N be a sequence of positive numbers such that δn → 0 as n→ ∞,
and (un)n∈N ∈ ℓ∞(N,R). The following limit holds

lim
n→∞

∥∥∥∥exp(−iδn(−∆+
un
δn
Qj

))
ψ0 − exp(−iunQj)ψ0

∥∥∥∥
Hs(RN )

= 0,

where Q0 = h0⃗ and Qj = Pj for j ≥ 1.

Proof. Case j > 0. Using the Plancherel Theorem we have∥∥∥∥exp(−iδn(−∆+
un
δn
Pj

))
ψ0 − exp(−iunPj)ψ0

∥∥∥∥2
Hs(RN )

=

∫
RN

(1 + |ξ|2)s
∣∣∣(e−iδn|ξ|2 − 1)e−iunξj ψ̂0(ξ)

∣∣∣ dξ,
where ψ̂0 denotes the Fourier transform of ψ0. The statement then follows by dominated convergence.

Case j = 0. For ψ0 ∈ Hs+2(RN ), we introduce

ϕ(t) = exp

(
−it

(
−∆+

un
δn
h0⃗

))
ψ0,

w(t) = exp(−itunh0⃗)ψ0,

v(t) = ϕ(δnt)− w(t).

We are left to prove that
∥v(t = 1)∥Hs → 0, n→ ∞. (12)

We have
∂tv = iδn∆(v + w)− iunh0⃗v, v(0) = 0,

hence, since Im⟨∆v, v⟩Hs = 0, there exists C uniformly bounded w.r.t. n such that

∂t∥v∥2Hs ≤ C(δn∥v∥Hs + |un|∥v∥2Hs) ≤ C

(
δ2n
2

+

(
δ2n
2

+ |un|
)
∥v∥2Hs

)
,

where in the last inequality we used Young inequality. Thanks to the Gronwall inequality, we get

∥v(t)∥2Hs ≤ Ct
δ2n
2
e
Ct

(
δ2n
2 +|un|

)
,

which implies (12). For ψ0 ∈ Hs(RN ), the statement follows by density.

The following is a direct consequence of Lemma 6.

Corollary 7. Let ψ0 ∈ Hs(RN ). Then, for any u ∈ R,

lim
τ→0+

sup
t∈(0,1)

∥∥∥(exp(−iτ t(−∆+
u

τ
h0⃗

))
− exp(−ituh0⃗)

)
ψ0

∥∥∥2
Hs(RN )

= 0. (13)
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4 Small-time limits in the nonlinear case

We are now ready to prove that the nonlinearity does not affect the small-time limits previously
considered.

Proposition 8. Let s, p ∈ N, s > N/2, and κ ∈ R. Consider any initial state ψ0 ∈ Hs(RN ). Then, for any
u ∈ R, the following limit holds in Hs

lim
δ→0+

R
(
δ, ψ0, ej

u

δ

)
= exp(−iuQj)ψ0,

where {ej}j=0,..,N is the standard basis of RN+1, Q0 = h0⃗ and Qj = Pj for j ≥ 1.

Proof. Case j > 0. Let δ > 0. Proposition 3 gives the solution ψ(t) = R
(
t, ψ0, ej

u
δ

)
, well-defined on a

maximal time interval [0, T δ) with T δ > 0. We denote

φ(t) = exp(−ituQj)ψ0 and ϕ(t) = ψ(δt)− φ(t),

which is well-defined for t < δ−1T δ . We want to prove the existence of δ0 > 0 such that, for every
0 < δ < δ0, we have 1 ∈ [0, δ−1T δ) and finally ensure the limit

∥ϕ(t = 1)∥Hs(RN )
δ→0+−−−−→ 0.

Using the Duhamel formula, we can write

ϕ(t) =
(
exp

(
−iδt

(
−∆+

u

δ
Qj

))
− exp(−ituQj)

)
ψ0

− iκ

∫ δt

0

ei(δt−τ)(∆−u
δ Qj)|ψ(τ)|2pψ(τ)dτ.

(14)

We now study the Hs-norm of the integral term in (14). As a general remark, thanks to the Cauchy-
Schwartz inequality, we have that for every f ∈ L2((0, t), L2(RN ,C))∥∥∥∥∫ t

0

f(r)dr

∥∥∥∥2
L2(RN )

≤ t

∫ t

0

∥f(r)∥2L2(RN )dr. (15)

Moreover, notice that the operator −∆ + u
δQj commutes with −∆, implying the unitarity of the

operator eit(∆−u
δ Qj) on Hs. Combining these properties with the fact that Hs(RN ) is an algebra for

s > N/2 yields the existence of C = C(N, s) > 0 such that∥∥∥∥∥(−∆)
s
2

∫ δt

0

ei(δt−τ)(∆−u
δ Qj)|ψ(τ)|2pψ(τ)dτ

∥∥∥∥∥
2

L2(RN )

≤ δt

∫ δt

0

∥(−∆)
s
2 |ψ(τ)|2pψ(τ) ∥2L2(RN )dτ

≤ Cδt

∫ δt

0

∥ψ(τ)∥4p+2
Hs(RN )

dτ.

(16)
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Hence, when t < δ−1T δ , we get (for some C = C(N, s) > 0)

∥ϕ(t)∥2Hs(RN ) ≤ 2
∥∥∥exp(−iδt(−∆+

u

δ
Qj

))
ψ0 − exp(−ituQj)ψ0

∥∥∥2
Hs(RN )

+ 2Cκ2δt

∫ δt

0

∥ψ(τ)∥4p+2
Hs(RN )

dτ

= 2
∥∥∥exp(−iδt(−∆+

u

δ
Qj

))
ψ0 − exp(−ituQj)ψ0

∥∥∥2
Hs(RN )

+ 2Cκ2δ2t

∫ t

0

∥ψ(δr)∥4p+2
Hs(RN )

dr

≤ 2
∥∥∥exp(−iδt(−∆+

u

δ
Qj

))
ψ0 − exp(−ituQj)ψ0

∥∥∥2
Hs(RN )

+ 2Cκ2δ2t

∫ t

0

∥φ(r)∥4p+2
Hs(RN )

dr + Cδ2t

∫ t

0

∥ϕ(r)∥4p+2
Hs(RN )

dr. (17)

Denote εδ := sup{t < δ−1T δ : ∥ϕ(t)∥Hs(RN ) < 1}. We prove the existence of δ0 > 0 such that, for
every 0 < δ < δ0, we have δ−1T δ > 1. We ensure this property by showing that, for δ0 > 0 small
enough, we have

εδ > 1, for every 0 < δ < δ0.

We proceed by contradiction: assume that, for every δ0 > 0, there exists 0 < δ < δ0 such that εδ ≤ 1.
Thus, there exists at least a sequence of positive numbers δn

n→+∞−−−−−→ 0 such that εδn ≤ 1 for every
n ∈ N. Notice that there exists C ′ = C ′(u,Q) > 0, such that

∥φ(t)∥Hs(RN ) ≤ C ′∥ψ0∥Hs(RN ), ∀t ∈ [0, 1].

Let C̃ = max{C,C ′}. Since ∥ϕ(t)∥Hs(RN ) < 1 in [0, εδn), we use (17) and find that

1 = ∥ϕ(εδn)∥2Hs(RN )

< 2

∥∥∥∥exp(−iδnεδn (−∆+
u

δn
Qj

))
ψ0 − exp(−iεδnuQj)ψ0

∥∥∥∥2
Hs(RN )

+ 2C̃κ2δ2n
(
εδn
)2 (∥ψ0∥4p+2

Hs(RN )
+ 1
)
.

(18)

If we set δ̃n := δnε
δn and un = εδnu, then δ̃n

n→+∞−−−−−→ 0 and (un)n∈N ∈ ℓ∞(N,R). Then, thanks to (18)
and Lemma 6, there exists n sufficiently large such that

2

∥∥∥∥exp(−iδ̃n(−∆+
un

δ̃n
Qj

))
ψ0 − exp(−iunQj)ψ0

∥∥∥∥2
Hs(RN )

<
1

2
,

and 2C̃κ2δ̃2n(∥ψ0∥4p+2
Hs(RN )

+ 1) < 1/2, contradicting (18). Hence, there exists δ0 > 0 small enough such
that εδ > 1 for every 0 < δ < δ0. Finally, 1 ∈ [0, εδ) ⊂ [0, δ−1T δ) and the result is proved thanks to
Lemma 6 since we have

∥ϕ(1)∥2Hs(RN ) ≤ 2
∥∥∥exp(−iδ (−∆+

u

δ
Qj

))
ψ0 − exp(−iuQj)ψ0

∥∥∥2
Hs(RN )

+ 2C̃κ2δ2
(
∥ψ0∥4p+2

Hs(RN )
+ 1
)

δ→0+−−−−→ 0.

Case j = 0. We define ψ, ϕ, φ as in the previous case. Now the operator −∆ + u
δQ0 does not

commute with −∆; to proceed as above, we shall find an alternative way to ensure an inequality of

10



the type of (17). In this case, we can write ϕ(t) via the Duhamel formula as follows:

ϕ(t) = (exp(iδt∆)− exp(−ituQ0))ψ0 − iδ

∫ t

0

eiδ(t−r)∆
(u
δ
Q0 + κ|ψ(δr)|2p

)
ψ(δr)dr. (19)

Moreover, we introduce an auxiliary function ψ̃(t) := exp
(
−it

(
−∆+ u

δQ0

))
ψ0 and we can write via

the Duhamel formula

ψ̃(δt) = exp(iδt∆)ψ0 − iu

∫ t

0

eiδ(t−r)∆Q0ψ̃(δr)dr. (20)

We use (20) in (19) and we obtain for t < δ−1T δ that

ϕ(t) =
(
ψ̃(δt)− exp(−ituQ0)ψ0

)
− iu

∫ t

0

eiδ(t−r)∆Q0

(
ψ(δr)− ψ̃(δr)

)
dr − iκδ

∫ t

0

eiδ(t−r)∆|ψ(δr)|2pψ(δr)dr

=
(
ψ̃(δt)− exp(−ituQ0)ψ0

)
− iu

∫ t

0

eiδ(t−r)∆Q0

(
exp(−iruQ0)ψ0 − ψ̃(δr)

)
dr

− iu

∫ t

0

eiδ(t−r)∆Q0ϕ(r)dτ − iκδ

∫ t

0

eiδ(t−r)∆|ψ(δr)|2pψ(δr)dr.

(21)

We now use (15) and the unitarity of eit∆ in Hs, and obtain

∥(−∆)
s
2ϕ(t)∥2L2(RN ) ≤ 4

∥∥∥(−∆)
s
2

(
ψ̃(δt)− exp(−ituQ0)ψ0

)∥∥∥2
L2(RN )

+ 4u2t

∫ t

0

∥∥∥(−∆)
s
2Q0

(
exp(−iruQ0)ψ0 − ψ̃(δr)

)∥∥∥2
L2(RN )

dr

+ 4u2t

∫ t

0

∥∥(−∆)
s
2Q0ϕ(r)

∥∥2
L2(RN )

dτ

+ 4κ2δ2t

∫ t

0

∥∥(−∆)
s
2 |ψ(δr)|2pψ(δr)

∥∥2
L2(RN )

dr.

(22)

Since Q0 ∈ Hs(RN ), there exists C = C(Q0, u, κ) > 0 such that

∥ϕ(t)∥2Hs(RN ) ≤
∥∥∥ψ̃(δt)− exp(−ituQ0)ψ0

∥∥∥2
Hs(RN )

+ Ct

∫ t

0

∥∥∥exp(−iruQ0)ψ0 − ψ̃(δr)
∥∥∥2
Hs(RN )

dr

+ Ct

∫ t

0

∥ϕ(r)∥2Hs(RN ) dτ + Cδ2t

∫ t

0

∥ψ(δr)∥4p+2
Hs(RN ) dr

≤ C
(
1 + t2

)
sup

r∈(0,t)

∥∥∥ψ̃(δr)− exp(−iruQ0)ψ0

∥∥∥2
Hs(RN )

+ Ct

∫ t

0

∥ϕ(r)∥2Hs(RN ) dτ + Cδ2t

∫ t

0

∥ϕ(r) + φ(r)∥4p+2
Hs(RN ) dr.

(23)

As in the previous case, we introduce εδ = sup{t < δ−1T δ : ∥ϕ(t)∥Hs(RN ) < 1} and, for t ≤ min{1, εδ},
we have (for some new constant C̃ = C̃(Q0, u, κ))

∥ϕ(t)∥2Hs(RN ) ≤ 2C̃ sup
r∈(0,1)

∥∥∥ψ̃(δr)− exp(−iruQ0)ψ0

∥∥∥2
Hs(RN )

+ C̃(1 + δ2)

∫ t

0

∥ϕ(r)∥2Hs(RN ) dτ + C̃δ2
∫ 1

0

∥φ(r)∥4p+2
Hs(RN ) dr.

(24)
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Using the Gronwall inequality we thus obtain

∥ϕ(t)∥2Hs(RN )

≤ eC̃t(1+δ2)

(
2C̃ sup

r∈(0,1)

∥∥∥ψ̃(δr)− exp(−iruQ0)ψ0

∥∥∥2
Hs(RN )

+ C̃δ2
∫ 1

0

∥φ(r)∥4p+2
Hs(RN ) dr

)

= eC̃t(1+δ2)
(
2C̃ sup

r∈(0,1)

∥∥∥(exp(−iδr (−∆+
u

δ
Q0

))
− exp(−iruQ0)

)
ψ0

∥∥∥2
Hs(RN )

+ C̃δ2
∫ 1

0

∥φ(r)∥4p+2
Hs(RN ) dr

)
.

(25)

Finally, arguing by contradiction exactly as for the case j > 0, by using (25) instead of (17) and by
referring to Corollary 7 instead of Lemma 6, we find that there exists δ0 > 0 small enough such that
εδ > 1 for every 0 < δ < δ0. Then, (25) and Corollary 7 imply that ∥ϕ(1)∥Hs → 0 as δ → 0.

5 Saturation

Recall that the 1D Hermite functions are defined for any n ∈ N as

hn(x) = (−1)n(2nn!
√
π)−1/2ex

2/2 d
n

dxn
e−x2

. (26)

In N dimensions, we consider the tensor products of 1-D Hermite functions:

hn1,...,nN
(x1, . . . , xN ) = hn1(x1) . . . hnN

(xN ).

It is well-known that the Hermite functions form an (orthonormal) Hilbert basis of L2(RN ,R). More-
over, we have the following approximating result, whose proof is given for completeness.

Lemma 9. For any s ≥ 0, one has that

spanR{hn1,...,nN
, n1, . . . , nN ∈ N} = Hs(RN ,R),

where the closure is taken w.r.t. the Hs-norm.

Proof. Let f ∈ Hs(RN ,R) be such that

⟨(1 + (−∆)s/2)f, (1 + (−∆)s/2)hn⃗⟩L2 = 0, ∀n ∈ N.

We prove the statement by showing that, necessarily, f = 0. Denote by F the Fourier transform:
being an isometry in L2, we have that

⟨F [(1 + (−∆)s/2)f ],F [(1 + (−∆)s/2)hn⃗]⟩L2 = 0,

We then compute

⟨F [(1 + (−∆)s/2)f ],F [(1 + (−∆)s/2)hn⃗]⟩L2

=⟨(1 + |λ|s/2)F [f ], (1 + |λ|s/2)F [hn⃗]⟩L2

=(−i)
∑N

j=1 nj ⟨(1 + |λ|s/2)f̂ , (1 + |λ|s/2)hn⃗⟩L2 ,

where we used that F [hn⃗] = (−i)
∑N

j=1 njhn⃗. We then have that f̂ := F [f ] is in the orthogonal comple-
ment of spanR{hn⃗, n⃗ ∈ NN} w.r.t. the L2-scalar product associated with the measure (1 + |λ|s/2)2dλ.
Since the set of linear combinations of Hermite functions is dense in the L2-space (also w.r.t. the
weight (1 + |λ|s/2)2), we have that F [f ] = 0. Hence, we conclude that f = 0.
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We introduce now an increasing sequence of vector subspaces of L2(RN , iR): define

H0 = spanR{ih0,...,0},

and then iteratively, for j ≥ 1, Hj as the largest vector space whose elements can be written as

ϕ0 + i

N∑
k=1

Pkϕk, ϕ0, ϕk ∈ Hj−1.

Finally, we define the saturation space as H∞ = ∪∞
j=0Hj .

Lemma 10. The vector space H∞ is dense in Hs(RN , iR), s ≥ 0.

Proof. We prove it for N = 1 and the extension to higher dimensions is straightforward thanks to the
tensor product structure. Thanks to Lemma 9, it is enough to show that

spanR{ihn, n ∈ N} ⊂ H∞. (27)

From the recurrence relations

Ph0 = − i√
2
h1, Phn =

√
n

2
ihn−1 −

√
n+ 1

2
ihn+1, n ≥ 1,

which can be derived straightforwardly by induction (using the definition (26)), we have

ih1 = iP (
√
2ih0) ∈ H1, ihn+1 =

√
n

n+ 1
ihn−1 + iP

(√
2

n+ 1
ihn

)
∈ Hn+1, n ≥ 1,

and the conclusion follows.

6 Proof of Theorem 1

Let us also recall that the concatenation v∗u of two scalar control laws u : [0, T1] → RN+1, v : [0, T2] →
RN+1 is the scalar control law defined on [0, T1 + T2] as follows

(v ∗ u)(t) =

{
u(t), t ∈ [0, T1]

v(t− T1), t ∈ (T1, T1 + T2],

and the definition extends to controls with values in RN+1 componentwise. Note also that

R(T1 + t, ψ0, v ∗ u) = R(t,R(T1, ψ0, u), v), t > 0.

Consider now the following property:

(Pn) Let ψ0 ∈ Hs(RN ,C) and ϕ ∈ Hn. For any ε, T > 0, there exist τ ∈ [0, T ) and (u0, u) : [0, τ ] →
RN+1 piecewise constant such that the solution ψ(t;ψ0) of (NLS) associated with the control
(u0, u) and with the initial condition ψ0 satisfies

∥ψ(τ ;ψ0)− eϕψ0∥Hs(RN ) < ε. (28)

It is clear that the validity of (Pn) for every n ∈ N implies Theorem 1, thanks to the density property
proved in Lemma 10. We are thus left to prove (Pn): we do it by induction.

Basis of induction: n = 0
If ϕ ∈ H0, there existsα ∈ R such that ϕ(x) = iαh0,...,0(x). Consider then the solution R(t, ψ0, (−α/δ, 0))
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of (NLS) associated with the constant control (u0, u)δ,α := (−α/δ, 0) ∈ RN+1 and with the initial con-
dition ψ0. Applying Proposition 8, we find δ ∈ [0, T ) such that

∥R(δ, ψ0, (−α/δ, 0))− exp(iαh0,...,0)ψ0∥Hs(RN ) < ε.

Inductive step: n⇒ n+ 1
Assuming that (Pn) holds, we prove (Pn+1). If ϕ ∈ Hn+1, there exist (ϕj)j=0,..,N ⊂ Hn such that

ϕ = ϕ0 + i

N∑
j=1

Pjϕj .

Let us start by considering the term ϕ1: thanks to Proposition 4, we can fix γ ∈ [0, T/3) small enough
such that ∥∥∥∥exp(ϕ1γ

)
exp(−iγP1) exp

(
−ϕ1
γ

)
ψ0 − exp(iP1ϕ1)ψ0

∥∥∥∥
Hs(RN )

< ε/2.

Thanks to the inductive hypothesis, for any ϵ, T, γ > 0, there exist δ1 ∈ [0, T/3) and a piecewise
constant control (u0, u)δ1,γ : [0, δ1] → RN+1 such that∥∥∥∥R(δ, ψ0, (u0, u)

δ1,γ)− exp

(
−ϕ1
γ

)
ψ0

∥∥∥∥
Hs(RN )

< ϵ. (29)

We now consider a constant control (u0, u)δ2,γ = (0, e1γ/δ2) : [0, δ2] → RN+1: thanks to Proposition
8, we can find δ2 ∈ [0, T/3) such that∥∥∥∥R(δ1 + δ2, ψ0, (u0, u)

δ2,γ ∗ (u0, u)δ1,γ)− exp(−iγP1) exp

(
−ϕ1
γ

)
ψ0

∥∥∥∥
Hs(RN )

≤
∥∥R(δ2,R(δ1, ψ0, (u0, u)

δ1,γ), (u0, u)
δ2,γ)−exp(−iγP1)R(δ1, ψ0, (u0, u)

δ1,γ)
∥∥
Hs(RN )

+

∥∥∥∥exp(−iγP1)R(δ1, ψ0, (u0, u)
δ1,γ)− exp(−iγP1) exp

(
−ϕ1
γ

)
ψ0

∥∥∥∥
Hs(RN )

< 2ϵ.

Now, we use again the inductive hypothesis to deduce that there exist δ3 ∈ [0, T/3) and a piecewise
constant control (u0, u)δ3,γ : [0, δ3] → R2 such that∥∥∥R(δ3, exp(−iγP1)exp

(
−ϕ1
γ

)
ψ0, (u0, u)

δ3,γ

)
−exp

(
ϕ1
γ

)
exp(−iγP1)exp

(
−ϕ1
γ

)
ψ0

∥∥∥
Hs(RN )

< ϵ.

Then, thanks to Proposition 3, there exists C > 0 such that∥∥R(δ1 + δ2 + δ3, ψ0, (u0, u)
δ3,γ ∗ (u0, u)δ2,γ ∗ (u0, u)δ1,γ)− exp(iP1ϕ1)ψ0

∥∥
Hs(RN )

≤
∥∥∥R(δ3,R(δ1 + δ2, ψ0, (u0, u)

δ2,γ ∗ (u0, u)δ1,γ), (u0, u)δ3,γ)

−R
(
δ3, exp(−iγP1) exp

(
−ϕ1
γ

)
ψ0, (u0, u)

δ3,γ

)∥∥∥
Hs(RN )

+
∥∥∥R(δ3, exp(−iγP1) exp

(
−ϕ1
γ

)
ψ0, (u0, u)

δ3,γ

)
− exp

(
ϕ1
γ

)
exp(−iγP1) exp

(
−ϕ1
γ

)
ψ0

∥∥∥
Hs(RN )

+

∥∥∥∥exp(ϕ1γ
)
exp(−iγP1) exp

(
−ϕ1
γ

)
ψ0 − exp(iP1ϕ1)ψ0

∥∥∥∥
Hs(RN )

<Cϵ+ 2ϵ+ ε/2.
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Choosing ϵ > 0 small enough such that Cϵ + 2ϵ < ε/2, we have then proved that the piecewise
constant control

(u0, u) := (u0, u)
δ3,γ ∗ (u0, u)δ2,γ ∗ (u0, u)δ1,γ

steers ψ0, the initial state, ε-close to the target exp(iP1ϕ1)ψ0 in the time τ := δ1 + δ2 + δ3 < T .
Finally, the argument for generating the other exp(iPjϕj)ψ0 is completely identical. To con-

clude, by the inductive hypothesis, there exists a piecewise constant control (u0, u) steering the state
exp(i

∑N
j=1 Pjϕj)ψ0 arbitrarily close to the state

exp(ϕ0) exp

i N∑
j=1

Pjϕj

ψ0 = exp

ϕ0 + i

N∑
j=1

Pjϕj

ψ0 = exp(ϕ)ψ0

in arbitrarily small times. This fact concludes the proof of the property (Pn).

Corollary 2 is then a direct consequence of Theorem 1: it suffices to consider

ϕ(x) = (ν − ξ)xρS(x),

where ρS is any smooth function with compact support such that S ⊂ supp(ρS) and ρS(x) = 1 on S.
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[12] N. BOUSSAÏD, M. CAPONIGRO, AND T. CHAMBRION, Small time reachable set of bilinear quantum
systems, in 2012 IEEE 51st IEEE Conference on Decision and Control (CDC), 2012, pp. 1083–1087.

[13] T. CHAMBRION, Periodic excitations of bilinear quantum systems, Automatica, 48 (2012), pp. 2040–
2046.

[14] T. CHAMBRION, P. MASON, M. SIGALOTTI, AND U. BOSCAIN, Controllability of the discrete-
spectrum Schrödinger equation driven by an external field, Ann. Inst. H. Poincaré Anal. Non Linéaire,
26 (2009), pp. 329–349.

[15] T. CHAMBRION AND E. POZZOLI, Small-time bilinear control of Schrödinger equations with applica-
tion to rotating linear molecules, Automatica, 153 (2023), p. 111028.

[16] J.-M. CORON, S. XIANG, AND P. ZHANG, On the global approximate controllability in small time of
semiclassical 1-d Schrödinger equations between two states with positive quantum densities, Journal of
Differential Equations, 345 (2023), pp. 1–44.

[17] A. DUCA, R. JOLY, AND D. TURAEV, Control of the schrödinger equation by slow deformations of the
domain, Annales de l’Institut Henri Poincaré C, Analyse non linéaire, (2023).
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Training Schrödinger’s cat: quantum optimal control, The European Physical Journal D, 69 (2015),
p. 279.

[21] V. JURDJEVIC AND I. KUPKA, Polynomial control systems, Mathematische Annalen, 272 (1985),
pp. 361–368.

[22] N. KHANEJA, R. BROCKETT, AND S. J. GLASER, Time optimal control in spin systems, Physical
Review A, 63 (2001).

[23] P. MASON AND F. CHITTARO, Approximate controllability via adiabatic techniques for the three-inputs
controlled schrödinger equation, SIAM Journal on Control and Optimization, 55 (2015).

[24] M. MIRRAHIMI, Lyapunov control of a quantum particle in a decaying potential, Ann. Inst. H. Poincaré
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