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We propose a computational strategy to quantify the temperature evolution of the timescales and
lengthscales over which dynamic facilitation affects the relaxation dynamics of glass-forming liquids
at low temperatures, that requires no assumption about the nature of the dynamics. In two glass
models, we find that dynamic facilitation depends strongly on temperature, leading to a subdiffu-
sive spreading of relaxation events which we characterize using a temperature-dependent dynamic
exponent. We also establish that this temperature evolution represents a major contribution to the
increase of the structural relaxation time.

The relaxation dynamics of glass-formers in the vicin-
ity of the experimental glass transition is not fully eluci-
dated [1–3]. It is often difficult to draw firm conclusions
about the relative role of distinct mechanisms from mea-
surements without relying on unproven hypothesis [4].
Our main goal is to quantitatively assess the role and
temperature evolution of dynamic facilitation [5–8] in
the relaxation of glass-forming liquids without making
assumptions about the nature of relaxation events.

Dynamic facilitation captures the physical idea that a
relaxation event happening somewhere causally triggers
future relaxation events. It is invoked in several theo-
retical approaches [9–11]. Some models and theories are
directly constructed around facilitation [6–8, 12], thought
to be triggered by localised mobility defects. It has been
suggested that elasticity may be responsible for medi-
ating dynamic information [10, 13–15]. However, there
exists no first-principles description of dynamic facilita-
tion to predict its strength and temperature evolution for
atomistic models.

Progress will require quantitative observations from re-
alistic models. Previous work suggested the existence of
dynamic facilitation by detecting cross-correlations be-
tween successive relaxation events [16–20], but this ap-
proach remains qualitative. In [18, 21, 22], the relaxation
dynamics was deemed hierarchical, which amounts to the
logarithmic growth of energy barriers with distance. In-
voking the Arrhenius law, this is mathematically equiv-
alent to a power-law relation between timescales and
lengthscales, t ∼ ℓz, with a temperature-dependent dy-
namic exponent, z(T ) ∼ 1/T , as explicitly found in cer-
tain kinetically constrained models [7, 23, 24].

The large body of data accumulated in studies of
four-point correlations [25–28] for dynamic heterogene-
ity [29] can potentially elucidate the relation between
space and time [24]. However, their interpretation is
not unique [27], as multi-point functions do not di-
rectly probe the underlying relaxation mechanisms. At
times shorter than the structural relaxation, this prob-
lem was circumvented by introducing a growing length-
scale characterizing the subdiffusive spreading of mobile
regions [30].

The emergence of propagating fronts in ultrastable
glasses heterogeneously transforming into supercooled

liquids [31, 32] is a form of dynamic facilitation [33, 34],
but the non-equilibrium nature of the relaxation leads to
a ballistic (ℓ ∝ t) growth of relaxed regions [35], unlike
the subdiffusion found in equilibrium.
Here we propose a computational strategy to under-

stand if and how much dynamic facilitation affects the
equilibrium dynamics of deeply supercooled liquids. We
conduct simulations where a macroscopic interface sepa-
rates two regions evolving with distinct equilibrium dy-
namics at the same temperature T : ordinary molecular
dynamics (MD) in one domain, and swap Monte Carlo
(SMC) dynamics in the other. The rationale is that
in bulk dynamics (Fig. 1a), rare mobile regions appear
whose spatial spreading reveals facilitation [30]. Here
instead, SMC dynamics creates a macroscopic mobile
region whose influence then spreads to the MD region
by facilitation in a controlled geometry (Fig. 1a). Since
both regions are equilibrated at the same T , they are
structurally indistinguishable at any time and the sys-
tem is stationary. Therefore, the fast dynamics in the
SMC region facilitates relaxation in the MD region. The
observed relaxation is representative of the equilibrium
dynamics, but the measurement of a macroscopic mo-
bility front (Fig. 1b) does not rely on any assumption
about the nature of the microscopic events or on detailed
knowledge of the origin of facilitation. This allows us to
directly access the relation between space and time over
a broad range of temperatures (Fig. 1c).
We perform simulations in 2 and 3 dimensions of soft

size-polydisperse spheres [37, 38], with the same size
polydispersity δ = 23% (see SM [36]). The pairwise in-
teraction potential is:

Vij(rij) = ε

(
σij

rij

)12

+ c0 + c2

(
rij
σij

)2

+ c4

(
rij
σij

)4

, (1)

where rij is the interparticle distance and σij =
σi+σj

2 (1−
η|σi − σj |), with η = 0.2 a non-additivity parameter.
The parameters c0 = −28ε/r12c , c2 = 48ε/r14c , and
c4 = −21ε/r16c , ensure the continuity of the poten-
tial up to its second derivative at the cut-off distance
rc = 1.25σij . We use reduced units based on the parti-
cle mass m, the energy scale ε, and the average particle
diameter σ, so the time unit is τ = σ

√
m/ε.
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FIG. 1. Direct measurement of dynamic facilitation.
(a) Instead of measuring the growth of rare mobile regions
in the bulk (left), we create a macroscopic interface (right)
separating a mobile region for x < 0 (using swap MC) from
a region at x > 0 where conventional MD at the same T is
used. The system is structurally homogeneous at all times.
(b) Map of local relaxation times near x = 0 showing the spa-
tial spreading of mobility along the horizontal axis (T = 0.09).
(c) Dynamic profiles showing the evolution of the structural
relaxation with x, normalised by τsmc, for the 2d system. Dy-
namic facilitation becomes less efficient at lower T . Typical
errorbars are shown at some selected data point for each tem-
perature. Full errorbars are shown in the SM [36]

We first equilibrate the entire system at the desired
temperature T and number density ρ = 1 using swap
Monte Carlo (SMC) [38–40]. We then impose two dis-
tinct dynamics in two regions of space, keeping the peri-
odic boundary conditions. For x < 0 we run SMC using
the hybrid scheme developed in [40]. For x > 0, we run
standard molecular dynamics (MD). Due to the periodic
boundary conditions the mobile SMC region forms a slab.
As rationalised below, we found it convenient to impose
SMC on 25% of the system, and MD in the rest. Simu-
lations are performed at constant T using a Nosé-Hoover
thermostat with a timestep of 0.01. We also varied the
amount of swap MC moves [40] for x < 0 to assess its role
in the quantification of dynamic facilitation. Additional
details and several tests are provided in SM [36].

We adopt the usual definitions of characteristic tem-
perature scales [30]. In 3d, the onset temperature is
To = 0.2, the mode coupling crossover Tmct = 0.095, and
the glass transition temperature Tg = 0.056. The total
number of particles is N = 96000 and we explored tem-
peratures in the range T ∈ [0.075, 0.2]. In 2d, To = 0.2,

Tmct = 0.12, Tg = 0.07, and we explored temperatures
T ∈ [0.07, 0.2]. The number of particles for T ≥ 0.1 is
N = 10000. For lower T , the relaxation timescale in the
MD region is so large that mobility far from the interface
is negligible. For T < 0.1, we thus simulated a smaller
system with N = 2500 reducing only the length of the
MD region. When possible, we checked that the two ge-
ometries provide similar results. We run simulations up
to t = 2×107 (about 2 weeks of CPU time), and perform
up to 50 independent simulations per temperature.
We use the bond-breaking correlation to quantify the

dynamics:

Ci
B(t) =

ni(t|0)
ni(0)

, (2)

with ni(t) the number of neighbors of particle i at time
t, and ni(t|0) the number of those initial neighbors that
remain at time t. We follow [41] for the neighbor defini-
tions. At t = 0, the neighbors of particle i are particles
j which are closer than a threshold, rij/σij < 1.35 in
2d and rij/σij < 1.49 in 3d, which correspond to the
first minima of the rescaled radial distribution function
g(r/σij). We spatially resolve the dynamics by measur-
ing CB(x, t) for all particles in the interval x ± δx/2,
with δx = 0.25. We define the relaxation time τ(x, T )
as CB(x, τ) = 0.7. We obtained equivalent results for
different thresholds. We denote τsmc and τα the bulk re-
laxation times for SMC and MD dynamics, respectively.

Dynamic facilitation is demonstrated in Fig. 1b, where
a gradient of relaxation times is observed near the macro-
scopic interface at x = 0, showing that the mobile regions
at x < 0 indeed trigger the relaxation of particles follow-
ing the conventional MD dynamics at x > 0. Because the
structure is completely homogeneous along x at all times
(see SM [36]), this acceleration necessarily results from
dynamic facilitation. Dynamic profiles τ(x, T ) are re-
ported in Fig. 1c, using τsmc as normalisation. These data
reveal that the spatial spreading of mobility becomes less
efficient, and thus much slower, at lower temperature.
See SM [36] for an equivalent observation in 3d.

Normalising the data by τsmc simply shifts the data
vertically by an amount τsmc which depends on the de-
tails of the swap Monte Carlo simulations. We have run
simulations changing the parameters of the SMC dynam-
ics, and confirmed that the normalised profiles τ(x, T ) are
unchanged, see SM [36]). When T is not too low we can
observe plateaus in both regions when |x| ≫ 1. In partic-
ular, convergence to the MD plateau occurs for x ∼ ξd,
where ξd(T ) is the dynamic correlation length [42]. At
low temperatures, τα becomes too large and we cannot
follow the profiles up to τα in the MD region. Crucially,
however, since relaxation remains fast in the SMC region,
we can still characterise dynamic facilitation over several
decades in time down to Tg.

To quantify these observations, we describe for 0 <
x < ξd subdiffusive spreading of mobility from fast to
slow regions using either a power law,

x ∼ τ(x, T )1/z(T ), (3)
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FIG. 2. Temperature evolution of space-time relation.
Evolution of fitting parameters in 2d and 3d models. (a, b)
Parameters for power law fit. The red star in (b) corresponds
to the measurement in Ref. [30], and the black dashed line
to a z ∼ 1/T behaviour. (c, d) Parameters for logarithmic
growth.

where z(T ) is a temperature dependent dynamic expo-
nent, or a thermally activated logarithmic form:

x ∼ T log τ(x, T ). (4)

For x ≈ ξd, we expect a saturation to τα, which we cap-
ture using

τ(x, T ) ∼ τα(1− e−x/ξd). (5)

In practice, we account for the crossover to τsmc at x <
0 using the expression τ(x)/τsmc = 1 + a(T )(x+ x0)

z(T )

where a, x0 and z(T ) are fitting parameters. This reduces
to Eq. (3) in the relevant regime τsmc ≪ τ(x, T ) ≪ τα.
We found that fixing x0 = 3.3 in 2d and x0 = 3.4 in 3d
described the data well. The quality of the fits can be
appreciated in SM [36]. The temperature evolution of a
and z are shown in Fig. 2(a,b) using the rescaled axis
To/T to compare both 2d and 3d models. We first no-
tice the very comparable evolution obtained for the two
models, which reveals the weak influence of the spatial
dimension. The temperature evolution of a mostly mir-
rors the one of τsmc, as it should. The most interesting
observation is the evolution of z(T ) which reveals nearly
diffusive behaviour (z ∼ 2) near To, but increases very
fast as T is lowered reaching the large value z ≈ 12 near
Tg in 2d. The rapid growth of z(T ) captures the evolu-
tion of dynamic facilitation towards much slower mobility
propagation at low temperatures. Our data are compat-
ible with z(T ) ≈ A/T at low T , with A some constant.

The agreement with the single data point reported in
Ref. [30], determined in the bulk geometry for the same
2d model, is quite good, given the difference in method-
ologies. We also characterised the growth of isolated do-
mains directly in the bulk (see SM [36]), and found good
agreement with the z(T ) results reported in Fig. 2b. This
provides quantitative support to the analogy between the
geometries illustrated in Fig. 1a.

Given the large values of z, it is natural that a log-
arithmic growth can also be used, although the linear
behaviour predicted in Eq. (4) is not obvious in the pro-
files shown in Fig. 1c. In practice, we fit the data to the
functional form τ(x, T )/τsmc = 1 + c(T ) exp(b(T )x/T )
with c and b fitting parameters. This expression re-
duces to Eq. (4) far from the plateaus. This second form
fits a slightly smaller x-range but describes the evolu-
tion of the dynamic profiles reasonably well, as shown in
SM [36]. We report the mild, but non-negligible, evo-
lution of the parameters b and c in Fig. 2(c,d) which
again reveal a similar evolution for both models. It is
not surprising that both power-law and logarithmic func-
tional forms can fit the data at low temperatures, as
they are mathematically close when z(T ) ≈ A/T since
x ∼ τ1/z(T ) = e(T/A) log τ ∼ 1 + (T/A) log τ . This coinci-
dence was noted before [43, 44].

We finally use Eq. (5) to extract the dynamic corre-
lation lengthscale ξd. At very low temperatures where
the MD plateau cannot be reached, we use an extrapola-
tion of the bulk relaxation times τα(T ) using a parabolic
law [45]. We then estimate ξd from the fit to the dynamic
profile, assuming τ(x = ξd, T ) = τα(T ). We verified that
both approaches (direct measurement and extrapolation)
compare well when both can be used. The temperature
evolution of ξd, normalized by its value at the onset tem-
perature ξ0 = ξd(To), is shown in Fig. 3a. After a fast
transient at high temperature, we observe that the char-
acteristic dynamic lengthscale is well described by an Ar-
rhenius form, ξd/ξ0 ∼ exp(Ed/T ), with Ed ≈ 0.13, lead-
ing to an overall increase of a factor 4 between To and
Tg in 2d. Our estimate for ξd compares very well, but
extends to lower T , the evolution of the average chord
length reported for the same 2d model [30]. Given the
modest evolution of ξd, other functional forms are pre-
sumably possible.

We now compare our findings with earlier work. The
good agreement with the determination of z(T ) from the
average chord length measured in bulk simulations [30]
not only confirms the validity of our strategy, but also
shows that our approach is more flexible and much easier
to implement over a broader temperature range.

Reference [18] proposes, among other measurements, a
strategy to relate the extent of spatial relaxation events
to their timescale. We can recast these results into a dy-
namic exponent, z(T ) = α(1/T − 1/To) with a prefactor
α that was evaluated for several models [18]. We explain
this dictionary in SM [36]. We compare these results to
ours in Fig. 3b. The two data sets deviate on two as-
pects. First, our data do not indicate that z vanishes
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FIG. 3. Understanding the temperature evolution of structural relaxation. Simulation results for the 2d system
(circles), compared to results for three different models from Ref. [18] (full lines are actual results, dotted lines are continuation
to Tg using asymptotic expressions). (a) Dynamic correlation length ξd normalized by its onset value as a function of To/T .
Black dashed line is an Arrhenius fit. (b) Dynamic exponent z as a function of To/T . Black dashed line is z(T ) ∼ A/T . (c)
Parametric plot of τα against its facilitation estimate ξzd . Black dashed line indicate linear relation, which leaves an offset of
about 2 decades.

at To. Second, our approach yields considerably larger
values at low T : both sets yield z ≈ A/T at low T but
with different prefactors. Measurements along the lines
of [18] should be performed at lower T to better assess
the nature of the reported difference in this regime.

A second comparison point with [18] is the character-
istic length ξd. While we directly measured it, Keys et
al. assume instead that relaxation events are triggered
by localised excitations and estimate the average distance
between them. We report tabulated values [18] in Fig. 3a.
While both data sets suggest a similar Arrhenius depen-
dence, the corresponding energy scales Ed differ consid-
erably. The very large correlation length predicted by
Keys et al. at low T appears unrealistic [44]. We can
conclude that either the numerical technique used be-
fore [18, 19, 21, 22, 46] to estimate the concentration of
excitations is too crude, or that relaxation events are not
simply due to localised excitations [30]. The very low T
measurements in [46] do not show sign of a temperature
crossover which could reconcile both families of measure-
ments at low T .

Our results allow us to test the validity of the facilita-
tion picture. Assuming that localised excitations relaxing
with a characteristic timescale τex(T ) ≪ τα(T ) can relax
the entire system via dynamic facilitation, we arrive at

τα(T ) ∼ τexξ
z
d , (6)

which represents the time it takes to grow a domain of
size ξd from a localised excitation via dynamic facilita-
tion. We test Eq. (6) using our direct, agnostic deter-
minations of z, ξd, and τα. The results in Fig. 3c show
that after a short transient at high T , τα becomes indeed
proportional to ξzd , with a prefactor of about 102 near Tg.
This result suggests that the joint temperature evolution
of ξd(T ) and z(T ) accounts for most of the 12-decade
slowdown of the structural relaxation time τα(T ).

This conclusion is significant because it demonstrates

the central role played by dynamic facilitation in control-
ling the dynamic slowdown of deeply supercooled liquids.
At any temperature, dynamic facilitation ‘accelerates’
the relaxation via the successive triggering of relaxation
events [41], but since this process becomes increasingly
inefficient at low T (as captured by the rapid growth of
z) the overall relaxation takes a longer time.
Our study thus identifies the two major contributors,

z(T ) and ξd(T ), to the temperature dependence of τα(T ).
While the interpretation of z is clear (it quantifies facil-
itation), our approach does not explain the evolution of
ξd(T ) shown in Fig. 3a, and this should be the subject
of future studies. Combining the asymptotic Arrhenius
evolution of ξd to the 1/T dependence of z found numer-
ically provides an expression for the relaxation time:

τα ∼ ξzd ∼ exp

(
EdA

T 2

)
, (7)

which is the parabolic Bässler law [47]. While [18] arrived
at a similar functional form, we noted above that our
determinations of Ed and A differ quantitatively, even if
the products EdA in Eq. (7) appear very close to those
reported in Ref. [18], as seen in Fig. 3(c).
The proposed slab geometry allows us to quantify how

fast mobile regions spread to immobile ones with no as-
sumption about the underlying microscopic mechanism.
We can however test the specific modelling of facilitation
of [10] which assumes that local elasticity is responsi-
ble for dynamic facilitation. As noted recently in thin
polymer films [15], the slab geometry yields an algebraic
gradient of elastic moduli, thus leading to algebraic dy-
namic profiles. We have tested this model by measuring
spatial profiles of the Debye-Waller factor (mean-squared
displacement at short times, known to strongly correlate
with the shear modulus), and found rapid (non-algebraic)
convergence to the bulk value (see SM [36]), in agree-
ment with earlier results [48]. There is thus no correla-
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tion between elasticity and dynamic profiles, which are
also found to converge exponentially (not algebraically)
to the bulk behaviour [recall Eq. (5)]. Together with
[48], our data do not follow the analytic description of
Ref. [10]. It would be interesting to analyse thermal
elasto-plastic models [13] in slab geometries. Although
more limited, our results also suggest that the rugosity of
the dynamic profiles decreases at low temperatures (see
SM [36]). This is in agreement with earlier numerical
findings [30, 49, 50], but differs from hierarchical kinet-
ically constrained models [24] and geometries found in
elasto-plastic models [13].

In conclusion, we introduced a computational scheme
to quantify the role of dynamic facilitation in the re-
laxation dynamics of deeply supercooled liquids, which
demonstrates a strongly subdiffusive and temperature de-
pendent spatial spreading of relaxation events. A first
future task is to expand these studies to a broader range
of models to validate the generality of our findings. Our
results also suggest that extending the approach of [18]
to lower temperatures would be instructive. Future work
should elucidate the microscopic mechanisms giving rise

to the particular temperature dependence of the dynamic
exponent z(T ). Finally, it is unclear how these results can
be reconciled with the idea that dynamics proceeds via
cooperative activated events stemming from static con-
figurational fluctuations [51–53]. Overall, our study con-
siderably sharpens the set of questions to be addressed
in order to fully elucidate the nature of the structural re-
laxation in supercooled liquids near the glass transition.
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Size-polydisperse model glass-former.
We conduct molecular dynamics simulations on a size-polydisperse mixture in both two and three dimensions,

extensively characterised [S1, S2]. The system comprises soft repulsive spheres with diameters σi, distributed accord-
ingly to the probability distribution P(σi) = Aσ−3

i , where A is a normalization constant. The diameters σi range
between σmin and σmax, with σmin/σmax = 0.45 and σmax = 1.62. The size polydispersity is quantified from the
normalized root-mean-square deviation, as δ =

√
⟨σ2⟩ − ⟨σ⟩2/⟨σ⟩, where ⟨σ⟩ and ⟨σ2⟩ are respectively the first and

second momentum of the probability distribution function, defined as ⟨...⟩ =
∫
P(σ)(...)dσ. The given σmin/σmax

ratio yields δ ≈ 23%. The pair interaction potential is defined as:

Vij(r) = ε
(σij

r

)12

+ c0 + c2

(
r

σij

)2

+ c4

(
r

σij

)4

; (S1)

where r = |ri − rj | (with ri denoting the position of particle i), and non-additive interactions σij = 0.5(σi +
σj)(1− 0.2|σi − σj |). We employ reduced units based on the particle mass m, the energy scale ε, and a micro-
scopic length σ defined as the average particle diameter. Specifically, the time unit is defined as τLJ = σ

√
m/ε. To

ensure continiuity up to the second derivative at the cutoff distance rc = 1.25 σij , the parameters c0 = −28ε/r12c ,
c2 = 48ε/r14c , and c4 = −21ε/r16c are introduced.

Comparison of the fits of the dynamic profiles.
In Fig. S1 we reproduce the dynamics profiles shown in main text together with the two fitting forms used to

describe them. This allows to better appreciate the extent and agreement between the data and the fitting functions.
We note here that the choice of x0 = 3.3 in the power law fit for the 2d simulations serves merely as an effective
parameter. Its purpose is to emulate the decrease of mobility within the SMC region near the boundary, and allows
to recover well the offset of the MD dynamics at x = 0, with little influence at x > 0.

x

/
sm

c

/
sm

c

x

Power law fit
(a) (b)

FIG. S1. Dynamic profiles for different temperatures (continuous lines), together with the fits (dashed lines). The fit is
performed for the atoms closer to the swap-md frontier, located at x = 0, following a power law fit in (a) and a logarithmic law
fit in (b).

Statistical noise and details on the dynamic profiles.
While our numerical model remains minimal, we provide justification here for the selection of diverse parameter

choices within the simulations and analysis. Without care, these parameters can significantly influence the fitting of
dynamic profiles, thereby impacting the extraction of power-law and logarithmic fits, as shown in Fig. S1.
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FIG. S2. (Left) The dynamic profiles of the 2d configuration depicted in Fig. 1 of the main text are presented alongside their
corresponding error bars. (Right) Dynamic profile (red) for T = 0.1 in 2d averaged over 100 independent configurations (50
independent runs and 2 sides due to periodic boundary conditions).

To reduce the noise in the dynamic profiles, for which the error bars are shown in Fig. S2(left), we averaged over
100 independent configurations. This involved running 50 independent configurations within two SMC-MD interfaces
due to periodic boundary conditions. This approach effectively increases considerably the signal to noise ratio, as
depicted in Fig. S2(right).

Before conducting the fit of dynamic profiles, two important considerations must be addressed: the prescribed
dynamics within the SMC region, controlled via the swap density ρswap, and the dimensions of the simulation box.
Through the simulations presented in the main text, we have verified that employing swap Monte Carlo moves within
a region encompassing 25% of the system allows for the observation of a distinct plateau far from the interface (as
exemplified in Fig. S2), indicative of recovered bulk dynamics. We show in Fig. S3 (left) that the dynamic profiles do
not depend on the choice of system size in such conditions.

Regarding the choice of parameters for the swap dynamics, our analysis confirms the independence of fit results
upon normalization of the dynamic profile by its bulk value, τ/τsmc. As depicted in Fig. S3 (right), even with markedly
different relaxation times between two profiles at T = 0.08, proper normalization reveals an equivalent description of
the spreading of mobility regions within the MD domain, thereby confirming the robustness of our methodology (of
course in this normalisation, the large x limits cannot be equal).
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smc = 8534.41
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FIG. S3. (Left) Robustness of the dynamic profiles measured with different geometries. (Right) Dynamic profile at temperature
T = 0.08 in 2d examined under two distinct swap Monte Carlo dynamics. Upon rescaling with the appropriate bulk value
within the SMC region, both curves exhibit comparable behavior. This observation highlights the absence of any spurious
effects originating from the imposed dynamics in the SMC region on the MD region.

Dynamic profiles in 3d.
In addition to Fig. 1 in the main text, we present in Fig. S4 the dynamic profiles of the 3d simulations, conducted

accross temperatures T ∈ [0.07, 0.2]. Here, the glass transition temperature is Tg = 0.056, the mode coupling
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temperature is Tmct = 0.095 and the onset temperature is To = 0.2. Our observation reveals again (as in 2d) a strong
decrease in dynamic facilitation efficiency as temperature decreases, and an increasingly subdiffusive motion. The
error bars in the 3d system are smaller than those in its 2d counterpart, owing to the utilization of a greater number
of particles.

5 0 5
x

FIG. S4. Dynamic profiles showing the evolution of the structural relaxation with x, normalised by τsmc for the 3d system. As
shown for 2d in the main text, dynamic facilitation becomes less efficient at lower T

.

Debye-Waller factor.
The Debye-Waller factor ⟨u2⟩ is defined as the amplitude of the short-time vibrational motion [S3, S4]. It is

computed from the mean-squared displacement

∆(t) =
1

N

∑

i

⟨|ri(t)− ri(0)|⟩2, (S2)

where the cage-relative correction of the coordinates has been applied for the 2d system [S5, S6]. Specifically, ⟨u2⟩ =
∆(t∗), where t∗ corresponds to the inflection point of the mean-squared displacement, i.e. the minimum of the curve
d log

(
⟨x2⟩

)
/dt.
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FIG. S5. Results of the Debye-Waller factor, normalized by the bulk MD value for different temperatures. The characteristic
lengthscale over which one recovers the bulk behavior does not depend on T . It is microscopic and largely disconnected from
the dynamics.

In Fig. S5 we show the measured profiles of the Debye Waller factor for both 2d and 3d models. In both cases, we
find that the Debye Waller factor is larger near x = 0, which confirms that the SMC dynamics makes the left side of
the simulation dynamically softer even though it is structurally indistinguishable from the right side. We also note
that the Debye Waller factor returns to its bulk value at x > 0 over a microscopic lengthscale which does not grow
as temperature is varied over a broad range. This agrees with earlier results in thin polymer films [S7]. There is
therefore a large disconnect between short-time dynamics and elasticity and the long-time dynamic profiles.

Variance of the mobile interface.
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FIG. S6. Variance of the mobile interface for 2d simulations as a function of the average interface position. The interface
roughness decreases when getting closer to Tg in the displacement range where the dynamic profiles are described by power
law and logarithmic fits, respectively.

One can define an interface between mobile and immobile particles close to the frontier at x = 0. Then, as dynamic
facilitation acts over time, the mobile interface moves to a new position h(x, t). To characterise h(x, t) we follow the
procedure described in Ref. [S8], but we distinguish mobile and immobile particles for a threshold Ci

B = 0.7. The
average interface position is defined from the first moment:

⟨h⟩(t) = 1

L

∫ L

0

dx′h(x′, t), (S3)

with L the linear box size in the y direction. Then, the roughness of the relaxed domains is given by the standard
deviation,

var(h) =
√

⟨h2⟩ − ⟨h⟩2, (S4)

where

⟨h2⟩(t) = 1

L

∫ L

0

dx′h2(x′, t). (S5)

In Fig. S6 we represent a parametric plot of the variance var(h) against the mean ⟨h⟩ for various temperatures. We
observe that the rugosity of the interface becomes less pronounced at temperature goes down.

The inhomogeneous swap-MD scheme produces homogeneous structure.
To ensure the absence of interfacial effects in the structure caused by our space-dependent swap-MD algorithm, we

conducted a thorough verification process to confirm that both the SMC and MD regions exhibit identical structures
with no interfacial cost. In Fig. S7, we present the potential energy profile across the SMC-MD interface, as we have
done for the dynamic profile representations (e.g. Fig. S1). This figure depicts the potential energy at t = 0, before
the initiation of hybrid swap-MD simulations, with that observed at long times, where mobility spreads from the
SMC to the MD region. Both profiles are visually indistinguishable, as determined through both visual inspection
and analysis of potential energy profiles, which remain equivalent within the noise both at the level of the average
and the fluctuations.

Another test we performed to ensure the uniformity of the structure within the system is the computation of the
radial distribution function, g(r), at different distances from the interface, as shown in Fig. S8. To achieve this,
we define the partial g(r) at a fixed distance x from the interface at x = 0, using the normalized distribution of
particles j at a distance rij from particle i, with i located in the bin [x − ∆x, x + ∆x]. By resolving spatially the
pair correlation function, we confirm that all measurements are independent of x within the statistical accuracy.
Furthermore, all results are consistent with the ensemble average of g(r) (depicted in black), obtained by averaging
over all i particles within the entire box. This confirms that at the structural level, the swap-MD algorithm maintains
perfect homogeneity and equilibrium properties of the system.
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0.5

FIG. S7. Potential energy per particle at T = 0.095 for the 2d system computed in the inherent state, averaged over bins in
the x direction with a size of dx = 0.25. We note that it exhibits equivalent profiles at t = 0 (initial configuration) and at long
times after the hybrid swap-MD simulations have been performed, within both the swap (x < 0) and MD regions. Consistently,
the two system snapshots on the right show a homogeneous structure within the system, where the regions of fast and the slow
dynamics are indistinguishable.
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FIG. S8. Radial distribution function at T = 0.1 for the 2d system, averaged over bins in the x direction with a size of ∆x = 2.5.
The system exhibits equivalent profiles at different distances from the dynamic frontier, located at x = 0. Additionally, all the
bin results are consistent with the radial distribution function computed for the full box, shown in black. The inset corresponds
to a zoom of the first peak of the g(r) curves, where only statistical noise can be observed with no systematic trend. We
obtained equivalent results for all temperatures.

Relaxation of isolated domains in bulk.
We wish to confirm that the measured value of the dynamic exponent z obtained with the facilitated front geometry

of the present work is consistent with the spatial spreading of mobile regions in bulk.
To this end, we perform a large number of bulk simulations using MD dynamics at various temperatures. From

these runs, we select a subset of isolated mobile regions in bulk MD simulations, for N = 10000, for four different
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temperatures, T = {0.08, 0.083, 0.084, 0.09} for the 2d system. For each selected domain, we measure the time
evolution of the number of mobile particles in each domain, n(t), which we convert into a lengthscale R(t) =

√
n(t).

The time dependence of R(t) should then obey:

R(t) ∝ t1/z(T ). (S6)

Figure S9 shows that, within the large domain-to-domain fluctuations, a good agreement is obtained between the
averaged z values deduced from the macroscopic interface geometry used in the main text, and the time evolution of
individual domains.
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FIG. S9. Spatial spreading of selected isolated mobile regions in an independent series of bulk MD simulations for different
temperatures. The reported curves show good agreement with a power-law growth with the z exponents obtained from the
facilitated front geometry described in the main text (dashed lines).

Comparison with Keys et al.
In Ref. S9 Keys and collaborators develop a comprehensive analysis of dynamic facilitation. We detail here how to

obtain the dynamic exponent z(T ) and the lengthscale ξ4, corresponding to Eq. 6 of the main text, from their data.
The relaxation picture in Ref. S9 consists in the propagation in space of elementary excitations. Then, the equilib-
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rium concentration of excitations follows a Boltzmann temperature dependence in the form:

c(a, T ) = exp

(
−J(a)

T̃

)
with T̃ =

(
1

T
− 1

To

)−1

, (S7)

where To is the onset temperature and a a characteristic length. Then, the characteristic distance between excitations
of size a is given by ℓa/a ∼ [c(a, T )]−1/df , with df the fractal dimension. Combining both expressions, and supposing
that the size of the elementary excitation is on the order of the molecular diameter σ (as assumed by the authors),
we obtain:

ξ4 = ℓσ ∼ exp

(
Jσ

df T̃

)
. (S8)

To obtain the dynamic exponent z, we start from their consideration of the logarithmic growth of the energy
barrier Ja with a, Ja − Ja′ = γJσ ln(a/a

′), where γ is a dimensionless factor on the order of the unity and Jσ a
material-dependent reference energy. One can rewrite this expression in terms of concentrations following Eq. S7:

c(a′, T ) = c(a)

(
a′

a

)−γJσ/T̃

. (S9)

It is then clear from this expression that the “growth” of a domain of size a to a larger domain of size a′, follows a
power-law behavior with exponent γJσ/T̃ . If we compare it with the power law fit in the main text, this growth is
equivalent to the dynamic spreading of the domains with z(T ), and thus:

z(T ) =
γJσ

T̃
. (S10)

In other words, the logarithmic growth of the energy barrier is equivalent to the subdiffusive growth of relaxed
domains. Note that following these two expressions, Eq. S8 for ξ4 and Eq. S10 for z, and substituting them in Eq. (6)
of the main text, we obtain:

τα(T̃ ) ∼ τo exp

(
γJ2

σ

df

1

T̃ 2

)
, (S11)

and thus recovering the full τα relaxation behavior described in Ref. S9.
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