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Abstract—Predicting strokes is essential for improv-
ing healthcare outcomes and saving lives. This paper
introduces a benchmarking dataset, PredictStr, specif-
ically developed to enhance stroke prediction. This
dataset improves upon a previously unique dataset
identified in the literature. Our methodology com-
prises two main steps: firstly, we outline a series of
preprocessing and cleaning measures to enhance data
quality. Secondly, we present a novel algorithm, the
Dynamic Hybrid Balancing Algorithm, which builds
upon the ADSYSN algorithm by integrating consis-
tency constraints to address class imbalances. Our
contribution extends to the application of sophisticated
analysis techniques, including histogram and boxplot
analyses, feature distribution assessments, statistical
explorations, correlation evaluations, feature impor-
tance rankings, and Individual Conditional Expecta-
tion (ICE) plots. These methodologies are designed
to provide valuable insights into feature significance,
thereby assisting researchers in identifying the most
critical attributes for effective stroke detection.

Index Terms—Stroke prediction, Balancing Algo-
rithm, Data Analysis, Feature importance

I. Introduction

The evolution of digital technology has revolutionized
the healthcare field. This significant advancement has
become a necessity in our modern society for several
reasons. First, the increasing aging population and the
prevalence of chronic diseases demand more efficient and
accessible healthcare systems. Second, the rise of the
internet and connected devices has created a demand for
remote health solutions, allowing for constant monitoring
and unprecedented convenience for patients, particularly
in rural or underserved areas.

E-health applications play a crucial role in detecting and
managing a variety of serious diseases. Among the targeted
conditions are diabetes [1], heart disease [2], mental health
disorders [3], chronic respiratory diseases [4], stroke [5], [6],
and neurodegenerative disorders [7], [8], [9], [10], [11].

Stroke remains a significant global health challenge,
imposing a heavy burden in terms of morbidity and
mortality [12]. Accurate prediction of stroke is crucial for
the effectiveness of healthcare interventions and preventive

measures. However, the development of machine learning
models for stroke prediction faces significant challenges,
including class imbalances, noise, and inherent biases in
medical datasets [13]. To overcome these challenges, our
paper introduces a preprocessing pipeline for the cre-
ation of the ’PredictStr’ dataset derived from the well-
established [14].

The key of our pipeline is the introduction of a novel
variant of the ADASYN algorithm (Adaptive Synthetic
Sampling) [15], called the Dynamic Hybrid Balancing
Algorithm. This advanced mechanism is designed to main-
tain balance within the dataset, preserve its original dis-
tribution, and improve predictive accuracy.

Our contribution extends beyond simple dataset bal-
ancing; it includes a comprehensive dataset preparation
protocol. The protocol encompasses a detailed description,
data cleaning, preprocessing, quality assurance, and bal-
ancing using the Dynamic Hybrid Balancing Algorithm.
Recognizing the scarcity of suitable datasets for stroke
prediction, our study introduces the ’PredictStr’ dataset
as a valuable resource to address this deficiency.
Following its preparation, the dataset undergoes a thor-
ough analysis with advanced techniques such as histogram
and boxplot analyses [16], assessments of feature distribu-
tion, statistical explorations, correlation evaluations [17],
importance feature rankings [18], and Individual Con-
ditional Expectation (ICE) plots [19]. These advanced
methodologies help to decode the complex dynamics of
the dataset, clarify the relevance of specific features, and
provide essential insights for enhancing stroke prediction
models. With the enriched ’PredictStr’ dataset and ro-
bust analytical tools, healthcare professionals are better
equipped to make informed decisions, thereby improving
stroke prevention strategies and tailoring patient care.

The structure of the paper is as follows: Section II
discusses the background and related literature. Section
III describes the dataset preparation including data pre-
processing and balancing. Section IV presents a detailed
analysis of the obtained dataset in terms of statistics and
most important features. Finally, section V concludes the
paper and suggests directions for future research.
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Fig. 1: Flowchart of our proposed approach

II. Background and Literature Review

Stroke represents a major global health concern, leading
to severe disabilities and death. Its substantial socioe-
conomic impacts underscore the urgent need for precise
prediction and effective prevention strategies. Accurate
stroke prediction not only enhances patient outcomes
but also optimizes resource allocation, making innovative
approaches essential for advancing stroke management.

In the realm of medical databases, notable reposito-
ries such as the Biobank 1, MIMIC-III Database [20],
NHANES 2, and the Framingham Heart Study [21] have
made significant contributions to medical research. Al-
though these databases provide a broad spectrum of
health-related information, their focus on stroke prediction
is often limited. In contrast, the Stroke Prediction Dataset
[14] is specifically designed for this purpose. This dataset
encompasses a range of clinical attributes including age,
hypertension status, presence of heart disease, and Body
Mass Index (BMI), providing a solid foundation for devel-
oping robust predictive models.

The Stroke Prediction Dataset contains 5110 observa-
tions, each with 12 attributes; these include 11 clinical
indicators and one target variable. The dataset offers
valuable insights into stroke risk factors and predictive
indicators. However, it also presents challenges such as
significant class imbalance with stroke instances greatly
outnumbered by non-stroke instances and missing values,
especially in critical attributes like BMI. These issues may
skew model performance and accuracy.

Addressing these challenges is crucial. Common tech-
niques to manage class imbalance in predictive model-
ing include oversampling methods such as the Synthetic
Minority Over-sampling Technique (SMOTE) [22] and
Adaptive Synthetic Sampling (ADASYN) [15], and under-
sampling methods like Random Undersampling [23]. These
methods aim to balance class distribution and improve
model performance by better representing minority class
patterns. However, care must be taken as imbalanced
datasets can still bias models toward the majority class,
reducing their practical utility. Developing strategies to
effectively handle these imbalances is vital for enhancing
the accuracy of stroke prediction.

1https://www.ukbiobank.ac.uk/
2, https://www.cdc.gov/nchs/nhanes/index.htm

III. Dataset Preparation
The proposed ’PredictStr’ dataset, an improved version

of the identified dataset from the literature, is a metic-
ulously balanced dataset designed specifically for stroke
prediction. It comprises 9,668 observations, each corre-
sponding to a unique patient. This dataset includes 11
attributes, covering both predictive features and the target
attribute (Table I). Among these, 10 features capture
essential health-related variables, while one attribute in-
dicates the likelihood of stroke occurrence. In this section,
we present the different steps of data preparation including
data preprocessing and balancing (Figure 1).

A. Preprocessing and Quality Assurance
In the data preparation process, our initial step in-

volved addressing data inconsistencies by checking for mis-
matched and missing values. We conducted data cleaning
procedures, starting with the removal of the ’ID’ column,
which held no relevance for classification. Furthermore,
we adjusted column names, renaming ’Ever_married’
to ’Marital_Status’ and ’avg_glucose_level’ to ’Aver-
age_Glucose_Level’. The dataset contained ’N/A’ values
for the BMI attribute, ’unknown’ values in the ’smok-
ing_status’ attribute, and ’other’ values in the ’Gender’
attribute. To clean the dataset, we implemented the fol-
lowing data cleaning actions:

1) Elimination of rows with the gender specified as
’Other’: this affected one row, specifically row number
3117.

2) Replacement of ’N/A’ values in the BMI column: we
substituted these with the median BMI value of 28.1,
impacting 201 rows.

3) Encoding of categorical values: we converted categor-
ical variables such as gender, marital status, work
type, residence type, and smoking status into numer-
ical representations to facilitate analysis, simplifying
subsequent analysis and modeling.

4) Substitution of ’unknown’ values in the ’smok-
ing_status’ column: we replaced these with the me-
dian value of 0, affecting 1544 rows.

The decision to replace ’unknown’ values with the me-
dian was due to the fact that removing (201 + 1544)
instances would result in significant data loss. With 201
rows having missing BMI values out of a total of 5110,
opting for median imputation rather than removal was
motivated by the fact that the median minimizes the
influence of outliers on imputation..



TABLE I: Summary of PredictStr Dataset Attributes.

Attribute Values/Specification Description
Gender 0: Male, 1: Female Gender
Age Numeric Value (year) Age
Hypertension 0: No, 1: Yes Hypertension status
Heart_Disease 0: No, 1: Yes History of heart disease
Marital_Status 0: Not Married, 1: Married Marital status
Residence_Type 0: Urban, 1: Rural Type of residence

Work_Type 0: Private, 1: Self-Employed,
2: Govt Job, 3: Children Type of employment

Average_Glucose_Level Numeric Value (mg/dl) Average glucose level in the
blood after meal

BMI Numeric Value (kg/m2) Body Mass Index

Smoking_Status
0: Never Smoked,
1: Formerly Smoked,
2: Smokes

Smoking status

Stroke_Prediction 0: No Stroke, 1: Stroke Prediction of stroke occur-
rence

TABLE II: Statistical Overview of Top Five Important Features in the PredictStr Dataset

Statistic Average_Glucose BMI Age Work_Type Smoking_Status
Mean 106.14 28.86 43.22 0.83 0.48
Std Dev 45.28 7.69 22.61 1.11 0.74
Min 55.12 10.30 0.08 0 0
25% 77.24 23.80 25 0 0
50% 91.88 28.10 45 0 0
75% 114.09 32.80 61 2 1
Max 271.74 97.60 82 4 2

B. Balancing Using Dynamic Hybrid Balancing Algorithm
In this step, we addressed the class imbalance challenge

within the preprocessed dataset. The original dataset
exhibited a notable disparity, containing 249 instances of
the stroke class and 4,861 instances of the no-stroke class.
To rectify this imbalance, we applied our novel Dynamic
Hybrid Balancing Algorithm (DBH) with meticulous care
to ensure that the generation of data adhered to the
specifications and constraints of our medical attributes.

Our DBH algorithm involved formulating a set of con-
straints for both encoded categorical attributes (e.g., gen-
der, hypertension, heart disease, marital status) and quan-
titative attributes (BMI and Average Glucose Level). This
careful consideration ensured that the generated synthetic
values maintained clinical validity, promoting accuracy
and relevance. Specifically, constraints were applied to
keep the Average Glucose Level within the original data
range of 55 to 272 and BMI within the range of 14 to 98.
Additionally, the ’age’ attribute was constrained within
the clinically relevant range of 1 to 100. This holistic
constraint application guaranteed that the synthetic data
not only preserved clinical accuracy but also remained
meaningful in a medical context.

Our DBH algorithm incorporates ADASYN and the
Louvain Modularity algorithm [24], dynamically gener-

ating synthetic samples within these constraints. Unlike
static methods, it adjusts sampling ratios in real-time
to maintain class balance, adapting to evolving dataset
needs. ADASYN’s adaptiveness enhances efficacy, ensur-
ing balanced representation. Utilizing a graph representa-
tion via K-nearest neighbors [25], the Louvain Modularity
algorithm identifies intricate dataset structures, enriching
dataset composition. Integration of constraints for categor-
ical and quantitative attributes ensures clinical relevance.

As a result, the balanced dataset comprises 4,834 in-
stances per class, providing a solid foundation for subse-
quent analyses. This algorithmic fusion not only balances
the data but also refines the dataset structure, fostering
more accurate stroke prediction. The advantages lie in its
dynamic adaptability, structural refinement, and clinical
relevance, enhancing predictive performance.

IV. Experimental Results and Discussion

This section presents a detailed analysis of the exper-
imental results and discussions based on the ’PredictStr’
dataset. It explores class distribution, correlations between
attributes, and the significance of features, providing in-
sights into the characteristics of the dataset and compar-
isons with previous studies. The discussions emphasize the



dataset’s potential and its relevance to stroke prediction
research.

A. Dataset Distribution and Class Balance
After preprocessing and applying our Dynamic Hybrid

Balancing algorithm, the ’PredictStr’ dataset achieves a
balanced distribution with 4,834 instances per class. This
dataset, formatted as a CSV file, is now readily available
for researchers aiming to develop stroke prediction models.
Researchers wishing to use this database should refer to
the original database on which we have based this new
and improved version. To facilitate this, we have divided
the dataset into two subsets: 80% for training and 20%
for testing. This split ensures adequate representation of
both classes in each subset through stratification. These
openly accessible datasets provide a robust foundation for
predictive modeling efforts. This splitting of the dataset
allows researchers to benchmark their AI algorithms and
compare the performance of their algorithms on the same
data split.

B. Evaluation of the ’PredictStr’ dataset’s quality and
characteristics

In this section, we present the results of our comprehen-
sive evaluation, highlighting the critical aspects of our bal-
anced and enhanced dataset. We begin our exploration by
examining the significance of key attributes, as identified
through importance ranking analysis. Aiming to provide a
comprehensive understanding while effectively managing
the extensive list of attributes, we concentrate on ana-
lyzing the most influential features. Statistical overview
of the top five important features is presented in Table
II. This focused approach enables us to reveal nuanced
insights that enhance the accuracy of stroke prediction,
aligning with our overarching goal of improving healthcare
outcomes.

Table III showcases the key attributes for stroke pre-
diction in the ’PredictStr’ dataset. Particularly, ’Aver-
age_Glucose_Level’ and ’BMI’ are significant, each hold-
ing importance scores of approximately 26.30%, while
’Age’ follows closely with a score of 22.40%. Additionally,
’Work_Type’ and ’Smoking_Status’ each contribute sig-
nificantly with scores of 7.00%. These insights offer valu-
able guidance for understanding the dynamics of stroke
prediction.

TABLE III: Top Five Most Important Features and Their
Importance Scores

Feature Importance
Score (%)

Average Glucose Level 26.29
BMI 26.28
Age 22.40
Work Type 07.00
Smoking_Status 07.00

Fig. 2: Correlation Matrix of Top Five Features in the
’PredictStr’ Dataset.

Table II outlines key features from our stroke dataset.
The top five most important features provide crucial
insights into the dataset’s demographic and health-related
characteristics. Notably, the table highlights the variability
across features, as evidenced by their standard deviation
values. For instance, the mean age is 43.22 years, with a
standard deviation of 22.61 years, indicating a wide range
of ages. Similarly, BMI values vary from 10.30 to 97.60,
underscoring the diversity in body mass indices. Overall,
this statistical table provides a comprehensive snapshot
of the dataset’s composition and the variability of its key
features.

The correlation matrix in Figure 2 reveals significant
correlations among the top five features. BMI and Age
exhibit a moderate positive correlation (0.32), indicating
a tendency for higher BMI values with older age. However,
Smoking Status shows a strong negative correlation with
both BMI and Age (-0.34 and -0.41, respectively), sug-
gesting non-smokers are more prevalent among individuals
with higher BMI and older age. Additionally, Smoking
Status and Work Type demonstrate a moderately negative
correlation (-0.19), implying non-smokers are more com-
mon in certain work types. These correlations offer valu-
able insights into feature relationships, enhancing dataset
interpretation.

C. Importance Ranking and ICE Plots using Random
Forest classifier model

In this section, we use the Random Forest classifier [26]
to conduct importance ranking and Individual Conditional
Expectation (ICE) plot analyses (Figure 3). These meth-
ods provide invaluable insights into the significance of each
feature in predicting stroke outcomes. The Random Forest
classifier serves as a tool for evaluating the relative impor-



Fig. 3: ICE plots of the fourth most important features

tance of different attributes in our dataset. Additionally,
our use of ICE plots introduces a unique visualization
technique that reveals how individual features influence
predictions, taking into account the values of other at-
tributes. This dual approach significantly enhances our
understanding of how attributes contribute to predictions
and their nuanced effects on stroke prediction.
The importance ranking illuminates the overall contri-
bution of each feature to the predictive accuracy of our
model. At the same time, ICE plots offer a detailed
perspective, enabling us to examine how specific fea-
ture values affect predictions in various scenarios. These
comprehensive insights derived from the Random Forest
classifier’s analyses serve as a baseline for guiding the
development of future stroke prediction models.
The Table IV presents the highest importance scores
for the top five features identified in our dataset. These

scores, measured using the ICE approach, quantify the
relative importance of each feature in predicting the target
variable. These values highlight the significance of each
feature in influencing the target outcome.
The ICE values offer a numerical measure of feature im-
portance, which aids in prioritizing variables for predictive
modeling and feature selection processes. Understanding
the relative importance of these features can guide further
analysis and decision-making, ultimately contributing to
the development of more accurate and reliable predictive
models for the target variable.

V. Conclusions

The paper introduces the ’PredictStr’ dataset, a care-
fully designed and balanced dataset specifically for stroke
prediction research, introducing a novel Dynamic Hybrid
Balancing Algorithm. Through detailed analysis tech-



TABLE IV: Highest Average ICE values for the 5 most
important attributes.

Attribute Average ICE Value
Average Glucose Level 0.5233
BMI 0.4912
Age 0.5156
Work Type 0.5261
Smoking_Status 0.4814

niques like importance ranking, box plot analysis, cor-
relation examination, and ICE plots, the study reveals
intricate patterns in stroke prediction, underscoring the
unique and high-quality nature of the dataset focused on
this specific medical issue. This focus, combined with the
innovative balancing algorithm, lays a solid foundation
for future research to develop more precise and effective
stroke prediction models. The importance of timely stroke
detection and prevention highlights the potential of the
’PredictStr’ dataset to significantly advance medical re-
search and improve patient outcomes.
Future research directions include expanding the dataset’s
applicability, integrating diverse data types, and exploring
cutting-edge machine learning models. Collaboration with
healthcare professionals and the adoption of real-time
monitoring could translate these findings into practical
applications, enhancing proactive health interventions and
patient care.
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