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LOOP TORSORS AND ABHYANKAR’S LEMMA

PHILIPPE GILLE

Abstract. We define the notion of loop torsors under certain group schemes de-
fined over the localization of a regular henselian ring A at a strict normal crossing
divisor D. We provide a Galois cohomological criterion for classifying those torsors.
We revisit also the theory of loop torsors on Laurent polynomial rings.
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1. Introduction

In the reference [22], we investigated a theory of loop torsors over the ring of
Laurent polynomials Rn = k[t±1

1 , . . . , t±1
n ] over a field k of characteristic zero. The

main application is the study of forms of toroidal Lie algebras [7] and conjugacy of
Cartan subalgebras in extended affine Lie algebras [9].

Given a linear algebraic k–group G, the loop G–torsors over Rn are constructed
with a special kind of Galois cocycles (called loop cocycles) which do not involve any
denominator. Using Bruhat-Tits’ theory, this permitted to relate the study of those
torsors to that of reductive algebraic groups over the field of iterated Laurent series
Fn = k((t1)) . . . ((tn)). One important result is the acyclicity fact H1

loop(Rn, G)
∼−→

H1(Fn, G) providing a nice dictionnary between loop Rn-torsors under G and
Fn-torsors under G [22, Thm. 8.1].

The first part of the paper is to extend a bunch of the above results to an arbitrary
base field and also to allow certain useful locally algebraic groups which are not alge-
braic (e.g. automorphism groups of reductive groups). This requires some preliminary
work in the legacy of SGA3 involving the pro-étale theory of Bhatt-Scholze [1].

The next issue is to start a similar approach with the localization AD of a regular
henselian ring A at a strict normal crossing divisor D and to relate with algebraic
groups defined over a natural field associated to A and D, namely the completion
Kv of the fraction field K with respect to the valuation arising from the blow-up of
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2 P. GILLE

Spec(A) at its maximal ideal. It can be seen as a thickening of the previous setting
and this explains why we have to consider the case of Laurent polynomials first.

Another way to relate the two settings (say the Laurent setting and the Abhyankar
setting) is the following example. We can take A = k[[t1, . . . , tn]] with divisor
t1t2 . . . tn = 0. In this case AD = k[[t1, . . . , tn]][

1
t1
, . . . 1

tn
] contains the ring Rn and

we have Kv
∼= k

(
t1
tn
, . . . , t1

tn−1

)((tn)). The two rings Rn and AD are close in the sense

they share the same tame covers.
Returning to the case of general AD, the main result is the injectivity of the base

change map H1
loop(AD, G̃) → H1(Kv, G) for a smooth A–group scheme G̃ which is

the extension of a twisted contant S–group scheme by a reductive A–group scheme
G (Thm. 6.9). Furthermore this base change map controls reducibility and isotropy
issues for the relevant twisted group schemes. The applications concern local-global
principles for torsors and homogeneous spaces à la Harbater-Hartmann-Krashen, see
[19, 20].

Acknowledgements. We are indebted to Laurent Moret-Bailly for his proof of
Proposition 2.1. We thank Raman Parimala for sharing her insight about the pre-
sented results. We thank Vladimir Chernousov and Arturo Pianzola for useful com-
ments.

2. Preliminaries

Let S be a base scheme. We use fpqc covers and topology in the sense of Kleiman,
see [41, §2.3.2] or alternatively [39, Tag 03NW]. The fpqc topology is the default
topology for dealing with torsors under a group scheme.

A scheme X is ind-quasi-affine if every quasi-compact open of X is quasi-affine; a
morphism of schemes f : X → S is ind-quasi-affine if f−1(V ) is ind-quasi-affine for
each affine open V in Y [39, 0AP5]. This notion is stable by base change and local
for the fpqc topology [39, Tags 0AP7, 0AP8].

2.1. Descent and valuative criterion of properness. The next statement is im-
plicit in [36]. The proof below is that of L. Moret-Bailly.

Proposition 2.1. Let (Si)i∈I be a fpqc cover of S and let X be a separated S-scheme.
Then X satisfies the valuative criterion of properness1 if and only if each X ×S Si
satisfies the valuative criterion of properness.

Proof. We put T =
⊔
i∈I Si. The valuative criterion is preserved by an arbitrary base

change, so that the direct way is then clear. For the converse, we assume that X×S T
satisfies the valuative criterion of properness. We may assume that S = Spec(A)
where A is a valuation ring of fraction field K. Given a point x ∈ X(K), we need
to show that x extends uniquely to a point of X(A). The unicity is clear since X is

1with existence and uniqueness, see [39, Tag 03IX or 0BX5, (3)].
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separated. For the existence, there exists some i and a point t ∈ Si lying above the
closed point s of S. Its local ring R dominates A (it is flat over A so that contains
A). Let P be a prime ideal of R such that P ∩A = 0. Then R/P is local integral and
dominates A. There exists a valuation ring A′ of field of fractions K ′ = Frac(R/P ),
which dominates R [39, Tag 00IA] and a fortiori A. By construction the A-module
A′ is torsion-free hence A′ is flat over A hence faithfully flat [39, Tag 00HR].

We put S ′ = Spec(A′). Since XS′ = XT ×T S
′, it follows that XS′ → S ′ satisfies

the valuative criterion of properness. Let x′ be the image of x in X(K ′), it defines an
unique point x′0 ∈ X(A′). We claim that x′ descends uniquely to a point of X(A). We
start with the existence and consider the dense open subscheme U = Spec(K) (resp.
U ′ = Spec(K ′)) of S (resp. S ′). According to Grothendieck’s faithfully flat descent
theorem [41, Thm. 2.5.2] we have an exact diagram of sets

X(S) //

� _

��

X(S ′) //
//

� _

��

X(S ′ ×S S
′)

� _

��

X(U) // X(U ′) //
// X(U ′ ×U U

′)

where vertical maps are injective since U is dense in S (resp. U ′ in S ′, U ′ ×U U
′ in

S ′ ×S S
′). This shows that the point x′0 descends to a point of X(S) which maps to

x ∈ X(U). �

Let CovS the category of étale covers of S satisfying the valuative criterion of
properness introduced by Bhatt-Scholze [1]. We consider its full subcategory Cov+S
consisting in separated étale covers satisfying the valuative criterion of properness.
Note that Cov+

S coincide with CovS if S is topologically noetherian (see the proof of
Lemma [1, lemma 7.3.9]), for example if S is locally noetherian.

Examples 2.2. (a) Field case. We assume that S = Spec(k) for a field k. We remind
the reader that the assignement X → X(ks) provides an equivalence of categories be-
tween the category of étale k-schemes and the category of Galois sets [11, I.4.6.4].
Furthermore the correspondence exchanges monomorphisms with injections so that
monomorphisms in the category of étale k-schemes are clopen immersions. The cor-
respondence exchanges epimorphisms with surjections so that so that epimorphisms
in the category of étale k-schemes are the surjective étale morphisms.

The above correspondence induces furthermore an equivalence of categories be-
tween Galois modules and commutative étale k–groups. For example we can deal
with the k–group µl∞ of l∞–roots of unity for any prime l invertible in k.
(b) The case of a henselian local scheme S. According to [1, lemma 7.3.9], any object
of CovS is a disjoint union of finite étale S–schemes.

Proposition 2.1 together with [41, prop. 2.36] implies that Cov+S satisfies fpqc de-
scent. A special case of elements of Cov+

S are the twisted constant schemes discussed
in the next section.
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2.2. Constant schemes. A constant S-scheme is a S-scheme isomorphic to MS =⊔
m∈M S for a set M . Given two sets, we have HomS(MS, NS) = HomSets(M,N)S so

that

HomS(MS, NS) =
(
HomSets(M,N)S

)
(S) =

{
locally constant functions Stop → HomSets(M,N)

}
;

see for example [32, §3.1] for details. In other words an S-morphism f : MS → NS

determines a partition S = ⊔i Si such that f|Si
= (fi)Si

for an fi ∈ HomSets(M,N)
for each i. Since each (fi)Si

is étale, descent theory shows that f is étale [41, prop.
2.36].

Lemma 2.3. (1) The following are equivalent:

(i) f is a clopen immersion;

(ii) f is a monomorphism in the category of S–schemes;

(iii) each fi is injective.

(2) The following are equivalent:

(i) the morphism f admits a retraction;

(ii) the morphism f is surjective étale;

(iii) f is an effective epimorphism in the category of S–schemes;

(iv) f is an epimorphism in the category of S–schemes;

(v) each fi is surjective.

Proof. (1) The implication (i) =⇒ (ii) follows from [12, 4.17.9.1] and the implication
(ii) =⇒ (iii) is straightforward.

(iii) =⇒ (i). If the fi’s are injective, we have a partition NS =MS ⊔
⊔
i∈I(N \fi(M))Si

so that f is a clopen immersion.

(2) The implication (i) =⇒ (ii) is obvious, the implication (ii) =⇒ (iii) follows from
fpqc descent (see after [41, Thm. 2.55]), the implication (iii) =⇒ (iv) is obvious and
(iv) =⇒ (v) is straightforward.

(v) =⇒ (i). We have alreadu seen that f is étale. Let si : N → M be a splitting of
the surjective map fi for each i ∈ I. Then si induces a retraction of MSi

→ NSi
so

that f admits a retraction. In particular f is surjective.
�

2.3. Twisted constant schemes. A twisted constant S-scheme X is an S-scheme
which is locally isomorphic to a constant scheme with respect to the fpqc topology,
that is, there exists a fpqc cover (Si)i∈I such that each X×S Si is a constant Si–group
scheme [38, X.5.1]. Such a cover is called a splitting cover. The twisted constant
S-scheme X is said quasi-isotrivial (resp. isotrivial) if X admits an étale (resp. finite
étale) splitting cover (that is, we can take the (Si)i∈I such that ⊔i∈ISi is an étale
cover, resp. a finite étale cover).
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We denote by TwcS the full subcategory of SchS whose objects are twisted constant
S–schemes. We have the analogous notion for S–group schemes.

Lemma 2.4. Let X be a twisted constant S-scheme.

(1) X is ind-quasi-affine over S.

(2) The morphism X → S is a separated étale morphism and satisfies the valuative
criterion of properness.

Proof. Both statements are local for the fpqc topology according to [39, Tag 0AP8],
[12, 2.2.7.1.(i), 4.17.7.4] and Proposition 2.1. We can assume that X is constant by
fpqc localization, that is, X =MS for a set M and furthermore that S = Spec(A) is
affine.

(1) We are given a quasi-compact open subset U ⊂ X =MS and want to show that it
is quasi-affine. We have U =

⊔
m∈M Um where Um is a quasi-compact open subset of

Spec(A). There there exists a finite subset M0 ⊂ M such that U =
⊔
m∈M0

Ui. Since
each Ui is quasi-affine, it follows that U is quasi-affine.

(2) It is clear that MS is separated étale over S. For each S–valuation ring A of
fraction field K, we have MS(A) = M = MS(K) so that MS satisfies the valuative
criterion of properness. �

Lemma 2.5. (1) The morphisms in the category TwcS are étale.

(2) The monomorphisms in the category TwcS are the clopen immersions.

(3) The epimorphisms in the category TwcS are the surjective étale morphisms.

Of course the analogous statements hold in the category of group schemes.

Proof. All statements are local with respect to the fpqc topology so boil down to the
constant case already handled in §2.2. �

Lemma 2.6. Let f : X → Y be an S-morphism between twisted constant S-schemes.

(1) If f is a clopen immersion and Y is constant then there exists a partition S =
⊔i∈I Si such that each XSi

is constant.

(2) If f is a clopen immersion and Y is quasi-isotrivial then X is quasi-isotrivial.

Proof. (1) We assume that Y = NS for a set S. Lemma 2.5.(1) shows that X → NS =
Y is a clopen immersion so that NS = X ⊔ X ′ where X = ⊔n∈NXn, X

′ = ⊔n∈NX ′
n

with S = Xn ⊔ X ′
n for each n ∈ N . It provides a partition S = ⊔i∈ISi such that

XSi
= ⊔n∈Ni

S for Ni ⊂ N .

(2) We apply the previous reasoning after base change by a splitting étale morphism
S ′ → S of Y . �

Let (Si)i∈I → S be a fpqc cover. According to Gabber [39, Tag 0APK], any
(Si)i∈I/S-data descent of ind-quasi-affine schemes (Xi → Si) is effective. Let us state
a few applications of that.
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Lemma 2.7. The category TwcS satisfies fpqc descent.

Proof. Let (Si)i∈I → S be a fpqc cover and let (Si)i∈I/S-data descent of twisted con-
stant schemes (Xi → Si). Since each Xi is ind-quasi-affine over Si (Lemma 2.4.(1)),
Gabber’s result provides an S–scheme X together with isomorphisms X ×S Si ∼= Xi.
It follows that X is twisted constant over S so we are done. �

Gabber’s result yields also the following generalization of the case of affine group
schemes.

Lemma 2.8. Let G be an ind-quasi–affine S–group scheme.

(1) Sheaf G–torsors are representable by ind-quasi–affine S–schemes.

(2) If E is a sheaf G–torsor, then the inner twist EG is representable by an ind-quasi–
affine S–group scheme.

Lemma 2.9. Let G be a twisted constant S-group scheme.

(1) The G–torsors (for the fpqc topology) are representable by twisted constant S-
schemes.

(2) If E is a sheaf G–torsor, then the inner twist EG is representable by a twisted
constant S-scheme.

(3) Let H be a twisted constant S–group scheme and let f : H → G be a monomor-
phism. Then f is a clopen immersion and the fpqc quotient G/H is representable by
a twisted constant S-scheme. Furthermore if G is isotrivial (resp. quasi-isotrivial)
then the twisted constant S–scheme G/H is isotrivial (resp. quasi-isotrivial).

(4) If H is normal in G, the fpqc quotient G/H is representable by a twisted constant
S-group scheme. Furthermore if G is isotrivial (resp. quasi-isotrivial) then G/H is
isotrivial (resp. quasi-isotrivial).

Proof. (1) This is a a special case of Lemma 2.8.(1) in view of Lemma 2.4.

(2) Lemma 2.8.(2) insures representability of EG and this S-scheme is twisted constant
according to 2.7.

(3) In view of Lemma 2.5.(1), H is a clopen immersion. Once again the question is
local for the fpqc topology. We can assume that G = ΓS and H = ΘS are constant.

Since HomS−gr(H,G) =
(
Homgr(Θ,Γ)

)
(S), there exists a partition S = ⊔iSi such

that fSi
= (fi)Si

where eacg fi : Θ → Γ is an abstract group homomorphism. Since
f is a monomorphism, so is each fi. The fpqc quotient G/H is representable by
⊔i(Γ/fi(Θ))Si

so is a twisted constant S–scheme.
We assume now that G is isotrivial, that is, there exists a finite étale cover

S ′ = ⊔i∈I Si of S such that GSi

∼−→ (Γi)Si
where the Γ′

is are abstract groups. Without
loss of generality we can assume that GS′

∼−→ (Γ)S′. The locally isotrivial variant
holds as well by Zariski localization.

(4) We let to reader to mimick the preceding reasoning for the case H normal in G.
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�

A consequence of Bhatt-Scholze’s pro-étale theory [1] is the following.

Corollary 2.10. Assume that S is connected, normal and locally noetherian. Let K
be the fraction field of X, let Ks be the separable closure of K and let η : Spec(Ks) → S
be the associated point. Let π1(S, η) be the Grothendieck fundamental group of S.

(1) The category of continuous π1(S, η)-sets, the category TwcS and the category CovS
are equivalent.

(2) An object X of CovS is isomorphic to a disjoint union
⊔
i∈I Si where each Si is a

finite étale connected cover of S. Furthermore we have X(S) = X(K).

Proof. (1) This involves the category LocS of locally constant pro-étale sheaves. In

this case we have πpro−ét1 (S, η) = π1(S, η) according to [1, lemma 7.4.10] so that
Theorem 1.10 of that reference states the equivalence of the categories π1(S, η)-sets
and LocS. On the other hand the same result establishes an equivalence of categories
between LocS and CovS. By transtivity, it follows that the category of continuous
π1(S, η)-sets is equivalent to CovS.

It remains then to check that the full embedding TwcS → CovS is essentially
surjective.

We are given an object X of CovS. Since it arises from a Galois set, there is
partition X =

⊔
i∈I Si where each Si is a finite étale connected cover of S. To show

that X is twisted constant is local for the Zariski topology so that we can assume
that S = Spec(A) is affine. We denote by Spec(Asc) → Spec(A) = S the simply
connected cover of S [42, prop. 3.4]. It is a faithfully flat cover which splits X. Thus
X is twisted constant.

(2) We already provided a partition X =
⊔
i∈I Si where each Si is a finite connected

étale cover of S. Next we want to show that X(S) = X(K). Since S is dense
in Spec(K) and X is separated, the map X(S) → X(K) is injective. Let Ki be
the function field of Si. Since Spec(Ki) = Si,K , we have S(K) =

⊔
i∈I Si(K) =⊔

i∈I HomK−alg(Ki, K). It follows that I0 ∼= S(K) where I0 stands for the indices
i such that K = Ki or equivalently S = Si. Thus X(S) → X(K) is onto and
bijective. �

Remark 2.11. In the proof of Theorem 2.10, we can avoid the reduction to an affine
scheme if S is qcqs by using directly the simply connected cover Ssc of S (as defined
in [42, prop. 3.4]).

Corollary 2.12. Assume that S is connected, normal and noetherian. Let X =⊔
i∈I Si be a twisted constant S-scheme where each Si is a finite étale cover of S.

Then the following are equivalent:

(i) the Si’s admit a common splitting finite Galois cover;

(ii) X is isotrivial;

(iii) X is quasi-isotrivial.
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Proof. The assumptions imply that S is qcqs [39, Tags 01OV, 01OY]; let Ssc be the
universal cover of S as defined in [42, prop. 3.4]. The implications (i) =⇒ (ii) =⇒ (iii)
are obvious. Let us etablish (iii) =⇒ (i). We assume that X is quasi-isotrivial.
Next we consider the continuous surjective map q : Gal(Ks/K) → π1(S, η) and
denote by Hi the preimage of Gi for each i ∈ I. We denote by G =

⋂
i∈I Gi and

by H = q−1(G) =
⋂
i∈I Hi. We have XK

∼=
⊔
i∈I Spec(K

Hi
s ). Since XK is quasi-

isotrivial, Example 2.2 provides a normal open subgroup H̃ of Gal(Ks/K) such that

KH̃
s is the minimal splitting field of XK . More precisely H̃ is the largest normal open

subgroup of H such that H̃ ⊂ Hi for all i. We put G̃ = q(H̃), it is an open normal

subgroup of π1(S, η) such that G̃ ⊂ Gi for each i. We put S̃ = Ssc/G, this is a finite
Galois cover of S which splits each Si. �

2.4. Extensions of twisted constant group schemes. If G→ S is an ind-quasi-
affine, fpqc descent [39, Tag 0APK] implies that sheaf fpqc G-torsors are representable
by ind-quasi-affine S-schemes. Similarly if E is a fpqc sheaf Aut(G)–torsor, then the
inner twist EG of G by E is representable by an ind-quasi-affine S-group scheme. In
the spirit of [38, VIBV9.2], we have the following fact.

Lemma 2.13. Let u : G′ → G be a monomorphism of S–group schemes and assume
that the fpqc quotient G/G′ is representable by an S–scheme X. Then G′ is ind-quasi-
affine over S if and only if the quotient morphism q : G→ X is ind-quasi-affine.

Proof. If q is ind-quasi-affine so is G′ → S by base change. We assume that G′ → S
is quasi-affine. Let (Xi)i∈I be an fppc cover of X such that q−1(Xi) ∼= Xi×SG

′. Since
q−1(Xi) is ind-quasi-affine over Xi for each i, fpqc descent enables us to conclude that
q is ind-quasi-affine [39, Tag 0AP8]. �

We deal with an S-group scheme G̃ fitting in an exact sequence of the shape

(2.1) 1 → G→ G̃→ J → 1

where G is affine and J is twisted S–constant. Combining Lemmas 2.4 and 2.13 yields
that G̃ is ind-quasi-affine so that Lemma 2.8 applies to G̃.

Lemma 2.14. We assume that S is connected, normal, locally noetherian. We denote
by K the function field of S.

(1) The map H1(S, J) → H1(K, J) is injective.

(2) J-torsors are isotrivial.

Proof. (1) The standard torsion argument reduces to establish the triviality of the
kernel of H1(S, J) → H1(K, J). We have seen that J-torsors are representable by
twisted constant S–schemes. Let [E] be an element of the kernel of H1(S, J) →
H1(K, J). According to Corollary 2.10, we have E(S) = E(K). It follows that
E(S) 6= ∅ so that [E] = 1.
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(2) Let E be a J–torsor. Corollary 2.10 states that E ∼=
⊔
i∈I Si where the Si’s are

connected finite étale covers of S. In particular E(Si) 6= ∅ for each i ∈ I so that E is
isotrivial.

�

Remark 2.15. With Grothendieck’s method of [38, X.5], one can prove that state-
ment provided the twisted S–group scheme J quasi-isotrivial.

Example 2.16. Let us illustrate the statement for a field k with the k–group µl∞
of l∞ root of unity attached to an invertible prime l. Given a ∈ k×, we consider the
Galois set lim−→n

{xn ∈ k×s | xlnn = a al
n} where the transition maps are xn 7→ xln, it

defines a twisted constant k–scheme X which is a µl∞-torsor. Putting b = l
√
a ∈ ks,

the elements bn = bl
n−1

defines a point of X(k) so that this µl∞-torsor is isotrivial.

Lemma 2.17. Assume that S is connected, locally noetherian and normal. In the

sequence (2.1), assume that G is reductive. Then the G̃-torsors over S are semi-locally
isotrivial (and a fortiori quasi-isotrivial).

Proof. It is known for J by Lemma 2.14.(2) and for G by [38, XXIV.4.16]. The
dévissage from these two cases is similar with the argument of the proof of [38,
XXIV.4.24]. �

From now on we assume that G is reductive. The S–group G̃ acts on its normal
S–subgroup G and we consider the commutative diagram

1 // G //

Int
��

G̃ //

Int
��

J

h
��

// 1

1 // Gad = G/C(G) // Aut(G) // Out(G) // 1.

where the bottom exact sequence is [38, XXIV.1.1]. Note that Out(G) is a twisted
constant S–group scheme (but not necessarily quasi-isotrivial, this is the case however
if G is quasi-isotrivial).

2.5. Normalizers, I. Let P be an S-parabolic subgroup of G equipped with a Levi
S-subgroup L. The normalizer NG̃(P, L) is representable by a separated smooth S–

group scheme which is S-closed in G̃ [16, Lemme 3.4.54]. We claim that the sequence

1 → G→ G̃→ J → 1 induces an exact sequence of S–group schemes

(2.2) 1 → L→ NG̃(P, L) → JP,L → 1

where JP,L is an S–subgroup scheme of J . Since L = NG(P, L) is smooth (and
a fortiori flat over S), we know that NG̃(P, L)/L is representable by an A–group
scheme JP,L which is locally of finite presentation [38, XVI.2.3]. Furthermore the
homomorphism JP,L → J is a monomorphism. According to [38, VIB.9.2.(xii)], JP,L
is S–smooth, so is S-étale since J is étale. We shall say more on JP,L in Lemma 2.19.
To pursue we deal with the following special case.
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Lemma 2.18. (1) The S–functor Aut(G,P, L) is representable by a smooth S–group
scheme which fits in an exact sequence of smooth S-group schemes

1 → L/C(G) → Aut(G,P, L) → Out(G,P, L) → 1.

(2) The S–group scheme Out(G,P, L) is twisted constant and is a clopen S-subgroup
of Out(G).

(3) The fppf quotient Out(G)/Out(G,P, L) is representable by a finite étale S–scheme.

Proof. (1) This is the special case of the above fact when taking Aut(G,P, L) for G̃.

(2) The statement is local for the fpqc topology so that we can assume that G is
split and that P is a standard parabolic subgroup. If G is adjoint, then Out(G,P, L)
and Out(G) are finite constant [16, lemme 5.1.2] so that the statement is obvious.
We consider the exact sequence 1 → C(G) → G → Gad → 1 and the natural
map Aut(G) → Aut(Gad). The correspondence [16, Lemma 3.2.1.(2)] shows that
Aut(G,P, L) = Aut(G) ×Aut(Gad) Aut(Gad, Pad, Lad). We obtain a commutative dia-
gram

Aut(G,P, L)
∼
//

��

Aut(G)×Aut(Gad) Aut(Gad, Pad, Lad)

��

Out(G,P, L)
r

// Out(G)×Out(Gad) Out(Gad, Pad, Lad)

Claim 2.1. The bottom horizontal map r is an isomorphism.

Since Out(G,P, L) → Out(G) is a monomorphism so is r. It is then enough
to prove that the right vertical map is an epimorphism of flat sheaves. Let u ∈(
Out(G)×Out(Gad) Out(Gad, Pad, Lad)

)
(T ) for an S-scheme T . Up to localize for the

flat topology, u is represented by elements a ∈ Aut(G)(T ) and b ∈ Aut(Gad, Pad, Lad)(T )
having same image in Out(Gad)(T ). It means that there exists y ∈ Gad(T ) such that
a Int(y) = b ∈ Aut(Gad). The pair (a Int(y), b) defines an element of(
Aut(G)×Aut(Gad) Aut(Gad, Pad, Lad)

)
(T ) mapping to u. The claim is then estab-

lished.
It follows that Out(G,P, L) → Out(G) is a clopen immersion. Also since the

category of twisted S-group schemes is stable by cartesian product, we obtain that
Out(G,P, L) is a twisted constant S–group scheme.

(3) We can continue with the same reductions. We have seen that Out(Gad)/Out(Gad, Pad, Lad)
is finite S-étale. According to §2.3, the fppf quotient Out(G)/Out(G,P, L) is repre-
sentable by a twisted constant S-scheme and so is Out(Gad)/Out(Gad, Pad, Lad). The
map Out(G)/Out(G,P, L) → Out(Gad)/Out(Gad, Pad, Lad) is a monomorphism so is
a clopen immersion according to Lemma 2.5.(1). Thus Out(G)/Out(G,P, L) is finite
S-étale. �
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Lemma 2.19. (1) The map JP,L → J is a clopen immersion and JP,L is a twisted
constant S–group scheme. If J is furthermore quasi-isotrivial, so is JP,L.

(2) The fppf quotient J/JP,L is representable by a finite étale S–scheme.

Proof. (1) The S–functor Aut(G,P, L) is representable by a smooth S-scheme [16,

prop. 3.4.3] and we have NG̃(P, L)
∼−→ G̃ ×Aut(G) Aut(G,P, L). We obtain then the

commutative diagram

NG̃(P, L)
∼

//

��

G̃×Aut(G) Aut(G,P, L)

��

JP,L
r

// J ×Out(G) Out(G,P, L).

Claim 2.2. The bottom map r is an isomorphism.

Since JP,L → J is a monomorphism so is r. It is then enough to prove that the right
vertical map is an epimorphism of flat sheaves. For that we deal with an S-scheme T

and an element u ∈
(
J ×Out(G) Out(G,P, L)

)
(T ). Up to localize for the flat topology

we may assume that there exists g̃ ∈ G̃(T ) and a ∈ Aut(G,P, L)(T ) such that g̃ and
a have same image in Out(G)(T ). It means (again up to localize) that there exists
y ∈ G(T ) such that int(g̃ y) = a. It follows that g̃ y normalizes (P, L) so that (g̃ y, a)

defines an element of
(
G̃ ×Aut(G) Aut(G,P, L)

)
(T ) which maps to u. The claim is

then established.
According to Lemma 2.18.(2), the map Out(G,P, L) → Out(G,P ) is a clopen

immersion between twisted constant S-group schemes. Claim 2.2 implies that JP,L →
J is a clopen immersion and also that JP,L is a twisted constant S-group. Finally it
is quasi-isotrivial since J is (Lemma 2.6.(2)).

(2) According to §2.3, the fppf quotient J/JP,L is representable by a twisted constant
S-scheme. On the other hand we know that Out(G)/Out(G,P, L) is representable by
finite S-étale scheme. The map J/JP,L → Out(G)/Out(G,P, L) is a monomorphism
so is a clopen immersion according to Lemma 2.5.(1). Thus J/JP,L is finite S-étale.

�

The conclusion is that the sequence (2.2) has the same shape than the initial

sequence 1 → G→ G̃→ J → 1.

2.6. Normalizers, II. Now let P be an S-parabolic subgroup of G. According to
[16, prop. 3.4.3], the fppf sheaf NG̃(P ) is representable by a smooth S–scheme which

is closed in G̃. Furthermore the quotient G̃/NG̃(P ) is representable by a smooth S-
scheme. In the same manner as in the previous section, we can construct an exact
sequence of smooth S–group schemes

1 → P → NG̃(P ) → JP → 1
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such that JP is a twisted constant S-group and that J/JP is representable by a finite
étale S-scheme. A complement is the following (which extends [38, XXII.5.8.5]).

Lemma 2.20. The scheme G̃/NG̃(P ) is a projective S-scheme.

Proof. We establish first that the S-scheme G̃/NG̃(P ) is proper. In view of [12,

2.2.7.1.(vii)], the statement is local with respect to the fpqc topology; since J/JP
is finite étale over S we can assume that J/JP = S ⊔ S · · · ⊔ S (d times) and that

there exist g̃1, . . . , g̃d ∈ G̃(S) mapping to the pieces of J/JP . In this case we have

G̃/NG̃(P )
∼−→ G/P ⊔ · · · ⊔ G/P (d times) which is proper over S ⊔ · · · ⊔ S so that

G̃/NG̃(P ) is proper over S.

The assignment g̃ → [g̃P ] defines a monomorphism h : G̃/NG̃(P ) → Par(G). Since

G̃/NG̃(P ) is S-proper, the morphism h is proper [39, Tag 01W6, (2)] so is a closed
immersion [12, 3.8.11.5]. Since Par(G) is S-projective, we conclude that the S-scheme

G̃/NG̃(P ) is projective. �

2.7. Reductive group schemes and reduciblility. Let H be a reductive S-group
scheme. We denote by Par(H) the total scheme of parabolic subgroups of H [38,
XXVI.3]. It decomposes as Par(H) = Par+(H) ⊔ S, where S corresponds to the fact
that H itself is a parabolic subgroup scheme. The scheme Par+(H) is called the total
scheme of proper parabolic subgroups and is also projective over S.

We say that H is reducible if it admits a proper parabolic subgroup P such that P
contains a Levi subgroup L. The opposite notion is irreducible.

If S is affine, the notion of reducibility for H is equivalent to the existence of
a proper parabolic subgroup P [38, XXVI.2.3], so there is no ambiguity with the
terminology of [21].

We say that H over is isotropic if H admits a subgroup isomorphic to Gm,S . The
opposite notion is anisotropic. According to [16, Thm. 7.3.1.(ii)], if S is connected,
H is isotropic if and only if H is reducible or the radical torus rad(H) is isotropic.

By extension, if an S-g roup scheme M acts onH , we say that the action is reducible
if it normalizes a couple (P, L) where P is a proper parabolic subgroup of H and L
a Levi subgroup of P . The action is otherwise called irreducible.

We say that the action of M on H is isotropic if it centralizes a S–subgroup Gm

of H . Otherwise the action is anisotropic. We shall use several times the following
statement which was implicitely used in [22, §2.4].

Corollary 2.21. [18, cor. B.2] Assume that S is connected. The following are equiv-
alent:

(i) The action of M on H is isotropic;

(ii) The action of M on rad(H) is isotropic or the action of M on H is reducible.

A useful complement is the following.
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Proposition 2.22. [18, prop. B.3] Assume that S = Spec(R) is affine and connected,
that M is a flat affine R–group scheme whose geometric fibers are linearly reductive
(e.g. M is of multiplicative type). If M normalizes an R–parabolic subgroup P of H,
there exists λ : Gm → H which is M-invariant such that P = PH(λ). In particular
L = CH(λ) is a Levi subgroup of P which is normalized by M .

3. Loop torsors on varieties

We come back here on variant of results of [10, 22]. We extend them to the char-
acteristic free case and to a wider class of k–group schemes.

3.1. Loop torsors. Let G be a locally algebraic group defined over a field k. Let
ks/k be an absolute Galois closure and denote by Γk = Gal(ks/k) the absolute Galois
group. Let X be a geometrically connected smooth k-scheme equipped with a ks-point
x.

Kerz and Schmidt showed that the four notions of tamely ramified covers of X
coincide [28, Thm. 4.4]. As explained in the introduction of [26], tameness of a
covering should be thought of as “at most tamely ramified along the boundary of
compactifications over the base”. We use mostly here the so-called divisor-tameness
definition. We say then that a finite connected étale cover Y → X is divisor-tame if
for every normal compactification Xc of X and every point x ∈ Xc\X of codimension
1, the discrete rank one valuation vx on k(X) associated with x is tamely ramified
in the finite, separable field extension k(Y )/k(X) 2. Let (X tsc, xtsc) be the simply
connected tame cover of (X, x). We have the fundamental exact sequence of profinite
groups

(3.1) 1 → πt1(Xks, x) → πt1(X, x) → Gal(ks/k) → 1.

We get then a map

H1(πt1(X, x), G(ks)) → H1(πt1(X, x), G(X
tsc)) →֒ H1(X,G)

whose image is denoted by H1
loop(X,G). We say that a sheaf G–torsor over X is loop

if its class belongs to H1
loop(X,G).

From now on we assume that x ∈ X(ks) is a k-point. The sequence (3.1) comes
with a splitting sx : Gal(ks/k) → πt1(X, x). We have then a decomposition

πt1(X, x) = πt1(Xks, x)⋊Gal(ks/k).

It follows that the profinite group πt1(X, x) is equipped with a structure of affine
algebraic k–group. A basic tamely ramified cover is of the shape Yl where Y →
X is a geometrically connected M–torsor for some finite quotient M of πt1(X, x)
and l/k a finite Galois extension such that Ml is constant. In this case we have

2Denoting by Kx the completion of k(X) for the valuation vx, it means that in the decomposition
k(Y ) ⊗k(X) Kx = L1 × · · · × Lr, each finite separable field extension Li/K is tamely ramified,
that is, the residue field extension is separable and the ramification indices are coprime with the
characteristic exponent of the residue field.
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Gal(Yl/X) = M(l) ⋊ Gal(l/k). We observe that every continuous finite quotient of
πt1(X, x) factorizes through such a cover.

We are given a loop cocycle η ∈ Z1
(
π1(X, x),G(ks)

)
. Its restriction η|Γk

is called

the arithmetic part of η and its denoted by ηar: it is an element of Z1
(
Γk,G(ks)

)
.

Next we consider the restriction of η to πt1(Xks, x) that we denote by ηgeo and called
the geometric part of η. By taking into account the Galois action, the map ηgeo :
πt1(Xks, x) → ηarG is a homomorphism of algebraic k–groups.

Lemma 3.1. (1) The map η → (ηar, ηgeo) provides a bijection between Z1
(
πt1(X, x), G(ks)

)

and the couples (z, φ) where z ∈ Z1
(
Γk, G(ks)) and φ : πt1(X, x) → zG is a k–group

homomorphism.

(2) We have an exact sequence of pointed sets
(3.2)

1 → Homk−gr(π
t
1(Xks, x), G)/G(k) → H1

(
πt1(X, x), G(ks)

) Resx−−−→ H1
(
Γk, G(ks)

)
→ 1.

Furthermore the first map is injective.

(3) We have a decomposition

H1
(
πt1(X, x), G(ks)

)
=

⊔

[z]∈H1(k,G)

Homk−gr(π
t
1(Xks, x), zG)/zG(k).

Proof. (1) This is similar with [22, lemma 3.7].

(2) Part (1) defines a map

Homk−gr(π
t
1(Xks, x), G) → Z1

(
πt1(X, x), G(ks)

)
→ H1

(
πt1(X, x), G(ks)

)

which is G(k)-invariant. It applies a k–homomorphism φ : πt1(Xks, x) → G to the

loop cocycle φ̃ : πt1(X, x) → G defined by φ̃(τ, σ) = φ(σ) for (τ, σ) ∈ πt1(X, x) ⋊
Γk. The first part shows that the only thing to do is to establish injectivity for
the map Homk−gr(π

t
1(Xks, x), G)/G(k) → H1

(
πt1(X, x), G(ks)). We are given two k–

homomorphisms φ, ψ : πt1(X, x), G(ks)) having same image in H1
(
πt1(X, x), G(ks)).

This means that there exists g ∈ G(ks) such that ψ̃(τ, σ) = g−1 φ̃(τ, σ) σg for all

(τ, σ) ∈ πt1(X, x) ⋊ Γk (observe that τ acts trivially on G(ks)). Since 1 = ψ̃(1, σ) =

g−1 φ̃(1, σ) σg = g−1 σg we obtain that g ∈ G(k). Thus φ and ψ are G(k)–conjugated.

(3) By considering the fibers of the surjective map Resx : H1
(
πt1(X, x), G(ks)

)
→

H1(k,G), we have a decomposition

H1
(
πt1(X, x), G(ks)

)
=

⊔

[z]∈H1(k,G)

Res−1
x ([z]).

Assertion (2) provides a bijection Homk−gr

(
πt1(Xks, x), G

)
/G(k)

∼−→ Res−1
x ([1]) and

the usual twisting argument provides a bijection Homk−gr

(
πt1(Xks, x), zG

)
/zG(k)

∼−→
Res−1

x ([z]) for each [z] ∈ H1(k,G). The above decomposition provides then the desired
decomposition. �
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3.2. Extensions of reductive groups. We are mostly interested in k–groups of the

next shape. Let 1 → G → G̃ → J → 1 be an exact sequence of locally algebraic

groups with G = (G̃)0 reductive and J is twisted constant. It follows that J is étale,

that G̃ is smooth and that J is the group of connected components of G̃ [11, II.5.1.8].

We have seen that the G̃–sheaf torsors are representable and also that the inner twist

of G̃ by such a torsor is representable by a locally algebraic group which is of the

same shape than G̃ (see §2.4). We observe that J(ks) = J(X tsc) so that

(3.3)
H1
(
πt1(X, x), J(ks)

)
= H1

(
πt1(X, x), J(X

tsc)
)
= ker

(
H1(X, J) → H1(X tsc, J)

)

in view of [16, cor. 2.9.2]. In other words, this kernel consists of loop torsors.

Lemma 3.2. Let φ, φ′ be two loop cocycles with value in G̃(ks) having same image

in H1(X, J). Then there exists g̃ ∈ G̃(ks) such that φ and σ 7→ g̃−1 φ′ σ(g̃) have same
image in Z1

(
πt1(X, x), J(ks)

)
.

Proof. According to the fact (3.3), the loop cocycles φ, φ′ have same image in Z1
(
πt1(X, x), J(ks)

)
.

Since G̃(ks) maps onto J(ks), it follows that there exists g̃ ∈ G̃(ks) such that φ and
σ 7→ g̃−1 φ′ σ(g̃) have same image in Z1

(
πt1(X, x), J(ks)

)
. �

We say that a loop cocycle φ : πt1(X, x) → G̃(ks) is reducible if the k-homomorphism

φgeo : πt1(Xks, x) → φarG̃ is reducible, that is, normalizes a pair (P, L) where P is a
proper parabolic k–subgroup of φarG and L a Levi subgroup of P .

Lemma 3.3. Let φ ∈ Z1
(
πt1(X, x), G(ks)

)
be a purely geometric loop cocycle. Let

(P, L) be a pair normalized by φgeo where P is a k–parabolic subgroup of G and L is
a Levi k–subgroup of P . We assume that (P, L) is minimal for this property (with
respect to the inclusion). Then the loop cocycle φ takes value in NG̃(P, L)(ks) and it
is irreducible seen as loop cocycle for NG̃(P, L).

Proof. We put L̃ = NG̃(P, L). The assumption implies that the geometric loop cocycle

φ takes value in L̃(ks). We assume that the image ψ of φ in Z1(πt(X, x0), L̃(ks)) is
reducible, that is, there exists a pair (Q,M) normalized by ψgeo = φgeo such that

Q is proper k–parabolic subgroup of L = (L̃)0 and M a Levi subgroup of Q. We
have a Levi decomposition P = U ⋊ L and remind the reader that P ′ = U ⋊ Q is
a k–parabolic subgroup of G satisfying P ′ ( P [2, prop. 4.4.c]. Also MM is a Levi
subgroup of P ′ normalized by φgeo contradicting the minimality of (P, L). �

We say that a loop cocycle φ : πt1(X, x) → G̃(ks) is isotropic if the k-homomorphism

φgeo : πt1(Xks, x) → φarG̃ is isotropic, that is, centralizes a non trivial k–split subtorus
of φarG. We record now the formal following consequence of Corollary 2.21.
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Corollary 3.4. The following are equivalent:

(i) φ is isotropic;

(ii) φ is reducible or the torus (φarC
φgeo)0 is isotropic.

4. Loop torsors on Laurent polynomials

4.1. Basic tame étale covers. Let n ≥ 1 be an integer. We denote by Rn =
k[t±1

1 , . . . , t±1
n ] the ring of Laurent polynomial and by Kn its fraction field. For m ≥ 1

prime to the characteristic exponent of k, we put Rn,m = k[t
± 1

m
1 , . . . , t

± 1

m
n ].

We take 1 ∈ Gn
m(k) as base point. An example of tame cover of Rn is Rn,m ⊗k l =

l[t
± 1

m
1 , . . . , t

± 1

m
n ] where l is a finite Galois field extension of k containing a primitive

m–root of unity. Covers of this shape are called nice basic tame covers.

Lemma 4.1. (1) The above basic tame cover is Galois and we have
Gal(Rn,m ⊗k l/Rn) = µm(l)

n ⋊Gal(l/k).

(2) The inductive limit of the nice basic tame covers is the universal tame cover of
Rn and π1(Rn, 1) = Z′(1)n ⋊Gal(ks/k).

Proof. (1)The Rn–algebra Rn,m⊗k l is connected, étale and free of rank mn[l : k] over
R. The finite group Γ = µm(l)

n ⋊Gal(l/k) acts on Rn,m ⊗k l by
(
ζ1, . . . , ζn)σ

)
. (t

1/m
i ⊗ x) = ζi t

1/m
i σ(x).

According to [40, prop. 5.3.7], the (Rn,m ⊗k l)
Γ-algebra Rn,m ⊗k l is Galois of group

Γ. Since Rn = (Rn,m ⊗k l)
Γ, we obtained the wished statement.

(2) We consider the smooth compactification Xc = (P1
k)
n of X = (Gm)

n and its
boundary is a normal crossing divisor. In this case an étale connected cover Y → X
is tamely ramified if the discrete valuations of k(X) defined by the prime divisors
of Xc \ X ramify tamely in the extension k(Y )/k(X) [28, Thm. 4.4]. Without loss
of generality we can assume that k is separably closed and we have to prove that
the map πt1(Rn, 1) → Z′(1)n (arising from the basic covers) is an isomorphism. The
compactification P1

k of Gm,k is obviously good in the sense that it is the complement
a normal crossing divisor. According to Orgogozo’s theorem [33, Thm. 5.1], we have
a decomposition πt1(Rn, 1) = π1(R1, 1)

n. We are reduced then to the case of Gm and
to show that any connected Galois tame cover is a Kummer cover. Let f : Y → Gm

be a tamely ramified connected Galois cover of group G. Then the field extension
k(Y )/k(t) is tamely ramified at 0 and ∞ so that k(Y )⊗k(t) k((t)) ∼= k((t

1

a ))G/G0 and

k(Y ) ⊗k(t) k((t
−1)) ∼= k((t−

1

b ))(G/G0) where G0 (resp. G∞) is the inertia group at 0
(resp. ∞) and a (resp. b) the ramification index at 0 (resp. ∞). By assumption a and
b are prime to the characteristic exponent of k. We put n = g.c.m.(a, b) and consider
the Kummer cover hn : G′

m → Gm, u 7→ tn. Then Y ×Gm G′
m is a finite G–cover of

G′
m which is unramified at 0 and ∞. Since the projective line is simply connected, it
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follows that Y ×Gm G′
m = G′

m ×k Gk. It follows that f is dominated by hn, so that f
is a Kummer cover as well. �

4.2. Fixed point statement. The following is a mild generalization of [22, Thm.
7.1] so that we let the reader to check that its proof can be readily adapted.

Theorem 4.2. Let G be a k-group scheme locally of finite presentation acting on a

projective k–scheme Z. Let φ be a loop cocycle for G. Then Y =
(
φar
Z
)φgeo

is a

projective k–scheme and the following are equivalent:

(i) Y (k) 66= ∅;
(ii) Y (Rn) 66= ∅;
(iii) (φZ)(Rn) 6= ∅;
(iv) (φZ)(Kn) 6= ∅;
(v) (φZ)(Fn) 6= ∅.

Remarks 4.3. (a) Note that the projectivity of Z is used to insure that the twisted
fppf Rn–sheaf φZ by Galois descent is representable according to [4, §6.2].

(b) If Z is proper smooth over k, the statement is still true if the various twists are
understood in the category of flat sheaves.

Let 1 → G→ G̃→ J → 1 be an exact sequence of k-groups as in §3.2.

Proposition 4.4. Let φ : πt(Rn, 1) → G̃(ks) be a loop cocycle. Then the following
are equivalent:

(i) φ is reducible;

(ii) the Rn-reductive group scheme φG is reducible;

(iii) (φG)Kn is reducible;

(iv) (φG)Fn is reducible.

Proof. We apply Theorem 4.2 to the total variety of parabolic subgroups Z = Par+(G),

see §2.7. It is projective and is equipped with a natural action of G̃. We have
an isomorphism of Rn-schemes φPar+(G) = Par+(φG) so that the assertions (iii),
(iv) and (v) of Theorem 4.2 corresponds respectively to the assertions (ii), (iii)
and (iv) of Proposition 4.4; again reductibility in those cases is equivalent to the
existence of a proper parabolic subgroup. It remains to deal with (i). We have

Y =
(
φar

Par+(G)
)φgeo

=
(
Par+(φarG)

)φgeo
so that Y (k) is the set of proper parabolic

k–subgroups of φarG which are normalized by φgeo. According to Proposition 2.22, P
admits a Levi subgroup L which is normalized by φgeo. Thus φ is reducible. �
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4.3. Tame Galois cohomology. We define the tame Galois cohomology set by

H1
tame(Fn, G̃) =

⊔
H1(Fn,m ⊗k l/Fn, G̃).

where m runs over the positive integers which are prime to the characteristic exponent
of k and l runs over the (finite) Galois extensions of k.

4.4. Acyclicity. We extend the injectivity part of [22, Thm. 8.1] beyond the affine

case and in characteristic free. Let 1 → G → G̃ → J → 1 be a sequence of smooth

k–groups such that G = (G̃)0 is reductive and J is a twisted constant k-group scheme.
The main result of this section is the following.

Theorem 4.5. The map H1
loop(Rn, G̃) → H1

tame(Fn, G̃) is injective.

We shall study the surjectivity in the next paper [8]. We start by dealing with the
following special case.

Lemma 4.6. The map H1
loop(Rn, J) → H1

tame(Fn, J) is bijective.

Proof. For each nice basic tame cover Rn,m ⊗k l of Rn, we have isomorphisms

H1
(
µnm(l)⋊Gal(l/k), J(l)

)

≀

��

∼−→ H1(Rn,m ⊗k l/Rn, J)

��

H1
(
µnm(l)⋊Gal(l/k), J(Fn,m ⊗k l)

) ∼−→ H1(Fn,m ⊗k l/Fn, J)

so that the map H1(Rn,m ⊗k l/Rn, J) → H1(Fn,m ⊗k l/Fn, J) is an isomorphism. By
taking the inductive limit on those covers [30] we get the wished statement. �

The proof of Theorem 4.5 goes by steps and uses crucially the notion of reductibility
and of isotropicity. By using Theorem 7.1 of the appendix, we extend verbatim [22,
lemma 7.12].

Lemma 4.7. If [φ], [φ′] ∈ H1(πt1(Rn, 1), G̃(ks)) have same image in H1(Fn, G̃), then

[φar] = [φ′ar] ∈ H1(k, G̃). �

Proposition 4.8. Let φ : πt(Rn, 1) → G̃(ks) be a loop cocycle. Then the following
are equivalent:

(i) φ is isotropic;

(ii) the Rn-reductive group scheme φG is isotropic;

(iii) (φG)Kn is isotropic;

(iv) (φG)Fn is isotropic.

Proof. The implications (i) =⇒ (ii) =⇒ (iii) =⇒ (iv) are obvious. Let us show the
implication (iv) =⇒ (i) by induction on n, the case n = 0 being obvious. We reason
by sake of contradiction and assume that φ is anisotropic. We can deal with a nice
basic tame cover Rn,m⊗k l of Rn such that Gl is split. We put Γ = µm(l)

n⋊Gal(l/k).
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Without loss of generality we can assume that φar = 1, i.e. CG(φ
geo)0 is anisotropic.

According to Corollary 3.4, φ is then irreducible and the torus CG(φ
geo)0 is anisotropic.

We want to establish that (φG)Fn is anisotropic. According to the Bruhat-Tits-
Rousseau’s theorem [6, 5.1.27] applied to the field Fn = Fn−1((tn)), this rephrases
to show that the extended Bruhat-Tits building Be

(
(φG)Fn

)
consists in one point.

According to the tamely ramified descent theorem [35, prop. 5.1.1] (see also [34]), we
have

Be
(
(φG)Fn

)
= Be

(
GFn,m⊗kl

)Γφ

where the fixed points are taken with respect to the twisted Galois action relatively
to φ. The right handside contains the center ce which is fixed so that we have to

prove that {ce} = Be
(
GFn,m⊗kl

)Γφ. In other words we have to prove that {c} =

B
(
GFn,m⊗kl

)Γφ and that 0 = Eµm(l)n Gal(l/k) where E = Ĉl ⊗Z R.

The toral part. We have

0 = (Ĉ0)Γφ = HomFn(Gm, φCFn
)

so that EΓφ = (φ̂C
0
)Fn ⊗Z R = 0.

The semisimple part. According to Proposition 4.4, (φG)Fn is irreducible so that

B(φGFn
)

∼−→ B
(
GFn,m⊗kl

)Γφ consists in the point c. �

Remark 4.9. The former proof was not correct [22, cor. 7.2.(3)] since we implicitely
used the new Corollary 3.4.

Proposition 4.10. [22, Thm. 7.9] Let φ, φ′ be purely geometrical loop cocycles given

by φgeo, φ′
geo : µ

n
m → G̃. Assume that φ is anisotropic. Then the following are equiva-

lent:

(i) φgeo and φ′geo are G̃(k)-conjugated;

(ii) [φ] = [φ′] ∈ H1(Rn, G̃);

(iii) [φ] = [φ′] ∈ H1(Kn, G̃);

(iv) [φ] = [φ′] ∈ H1(Fn, G̃).

Proof. We prove the statement by induction on n ≥ 0, the case n = 0 being obvi-
ous. The implications (i) =⇒ (ii) =⇒ (iii) =⇒ (iv) are obvious. Let us prove the
implication (iv) =⇒ (i).

We work at finite level with a basic tame cover Rn,m ⊗k l of Rn such that Gl is

split. Our assumption is that there exists g̃ ∈ G̃(Fn,m ⊗k l) such that

(4.1) φ(σ) = g̃−1φ′(σ) σ(g̃).

for all σ ∈ Γ = Gal(Rn,m⊗k l/Rn) = µm(l)
n⋊Gal(l/k). The key step is the following.

Claim 4.1. g̃ ∈ G̃
(
Fn−1,m ⊗k k[[t

1

m
n ]]
)
.
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We consider the extended Bruhat-Tits building Be,n = Be(GFn,m,l
). It comes with

an action of G̃(Fn,m,l) ⋊ Gal(Fn,m ⊗k l/Fn) and we denote by c the hyperspecial
point (which is sometimes called the center of the building) which is the unique
point fixed by (DG)sc(Fn−1,m ⊗k l[[tn]]) [5, 9.1.19.(c)]. According to Lemma 8.2,

G̃
(
Fn−1,m ⊗k l[[t

1

m
n ]]
)

is the stabilizer of c for the standard action of G̃(Fn,m ⊗k l) on
Be,n so that we have to prove that g̃.c = c. Denoting by ⋆ the twisted action of Γ on
Be,n, we have that

(4.2)
(
Be,n

)Γφ = {c}.
Indeed φGFn

is anisotropic according to the Bruhat-Tits-Rousseau’s theorem [6, 5.1.27].

Since c belongs to (Be,n)Γφ, it follows that BΓφ
e,n = {c}. For each σ ∈ Γ, we have

σ ⋆ (g̃ . c) = φ(σ) σ(g̃) . σ(c)

= φ(σ) σ(g̃) . c [c is invariant under Γ̃m,n]

= g̃ . φ′(σ) c [relation 4.1]

= g̃ . c [φ(γ) ∈ G̃(ks)].

Thus g̃ . c = c so that g̃ ∈ G̃
(
Fn−1,m⊗k l[[t

1

m
n ]]
)
. Since φ and φ′ are purely geometrical,

the equation (4.1) implies that g̃ is Gal(l/k)-invariant. Thus g̃ ∈ G̃
(
Fn−1,m⊗k k[[t

1

m
n ]]
)

which establishes the Claim.
We can then specialize the relation (4.1) with respect to the Γ-equivariant map

map G̃
(
Fn−1,m ⊗k k[[t

1

m
n ]]
)
→ G̃

(
Fn−1,m

)
and obtain

(4.3) φ(σ) = g̃−1
n φ′(σ) σ(g̃n) (σ ∈ Γ)

with g̃n ∈ G̃
(
Fn−1,m

)
. We consider the transporter

X =
{
x ∈ G̃ | φgeon = x−1 φ′geo

n x
}

where φgeon (resp. φ′geo
n ) stands for the restriction of φgeo (resp. φ′geo)) to the last factor

µn. Equation 4.3 tells us that X(Fn−1,m) 6= ∅ so that X is not empty. It follows that

X is a G̃φgeon -torsor and Theorem 7.1 yields that X(k) 6= ∅. Without loss of generality
we can then assume that φgeon = φ′geo

n .

We put H̃ = G̃φgeon and H =
(
Gφgeon

)0
. Then H is reductive and H = (H̃)0. The

restriction ψ (resp. φ′) of φ to µn(l)
r−1 ⋊ Gal(l/k) of φ (resp. φ′) take values in H̃ ,

we see them as loop cocycles for H̃.

Claim 4.2. ψ is anisotropic as loop cocycle with value in H̃.

The Fn–group ψH×Fn is a subgroup of φ′G ∼=φG which is anisotropic according to
Proposition 4.8 . A fortiori ψH is Fn−1-anisotropic so that the same statement shows

that ψ is anisotropic as loop cocycle with value in H̃ . The Claim is established.



LOOP TORSORS 21

The equation (4.3) applied to the element (1, . . . , 1, ζn) shows that g̃n ∈ H̃(Fn−1,m)

so that [ψ] = [ψ′] ∈ H1(Fn−1, H̃), the induction hypothesis shows that ψ(σ) =

h̃ ψ′(σ) σ(h̃) for all σ ∈ µn(l)
r−1 ⋊ Gal(l/k). Thus ψ(σ) = h̃ ψ′(σ) σ(h̃) for all

σ ∈ µn(l)
r ⋊Gal(l/k). �

Corollary 4.11. [22, Thm. 7.8] Let φ, φ′ be loop cocycles with values in G̃(ks). As-
sume that φ is anisotropic. Then the following are equivalent:

(i) There exists g̃ ∈ G̃(ks) such that φ′(σ) = g̃−1 φ(σ) σ(g̃) for all σ ∈ πt1(Rn, 1).

(ii) [φ] = [φ′] ∈ H1(Rn, G̃);

(iii) [φ] = [φ′] ∈ H1(Kn, G̃);

(iv) [φ] = [φ′] ∈ H1(Fn, G̃).

Furthermore under these assumptions we have [φar] = [φ′ar] ∈ H1(k, G̃).

Proof. Once again the implications (i) =⇒ (ii) =⇒ (iii) =⇒ (iv) are obvious. We

prove now (iv) =⇒ (i). Lemma 4.7 shows that [φar] = [φ′ar] ∈ H1(k, G̃) which is the
last fact of the statement. Without loss of generality we can assume that φar = φ′ar.

Up to twist G̃ by φar, the usual torsion argument boils down to the case φar = 1.
This case is handled by Proposition 4.10, so we are done. �

We proceed now to the proof of Theorem 4.5.

Proof. We deal with the injectivity of the map H1
loop(Rn, G̃) → H1(Fn, G̃), that is

to show that the fiber at the class [φ] of any loop cocycle φ consists in one element.
If φ is an anisotropic loop cocycle, Corollary 4.11 shows that the fiber at [φ] of

H1
loop(Rn, G̃) → H1(Fn, G̃) is {[φ]}.
A first generalization is the irreducible case. We assume then that the loop cocycle

φ is irreducible. One again we can assume that φar = 1. Let φ′ be another loop cocycle

such that [φ′] = [φ] ∈ H1(Fn, G̃). According to Lemma 4.6 the mapH1(Rtsc
n /Rn, J) →

H1
tame(Fn, J) is bijective. It follows that φ and φ′ have same image in H1(Rn, J).

Lemma 3.2 permits to assume without lost of generality that φ and φ′ have same

image in Z1(πt1(Rn), J(ks))). We denote by J1 the image of φgeo : Ẑ′(1)n → J , this is

a finite smooth algebraic k–group of multiplicative type. We put G̃1 = G1 ×J J1, by

construction φ and φ′ have value in G̃1(ks). To avoid any confusion we denote them
by φ1 and φ′

1. We consider the commutative diagram of pointed sets

(J/J1)(ks)
πt
1
(Rn,1)φ1 //

=

��

H1(πt1(Rn, 1), φ1G1(ks)) //

��

H1(πt1(Rn, 1), φ1G̃(ks))

��(
φ1(J/J1)

)
(Fn) // H1(Fn, φ1G1) // H1(Fn, φ1G̃).
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The second one is associated to the exact sequence 1 → φ1(G̃1) → φ1(G̃) → φ1(J/J1) →
1 of Fn–spaces and the first one is associated to the exact sequence of πt1(Rn, 1)-sets

1 → φ1(G̃1(ks)) → φ(G̃(ks)) →φ1 (J/J1)(ks) → 1. By diagram chase involving the

torsion bijection H1(πt1(Rn, 1), φ1G̃1(ks))
∼−→ H1(πt1(Rn, 1), G̃1(ks)), we see that we

can arrange φ′
1 in order that φ′

1 has same image than φ1 in H1(Fn, G̃1). We can work

then with then G̃1 which is generated by G and the image of φgeo1 .

Since the k–torus C is central in G, the k–subgroup Cφgeo is central in G̃1. We
denote by C0 the maximal split k-subtorus of Cφgeo and consider the central exact
sequence of algebraic k–groups

1 → C0 → G̃1 → G̃1/C0 → 1.

The gain is that the image of φ1 in Z1(πt1(Rn, 1), (G̃1/C0)(ks)) is an anisotropic loop
cocycle by applying the criterion of Corollary 3.4. Since H1(Rn, C0) = H1(Fn, C0) =
1, we obtain the following commutative diagram

H1(Rn, G̃1)

��

→֒ H1(Rn, G̃1/C0)

��

H1(Fn, G̃1) →֒ H1(Fn, G̃1/C0)

where the horizontal maps are injections [23, III.3.4.5.(iv)]. Corollary 4.11 shows that

[φ1] and [φ′
1] have same image in H1(Rn, G̃1/C0). The diagram shows that [φ1] =

[φ′
1] ∈ H1(Rn, G̃1). By pushing in H1(Rn, G̃) we get that [φ] = [φ′] ∈ H1(Rn, G̃) as

desired.

We deal now with the general case. The above reduction (with G̃1) permits to

assume that J is finite étale so that G̃ is affine and also that φ is purely geometric.
Let (P, L) be a pair normalized by φgeo where P is k–parabolic subgroup of G, L is
a k–Levi subgroup of P and which is minimal for this property (with respect to the
inclusion). Then the loop cocycle φ takes value in NG̃(P, L)(ks). We have an exact
sequence (2.2)

1 → L→ NG̃(P, L) → JP → 1

of smooth affine k–groups where JP ⊂ J is a clopen k–subgroup and JP is a twisted
constant (Lemma 2.19). We denote by ψ the image of φ in Z1

(
πt1(Rn, .), NG̃(P, L)(ks)

)
.

Lemma 3.3.(2) states that ψ is irreducible.

We deal now with the loop cocycle φ′ having same image in H1(Fn, G̃) as φ. Lemma
4.7 implies that φ′ is purely geometrical. We consider the projective k–variety X =

G̃/NG̃(P ) (Lemma 2.20). Theorem 4.2 shows that (φX)(Fn) 6= ∅ so that (φ′X)(Fn) 6=
∅. The same result shows that Xφ′geo(k) are not empty. We pick x′ ∈ Xφ′geo(k) and

choose x ∈∈ Xφgeo(k) such that Gx = P . observe and choose g̃ ∈ G̃(ks) such that
x′ = g̃ . x. For σ ∈ Gal(ks/k), we have that x′ = σ(g̃) . x so that σ → nσ = g̃−1 σ(g̃)
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is a 1-cocycle with value in G̃x(ks) = NG̃(P )(ks). For σ ∈ Gal(ks/k), we have
φ′(σ).x′ = x′ so that φ′(σ).g̃ . x = g̃ . x. It follows that g̃−1φ′(σ)g̃ . x = x. Since
nσ x = x it follows that φ′′(σ) = g̃−1 φ′(σ) fixes x. Up to replace φ′ by φ′′ we can then
assume that φ′ takes value in NG̃(P )(ks). Proposition 2.22 tells us that P admits
a Levi subgroup L′ normalized by φ′geo. Then L′ = gL for some g ∈ P (k). Up to

replace φ′ by g−1

φ′, we can then assume that φ′ has value in NG̃(P, L).
We note that (P, L) is minimal for this property (otherwise it will not be minimal for

φ). The above argument tells us that the image ψ′ of φ′ in Z1
(
πt1(Rn, .), NG̃(P, L)(ks))

is irreducible. We consider now the commutative diagram

H1(Rn, G̃) // H1(Fn, G̃)

H1(Rn, NG̃(P, L))irr
//

OO

H1(Fn, NG̃(P, L))irr .
?�

The second horizontal map is well-defined in view of Proposition 4.4. The right
vertical map is injective (ibid, lemme 4.2.1.(2)). We have seen that φ, φ′ define loop
elements of H1(Rn, NG̃(P, L))irr which give then the same image in H1(Fn, NG̃(P )).
Taking into account the already handled irreducible case, diagram chasing enables

us to conclude that [φ] = φ′] ∈ H1(Rn, NG̃(P, L)). Thus [φ] = [φ′] ∈ H1(Rn, G̃) as
desired. �

Remark 4.12. The reduction involving G̃1 is unfortunately missing in the original
proof, i.e. [22, Thm. 8.1].

5. Tame fundamental group à la Grothendieck-Murre

5.1. Abhyankar’s lemma. Let X = Spec(A) be a regular local scheme (not as-
sumed henselian at this stage). Let k be the residue field of A and p ≥ 1 be its

characteristic exponent. We put Ẑ′ =
∏

l 6=p Zl. Let K be the fraction field of A, and

let Ks be a separable closure of K. It determines a base point ξ : Spec(K) → X so
that we can deal with the Grothendieck fundamental group Π1(X, ξ) [37].

We assume that A is of dimension r ≥ 1. Let (f1, . . . , fr) be a regular sequence of
A and consider the divisor D =

∑
Di =

∑
div(fi), it has strict normal crossings. We

put U = X \D = Spec(AD).
We recall that a finite étale cover V → U is tamely ramified with respect to D if the

associated étale K–algebra L = L1 × · · · × La is tamely ramified at the D′
is, that is,

for each i, there exists ji such that for the Galois closure L̃ji/K of Lji/K, the inertia
group associated to vDi

has order prime to p [37, XIII.2.0].
Grothendieck and Murre defined the tame (modéré in French) fundamental group

ΠD
1 (U, ξ) with respect to U ⊂ X as defined in [37, XIII.2.1.3] and [24, §2]. This is

a profinite quotient of Π1(U, ξ) whose quotients by open subgroups provides finite
connected tame covers of U .
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Let V → U be a finite étale tame cover. In this case Abhyankar’s lemma states
that there exists a flat Kummer cover X ′ = Spec(A′) → X where

A′ = A[T1, . . . , Tr]/(T
n1

1 − f1, . . . , T
nr
r − fr)

and the ni’s are coprime to p such that V ′ = V ×X X ′ → X ′ extends uniquely to a
finite étale cover Y ′ → X ′ [37, XIII.5.2].

Lemma 5.1. Let V → U be a finite étale cover which is tame. Then Pic(V ) = 0.

Proof. We use the same notation as above. We know thatX ′ is regular [37, XIII.5.1] so
a fortiori locally factorial. It follows that the restriction maps Pic(X ′) → Pic(V ′) →
Pic(V ) are surjective [12, 21.6.11]. Since A′ is finite over the local ring A, it is
semilocal so that Pic(A′) = Pic(X ′) = 0. Thus Pic(V ) = 0 as desired. �

From now on we assume that A is henselian. According to [12, 18.5.10], the finite
A–ring A′ is a finite product of henselian local rings. We observe that A′ ⊗A k =
k[T1, . . . , Tr]/(T

n1

1 , . . . , T nr
r ) is a local Artinian algebra so that A′ is connected. It

follows that A′ is a henselian local ring. Its maximal ideal is m′ = m⊗AA
′+〈T1, . . . , Tr〉

so that A′/m′ = k. Since there is an equivalence of categories between finite étale
covers of A (resp. A′) and étale k–algebras [12, 18.5.15], the base change from A to
A′ provides an equivalence of categories between the category of finite étale covers of
A and that of A′.

It follows that the above finite étale cover Y ′ → X ′ descends uniquely to a finite

étale cover f̃ : Ỹ → X. From now on, we assume that V is furthermore connected, it
implies that

H0(V,OV ) = B[T1, . . . , Tr]/(T
n
1 − f1, . . . , T

n
r − fr)

where B is a finite connected étale cover of A. It follows that V → U is a quotient of
a Galois cover of the shape

Bn =
(
B[T1, . . . , Tr]/(T

n
1 − f1, . . . , T

n
r − fr)

)
⊗A AD

where B is Galois cover of A containing a primitive n–th root of unity. We have

Gal(Bn/AD) =
( r∏

i=1

µn(B)
)
⋊Gal(B/A).

Passing to the limit we obtain an isomorphism

πt1(U, ξ)
∼=
( r∏

i=1

Ẑ′(1)
)
⋊ π1(X, ξ).

We denote by f : U tsc → U the profinite étale cover associated to the quotient πt1(U, ξ)
of π1(U, ξ). According to [24, thm. 2.4.2], it is the universal tamely ramified cover

of U . It is a localization of the inductive limit B̃′ of the B′
n. On the other hand we

consider the inductive limit B̃ of the B’s and observe that B̃′ is a B̃-ring.
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Remark 5.1. The A–algebraBn is isomorphic toB[T±1
1 , . . . , T±1

r ]/(T n1 − f1, . . . , T
n
r − fr)

which is the form given in [17, §2.10].

5.2. Blow-up. We follow a blowing-up construction arising from [12, lemma 15.1.1.6].

We denote by X̂ the blow-up of X = Spec(A) at its closed point, this is a regular

scheme [29, §8.1, Thm. 1.19] and the exceptional divisor E ⊂ X̂ is a Cartier divisor
isomorphic to Pr−1

k . We denote by R = OX̂,η the local ring at the generic point η of E.

The ring R is a DVR of fraction field K and of residue field F = k(E) = k(t1, . . . , tr−1)
where ti is the image of fi

fr
∈ R by the specialization map. We denote by v : K× → Z

the discrete valuation associated to R. Let p be the maximal ideal of R. Since p ∩A
is a non zero prime ideal of A, we have p ∩ A = m. It follows that mn ⊂ pn ∩ A and
we claim that

(5.1) mn \mn+1 ⊆ pn \ pn+1 forn ≥ 1.

For the proof we are given an element a ∈ mn \ mn+1. It has the shape a =∑
i1+···+ir≥n

ai1,...,ir f
i1
1 . . . f irr where i1, . . . , ir ≥ 0 and with aj1,...,jr 6∈ m = p∩A for some

r–uple j1, . . . , jr of sum n. Next we have a = (fr)
n

∑
i1+···+ir≥n

ai1,...,ir
(
f1
fr

)i1
. . .
(
fr−1

fr

)ir−1

with aj1,...,jr ∈ A×. Thus v(a) = n so that a ∈ pn \ pn+1. Claim 5.1 is established and
one more useful fact is that

(5.2) A
[f1
fr
, . . . ,

fr−1

fr

]
= AD ∩R.

The direct inclusion is obvious and we shall prove the converse one. Let x ∈ AD ∩R.
Up to multiply x by suitable powers of ( fi

fr
)’s, we can assume that x = (fr)

ma for

a ∈ A with m ∈ Z. We put n = v(a) so that m + n = v(x) ≥ 0. Next the
previous Claim shows that a ∈ mn, that is, a =

∑
i1+···+ir≥n

ai1,...,ir f
i1
1 . . . f irr . It fol-

lows x =
∑

i1+···+ir≥n

ai1,...,ir (fr)
m+n−(n−i1−···−in) (f1

fr
)i1 . . . (f1

fr
)ir ∈ A

[
f1
fr
, . . . , fr−1

fr

]
. The

second claim is established. We obtain then a factorization

(5.3) R // k(t1, . . . , tr−1)

AD ∩R //
?�

k[t±1
1 , . . . , t±1

r−1].
?�

which relies with Laurent polynomials on the residue field. k. We put AD =

k[t±1
1 , . . . , t±1

r−1].

We deal now with a Galois extension Bn of AD as above. Since B is a connected
finite étale cover of A, B is regular and local; it is furthermore henselian [12, 18.5.10].
We denote by L the fraction field of B and by Ln that of Bn. We have [Ln : L] = nr

and want to extend the valuation v to L and to Ln.
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We denote by l = B/mB the residue field of B, this is a finite Galois field extension
of k. Also (T1, . . . , Tr) is a system of parameters for B. We denote by w : L× → Z the
discrete valuation associated to the exceptional divisor of the blow-up of Spec(B) at
its closed point. Then w extends v and Lw/Kv is an unramified extension of degree
[L : K] and of residual extension Fl = l(t1, . . . , tr−1)/k(t1, . . . , tr−1).

On the other hand we denote by wn : L×
n → Z the discrete valuation associated to

the exceptional divisor of the blow-up of Spec(Bn) at its closed point. We put ln =
Bn/mBn , we have l = ln. The valuation wn

n
on Ln extends w and its residual extension

is Fl,n = l
(
t
1/n
1 , . . . , t

1/n
r−1

)
/k
(
t1, . . . , tr−1

)
so that [Fl,n : Fl] = nr−1. Furthermore the

ramification index en of Ln/L is ≥ n. Since nr ≤ en [Fl,n : Fl] ≤ [Ln : K] = nr(where
the last inequality is [3, §VI.3, prop. 2]) it follows that en = n. The same statement
shows that the map Lw ⊗L Ln → Lwn is an isomorphism. To summarize Lwn/Lw
is tamely ramified of ramification index n and of degree nr. Altogether we have
Lwn = Lw ⊗K Ln so that Lwn is Galois over Kv of group

∏r
i=1 µn(B)⋊Gal(B/A) =∏r

i=1 µn(l)⋊Gal(l/k).
We denote by ∆ the diagonal embedding µn(l) ⊂ ∏r

i=1 µn(l). We put L∆
wn

=

L
∆(µn(B))
n . Since tr is an uniformizing parameter of Kv and since ∆(ζ) . tr = ζ.tr

for each ζ ∈ µn(B), it follows that (Lwn)
∆ is the maximal unramified extension of

Lwn/Kv. As in (5.3), we have a factorization

(5.4) Own
// l(t

1

n
1 , . . . , t

1

n
r−1)

Bn ∩ Own
//

?�

l[t
± 1

n
1 , . . . , t

± 1

n
r−1].

?�

We put Bn = l[t
± 1

n
1 , . . . , t

± 1

n
r−1]. An important point is the equivariance of the above

diagram for the action of Gal(Bn/AD). In particular it provides an exact sequence

(5.5)

1 // µn(B)
∆
// µn(B)r ⋊Gal(B/A) //

(
µn(B)r/µn(B)

)
⋊Gal(B/A) // 1

1 // µn(B) // Gal(Bn/AD) //

≀

OO

Gal(Bn/AD)

≀

OO

// 1.

5.3. Loop cocycles and loop torsors. Let G be an X–group scheme locally of

finite presentation. A loop cocycle is an element of Z1
(
πt1(U), G(B̃)

)
and it defines a

Galois cocycle in Z1(πt1(U), G(U
tsc)). We denote by Z1

loop(π
t
1(U), G(U

tsc)) the image

of the map Z1
(
πt1(U), G(B̃)

)
→ Z1(πt1(U), G(U

tsc)) and by H1
loop(U,G) the image of
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the map

Z1
(
πt1(U), G(B̃)

)
→ H1(πt1(U), G(U

tsc)) → H1(U,G).

We say that a G-torsor E over U (resp. an fppf sheaf G-torsor) is a loop torsor if its
class belongs to H1

loop(U,G) ⊂ H1(U,G).

A given class γ ∈ H1
loop(U,G) is represented by a 1–cocycle φ : Gal(Bn/AD) → G(B)

for some cover Bn/A as above. Its restriction φar : Gal(B′
n/A) → G(B′

n) to the
subgroup Gal(B′

n/A) of Gal(Bn/AD) is called the “arithmetic part” and the other
restriction φgeo :

∏r
i=1 µn(B) → G(B) is called the geometric part. We observe in the

sequel that φgeo is a B-group homomorphism.
Indeed for σ ∈ Gal(B/A) and τ ∈ ∏r

i=1 µn(B) the computation of [22, page 16]
shows that φgeo(στσ−1) = φar(σ) σφ(τ)φar(σ)−1 so that φgeo descends to a homomor-
phism of A-group schemes φgeo : µrn → φarG. Altogether this provides a parameteri-
zation of loop cocycles.

Lemma 5.2. (1) For Bn/AD as above, the map φ 7→ (φar, φgeo) provides a bijection
between Z1

loop

(
Gal(Bn/AD), G(B)

)
and the couples (z, η) where z ∈ Z1

(
Gal(B/A), G(B))

and η :
∏r

i=1 µn → zG is an A–group homomorphism.

(2) The map φ 7→ (φar, φgeo) provides a bijection between Z1
loop

(
π1(U, ξ)t, G(B̃)

)
and

the couples (z, η) where z ∈ Z1
(
π1(X, ξ), G(B̃)) and η :

∏r
i=1 Ẑ

′ → zG is an A–group
homomorphism.

(3) We have an exact sequence of pointed sets

1 → HomA−gr(µ
r
n, G)/G(A) → H1

(
Gal(Bn/A), G(B))

Res−−→ H1
(
Gal(B/A), G(B)) → 1

and the first map is injective.

(4) We have a decomposition

H1
(
Gal(Bn/A), G(B)) =

⊔

[z]∈H1(A,G)

HomA−gr(µ
r
n, zG)/zG(A).

Proof. This is similar with Lemma 3.1. �

We examine more closely the case of a finite étale X–group scheme F of constant
degree d.

Lemma 5.3. (1) F(B̃) = F(X tsc) = F(U tsc).

(2) We assume that d is prime to p. We have H1
loop(U,F) = H1(U,F).

(3) We assume that d is prime to p. Let f : F → H be a homomorphism of A–group

schemes (locally of finite type). Then f∗

(
H1(U,F)

)
⊂ H1

loop(U,H).

Proof. (1) We are given a cover Bn/AD as above such that FBn
∼= ΓBn is finite

constant. Since B and Bn are connected, the map F(B) → F(Bn) reads as the
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identity Γ ∼= F(B) → F(Bn) ∼= Γ so is bijective. By passing to the limit we get

F(B̃) = F(U tsc).

(2) Let E be a F–torsor over U . This is a finite étale U–scheme. Since U is noetherian
and connected, we have a decomposition E = V1⊔· · ·⊔Vl where each Vi is a connected
finite étale U–scheme of constant degree di. We have d1+ · · ·+ dl = d so that we can
assume that d1 is prime to p. We have then E(V1) 6= ∅.

It follows that f1 : V1 → U is a finite étale cover so that there exists a fac-

torization U tsc → V1
h−→ U of f so that E(Ustc) 6= ∅. Therefore [E] arises from

H1(πt1(U, ξ),F(U
tsc)) ⊂ H1(U,F). It follows that H1(πt1(U, ξ),F(U

tsc))
∼−→ H1(U,F).

We use now (1) and obtain the desired bijection H1(πt1(U, ξ),F(B))
∼−→ H1(U,F).

(3) This follows readily from (2). �

5.4. Specializing purely geometric loop cocycles. Let φ : Gal(Bn/A) → G(B)
be a purely geometrical loop cocycle and consider the underlying A–homomorphism
φgeo : (µn,A)

r → G and its restriction to the diagonal µn. We consider the A–group
scheme G∆φ

= Gφgeo(µn)/φgeo(µn) which is a central quotient of the fixed point locus
of the diagonal µn. Then φgeo induces a homomorphism (µn,A)

r/µn,A → G∆φ
. By

taking the closed fiber we get a homomorphism µrn,k/µn,k → G∆φ,k whence a purely

geometrical loop cocycle φ : Gal
(
Bn/AD

)
→ G∆φ

(l). We call it the specialization of
φ.

Remark 5.4. This notion is quite ad-hoc since G∆φ
depends highly of φ.

Lemma 5.5. The monomorphism Gφgeo/φgeo(µn) → G∆φ
= Gφgeo(µn)/φgeo(µn) in-

duces an open immersion of A–group schemes Gφgeo/φgeo(µn) →
(
G∆φ

)φgeo
.

Proof. To show that the induced map h : Gφgeo/φgeo(µn) →
(
G∆φ

)φgeo
is an open

immersion, we can reason fiberwise according to [12, 17.9.5]. We are reduced to the
case of an algebraically closed A-field E and since the two E–groups are smooth, it
is enough to show that the (injective) map

(5.6) Lie(h)(E) : Lie
(
Gφgeo/φgeo(µn)

)
(E) → Lie

((
G∆φ

)φgeo)
(E)

is an isomorphism. Since µn is étale, we have Lie
(
Gφgeo

)
∼−→ Lie

(
Gφgeo/φgeo(µn)

)
.

On the other hand, we have

Lie
((
G∆φ

)φgeo)
(E)

∼−→
(
Lie
((
G∆φ

)φgeo)
(E)

)φgeo

according to [10, A.8.10.(1)]. Similarly we have Lie
(
Gφgeo(µn)

)
∼−→ Lie

(
G∆φ

)
so

altogether we are then reduced to show (for showing the bijectivity of (5.6)) that the
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map

Lie
(
Gφgeo

)
(E) →

(
Lie
(
Gφgeo(µn)

)
(E)
)φgeo

is an isomorphism. This last fact follows again from [10, A.8.10.(1)] applied to the
smooth E–group scheme Gφgeo(µn). �

5.5. Twisting by loop torsors. We assume that the A–group scheme G acts on an
A–scheme Z. Let φ : (

∏r
i=1 µn)(B)⋊ Gal(B/A) → G(B) be a loop cocycle. It gives

rise to an A–action of µrn on φarZ. We denote by (φarZ)
φgeo the fixed point locus for

this action, it is representable by a closed A–subscheme of φarZ [10, A.8.10.(1)]. We
have a closed embedding (φarZ)

φgeo ×X U ⊂ φZ of U -schemes.
Assume that furthermore that φ is purely geometrical. Then φ induces an action

of µrn/µn on Zδφ := Zφgeo(µn). We have also an action of G∆φ
on Zδφ. By taking

the closed fiber we obtain an action of G∆φ,k on Zδφ,k so we can twist Zδφ,k by φ for

obtaining the AD–scheme φ

(
Zδφ,k ×k AD

)
.

6. Fixed points method

We slightly refine [17, Thm. 3.1].

Theorem 6.1. Let X = Spec(A) be a henselian regular local scheme as above. We
denote by v : K× → Z the discrete valuation associated to the exceptional divisor E
of the blow-up of X at its closed point.

Let G be an A-group scheme locally of finite presentation acting on a projective

smooth A–scheme Z. Let φ be a loop cocycle for G. Then Y =
(
φar
Z
)φgeo

is a smooth

projective A–scheme and the following are equivalent:

(i) Y (A) 66= ∅;
(ii) Y (AD) 66= ∅;
(iii) (φZ)(AD) 6= ∅;
(iv) (φZ)(Kv) 6= ∅;
(i’) Y (k) 6= ∅;
(ii’) Y (AD) 6= ∅.
If furthermore φ is purely geometrical this is also equivalent to the two next asser-

tions

(iii’) (φZδφ,k)(AD) 6= ∅;
(iv’) (φZδφ,k)

(
k(t1, . . . , tr−1)

)
6= ∅.

Once again the projectivity of Z is used to insure that the twisted fppf AD–sheaf

φZ by Galois descent is representable according to [4, §6.2] as well as other twists.
The generalization to the proper smooth case is similar with Remark 4.3.
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Proof. The smoothness of Y follows of [10, A.8.10.(2)] so that the henselian lemma
provides the equivalence (i) ⇐⇒ (i′). For the other implications we can assume
without loss of generality that φ is purely geometrical. We claim that we have the
following implications

(i)
KS

��

=⇒ (ii) =⇒ (iii) =⇒ (iv)

(i′) ⇐⇒ (ii′) ⇐⇒ (iii′) ⇐⇒ (iv′).

The first horizontal line is obvious and the second one is Theorem 4.2 applied to the

action on G∆φ
on Zδφ by noticing that Yk = (Zδφ,k)

φ
geo . It is then enough to prove

the implication (iv) =⇒ (iv′).
Let φ : Gal(Bn/AD) → G(B) be a loop 1-cocycle for some Galois cover Bn/AD as

above for some n prime to p. We assume that (φZ)(Kv) 6= ∅. By definition we have

(φZ)(Kv) =
{
z ∈ Z(Lwn) | φ(σ).σ(z) = z ∀σ ∈ Gal(Ln/K)

}

and our assumption is that this set is non-empty. Let Own be the valuation ring
of Z(Lwn). Since Z is projective over X, we have a specialization map Z(Lwn) =

Z(Own) → Zk
(
l(t

1

n
1 , . . . t

1

n
r−1)

)
. We get that the set

{
z ∈ Zk

(
k(t

1

n
1 , . . . t

1

n
r−1)

)
| φ(σ).σ(z) = z ∀σ ∈ Gal(Lwn/Kv) ∼= µn(l)

r ⋊Gal(l/k)
}

is not empty. This set is nothing but (φZδφ,k)
(
k(t1, . . . , tr−1)

)
so we win. �

6.1. Irreducibility and anisotropicity. Let G be a reductive A–group scheme and

consider an exact sequence 1 → G → G̃ → J → 1 where J is a twisted constant A–
group scheme.

Lemma 6.2. Let φ be a purely geometric loop cocycle for G̃. Let (P, L) be a pair
normalized by φgeo where P is an A–parabolic subgroup of G and L is a Levi A–
subgroup of P . We assume that (P, L) is minimal for this property (with respect to

the inclusion). Then the loop cocycle φ takes value in NG̃(P, L)(B̃) and it is irreducible
seen as loop cocycle for NG̃(P, L).

Proof. We put L̃ = NG̃(P, L). The assumption implies that the loop cocycle φ takes

value in L̃(ks). We assume that the image of φ in Z1(πt(X, x0), L̃(ks)) is reducible,
that is, there exists a pair (Q,M) normalized by φgeo such that Q is a proper k–

parabolic subgroup of L = (L̃)0 and M a Levi subgroup of Q. We have a Levi
decomposition P = U ⋊L and remind to the reader that P ′ = U ⋊Q is a k–parabolic
subgroup of G satisfying P ′ ( P [2, prop. 4.4.c]. Also M is a Levi subgroup of P ′

normalized by φgeo contradicting the minimality of (P, L). �
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We observe that J(B̃) = J(X tsc) so that
(6.1)

H1
(
πt1(X, x), J(B̃)

)
= H1

(
πt1(X, x), J(X

tsc)
)
= ker

(
H1(X, J) → H1(X tsc, J)

)

in view of [16, cor. 2.9.2].

Lemma 6.3. Let φ, φ′ be two loop cocycles with value in G̃(B̃) having same image in

H1(AD, J). Then there exists g̃ ∈ G̃(B̃) such that φ and σ 7→ g̃−1 φ′ σ(g̃) have same

image in Z1
(
πt1(X, x), J(B̃)

)
.

Proof. According to the fact (6.1), the loop cocycles φ, φ′ have same image in Z1
(
πt1(X, x), J(B̃)

)
.

Since G̃ → J is smooth, the Hensel lemma shows that G̃(B) → J(l) for each finite
connected étale cover B of A with residue field k. By taking the limit in the Galois

tower, we obtain that G̃(B̃) maps onto J(B̃). It follows that there exists g̃ ∈ G̃(B̃)

such that φ and σ 7→ g̃−1 φ′ σ(g̃) have same image in Z1
(
πt1(X, x), J(B̃)

)
. �

In the same spirit that Lemma 4.7, we have the next fact.

Lemma 6.4. If [φ], [φ′] ∈ H1(πt1(X, x), G̃(B̃)) have same image in H1(Kv, G̃), then

[φar] = [φ′ar] ∈ H1(A, G̃).

Proof. Up to extend the scalar to An =
(
A[T1, . . . , Tr]/(T

n
1 −f1, . . . , T nr −fr)

)
⊗AAD

for n >> 0, we can assume that φ and φ′ are purely arithmetic. In other words, we

deal with [φ], [φ′] ∈ H1(Gal(B/A), G̃(B)) for some finite Galois cover B/A having

same image in H1(Kv, G̃). The map H1(Ov, G̃) → H1(Kv, G̃) is injective (Thm. 7.2

in the appendix) so that [φ], [φ′] have already same image in H1(Ov, G̃). We consider
the following diagram

H1(Gal(B/A), G̃(B))

≀
��

// H1(Ov, G̃)

≀
��

H1(Gal(l/k), G̃k(l)) // H1
(
k(t1, . . . , tr−1), G̃k

)

where the vertical maps are avatar of the Hensel lemma [38, XXIV.8.1]. Since

H1(k, G̃k) → H1
(
k((t1)) . . . , ((tr−1)), G̃k

)
is injective (Thm. 7.1 in the appendix), a

fortiori the bottom horizontal map is injective. Thus the horizontal map is injective.

We conclude that [φ] = [φ′] ∈ H1(Gal(B/A), G̃(B)) as desired. �

We say that a loop cocycle φ : Gal(Bn/AD) → G̃(B) is reducible if theA-homomorphism

φgeo : µrn → φarG̃ is reducible, that is, normalizes a pair (P, L) where P is a proper
parabolic A–subgroup of φarG together with L a Levi subgroup of P .
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Proposition 6.5. (1) The following assertions are equivalent:

(i) The loop cocycle φ is reducible;

(ii) The AD–group φG is reducible;

(iii) The Kv–group (φG)Kv is reducible.

If furthermore φ is purely geometrical, the above assertions imply the following
assertion:

(iv) The k–group (Gφgeo)k is isotropic.

Proof. Once again we can assume that φ is purely geometrical. We apply Theorem 6.1
to the A-schemes Z = Par+(G) and Y = Zφgeo . We obtain the equivalence between
the following statements:

(i0) Y (A) 66= ∅;
(iii0) (φZ)(AD) 6= ∅;
(iv0) (φZ)(Kv) 6= ∅;
(i′0) Y (k) 66= ∅.

Using Proposition 2.22, we have the equivalences (i0) ⇐⇒ (i), (iii0) ⇐⇒ (ii) and
(iv0) ⇐⇒ (iii). It remains only to show the implication (i′0) =⇒ (iv). We assume then
(i′0), i.e. there exists then a proper k–parabolic P of Gk which is normalized by φgeo.
According to Proposition 2.22, there exists a homomorphism λ : Gm,k → (Gφgeo)k
such that P = PGk

(λ). Since P is a proper subgroup of G, λ is non-trivial. Thus
(Gφgeo)k is isotropic. �

We say that the loop cocycle φ : Gal(Bn/AD) → G̃(B) is isotropic if the A-

homomorphism φgeo : µrn → φarG̃ is isotropic, that is, centralizes a non-trivial split
A–subtorus of φarG. Equivalently the reductive A–group C

φarG(φ
geo)0 is isotropic.

Corollary 6.6. The following are equivalent:

(i) φ is isotropic;

(ii) φ is reducible or the torus (φarC
φgeo)0 is isotropic;

Proof. This is similar with that of Corollary 3.4. �
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Proposition 6.7. The following assertions are equivalent:

(i) The loop cocycle φ is isotropic;

(ii) The AD–group φG is isotropic;

(iii) The Kv–group (φG)Kv is isotropic;

If furthermore φ is purely geometrical, the above statements are equivalent to the
next ones:

(i’) The loop cocycle φ (for G∆φ,k) is isotropic;

(ii’) The AD–group φ(G∆φ,k ×k AD) is isotropic.

(iii’) The k(t1, . . . , tr−1)–group φ(G∆φ,k ×k k(t1, . . . , tr−1)) is isotropic.

Proof. Once again we can assume that φ is purely geometrical. the equivalences
(i′) ⇐⇒ (ii′) ⇐⇒ (iii′) follow from Proposition 4.8 , (i) ⇐⇒ (ii) ⇐⇒ (iii), ap-
plied to the k–group G∆φ,k and the Laurent polynomial ring k

[
( t1
tr
)±1, . . . , ( tr−1

tr
)±1
]
=

k[x±1
1 , . . . , x±1

r−1] = AD.

(i) =⇒ (i′). If φ is isotropic there exists a non trivial homomorphism λ : Gm,A → Gφgeo

and induces a non trivial homomorphism

Gm,A → Gφgeo/φgeo(µn) ⊂ (G∆φ
)φ

geo

.

Its base change to k is non-trivial [38, IX.6.5] whence a non trivial homomorphism

Gm,k → (G∆φ,k)
φgeo

so that φ is isotropic.

Summarizing. On the other hand we have the obvious implications (i) =⇒ (ii) =⇒
(iii) so this fits in the diagram

(i)

��

=⇒ (ii) =⇒ (iii)

(i′) ⇐⇒ (ii′) ⇐⇒ (iii′) .

It is then enough to establish the implications (iii) =⇒ (i′) =⇒ (i).

(i′) =⇒ (i). We assume that loop cocycle φ is isotropic and want to show that φ is

isotropic as well. There exists a monomorphism λk : Gm,k → (G∆φ,k)
φgeo . Accord-

ing to Grothendieck’s smoothness theorem [38, XI.4.2], it lifts to a monomorphism
λ : Gm,A → (G∆φ

)φ
geo

. Since Gφgeo/φgeo(µn) is open in (G∆φ
)φ

geo
(Lemma 5.5),

λ factorizes through Gφgeo/φgeo(µn). Then λn lifts to a non-trivial homomorphism
Gm,A → Gφgeo . Thus φ is isotropic.

(iii) =⇒ (i′). We assume that (φG)Kv is isotropic, so that (φG)Kv is reducible or its
radical is isotropic. If (φG)Kv is reducible, Proposition 6.5, (i) =⇒ (iv), shows that
(Gφgeo)k is isotropic. A fortiori φ is isotropic.



34 P. GILLE

The last case is when the radical torus Q of (φG)Kv is isotropic. Denoting by C ⊂ G
the radical torus of G, we have Q = φC. Our assumption is that

HomKv−gp(Gm, Q) = HomLwn−gp(Gm, C)
Gal(Bn/AD)

is not zero where the action is via the twisted action φ. Since we have isomorphisms

Hom
l(t

1/n
1

,...,t
1/n
r−1

)−gp
(Gm, C)

Gal(Bn/AD) HomOwn−gp(Gm, C)
Gal(Bn/AD)

∼
oo

≀

��

HomLwn−gp(Gm, C)
Gal(Bn/AD),

we obtain then a central non-trivial homomorphism θ : Gm,k → Gφgeo

k . As in the proof
of (i) =⇒ (i′), we conclude that φ is isotropic. �

The next statement proceeds by analogy with Proposition 4.10.

Proposition 6.8. Let φ, φ′ be purely geometrical loop cocycles given by

φgeo, φ′
geo : µrn → G̃. Assume that φ is anisotropic. Then the following are equiv-

alent:

(i) φgeo and φ′geo are G̃(A)-conjugated;

(ii) [φ] = [φ′] ∈ H1(AD, G̃);

(iii) [φ] = [φ′] ∈ H1(Kv, G̃);

Proof. The following implications (i) =⇒ (ii) =⇒ (iii) are obvious. It remains to
prove the implication (iii) =⇒ (i). We work at finite level with a basic tame cover

Bn of AD such that Gl is split. Our assumption is that there exists g̃ ∈ G̃(Lw) such
that

(6.2) φ(σ) = g̃−1φ′(σ) σ(g̃).

for all σ ∈ Γ = Gal(Lw/Kv) = µn(B)r ⋊Lw Gal(B/A). The key step is the following.

Claim 6.1. g̃ ∈ G̃(Ov).

We consider the extended Bruhat-Tits building B = Be(GLw). It comes with an

action of G̃(Lw)⋊Γ and with the hyperspecial point c which is the unique point fixed

by (DG)sc(Ow) [5, 9.1.19.(c)]. According to Lemma 8.2, G̃
(
Ow

)
is the stabilizer of c

for the standard action of G̃(Lw) on B so that we have to prove that g̃ċ = c. Denoting
by ⋆ the twisted action by φ of Γ on B, we have that

(6.3) BΓφ = {c}.
Indeed φGKv

is anisotropic according to Proposition 6.7, (iii) =⇒ (i), that (B)Γφ

consists in one point according to the Bruhat-Tits-Rousseau’s theorem [6, 5.1.27].
Since c belongs to BΓφ , it follows that BΓφ = {c}. For each σ ∈ Γ, we have
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σ ⋆ (g̃ . c) = φ(σ) σ(g̃) . σ(c)

= φ(σ) σ(g̃) . c [c is invariant under Γ]

= g̃ . φ′(σ) c [relation 6.2]

= g̃ . c [φ(γ) ∈ G̃(B) ⊂ G̃(Ow)].

Thus g̃ . c = c so that g̃ ∈ G̃(Ow). We use now the specialization map G̃(Ow) →
G̃
(
l(t

1/n
1 , . . . , t

1/n
r−1)

)
. We consider the composite ψ : Γ

φ−→ G(B) → G(l) and similarly
for ψ′. This is is a one cocycle and Claim 6.1 yields

(6.4) ψ(σ) = g̃−1
0 ψ′(σ) σ(g̃0).

for all σ ∈ Γ = µn(l)
r ⋊ Gal(l/k) with g̃0 ∈ G̃

(
l(t

1/n
1 , . . . , t

1/n
r−1)

)
. Since ψ and ψ′ are

trivial on Gal(l/k), the above equation shows that g̃0 ∈ G̃
(
k(t

1/n
1 , . . . , t

1/n
r−1)

)
. Next we

consider the transporter

X =
{
h ∈ G̃k | hψgeo h−1 = ψ′geo

}
.

We have that X
(
l(t

1/n
1 , . . . , t

1/n
r−1)

)
6= ∅ so that X is a (G̃k)

ψgeo
-torsor. Theorem 7.1

enables to conclude that X(k) 6= ∅. Therefore ψ and ψ′ are G̃(k)-conjugated. Since

the map G̃(A) → G̃(k) is onto we can assume that ψ = ψ′ without loss of generality.

If G̃ is affine, it follows that φ and φ′ are G(A)-conjugated by applying [38, XI.5.2].
In the general case we reason as in the proof of Corollary 4.11 by working in an affine
A–subgroup G̃1 ⊂ G̃. The assertion (i) is established. �

6.2. The main cohomological result. We define the tame part H1
tame(Kv, G̃) ⊂

H1(Kv, G̃) as the union of H1(K ′/Kv, G̃) for K ′ running over all finite tamely un-
ramified extensions over K.

Theorem 6.9. The map H1
loop(AD, G̃) → H1

tame(Kv, G̃) is injective.

In the case r = 1, A is a henselian DVR, AD = K and Kv is the completion of

K. In this case we know that the map H1(K, G̃) → H1(Kv, G̃) is bijective [15, Prop.
3.3.1,(2)] so that the statement holds.

Proof. The proof goes along the same steps than the proof of Theorem 4.5. The

injectivity of the map H1
loop(AD, G̃) → H1(Kv, G̃) rephases to show that the fiber at

the class [φ] of any loop cocycle φ consists in one element. If φ is an anisotropic loop

cocycle, Proposition 6.8, (iii) =⇒ (ii), shows that the fiber at [φ] of H1
loop(AD, G̃) →

H1(Kv, G̃) is {[φ]}.
A first generalization is the irreducible case. We assume then that the loop cocycle

φ is irreducible. Once again the usual twisting argument enables us to assume that

φar = 1. Let φ′ be another loop cocycle such that [φ′] = [φ] ∈ H1(Kv, G̃). According
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to Lemma 2.14.(1), the map H1
loop(AD, J) → H1

tame(Kv, J) is injective; it follows that

φ and φ′ have same image in H1(AD, J). Next Lemma 6.3 permits to assume without

loss of generality that φ and φ′ have same image in Z1(πt1(X, x), J(B̃))). We denote

by J1 the image of φgeo : Ẑ′(1)r → J , this is a finite smooth algebraic A–group of

multiplicative type. We put G̃1 = G1 ×J J1, by construction φ and φ′ have value

in G̃1(B̃). To avoid any confusion we denote them by φ1 and φ′
1. We consider the

commutative diagram of pointed sets

(J/J1)(B̃)π
t
1
(X,x)φ1 //

=

��

H1(πt1(X, x), φ1G1(B̃)) //

��

H1(πt1(X, x), φ1G(B̃))

��(
φ1(J/J1)

)
(Kv) // H1(Kv, φ1G̃1) // H1(Kv, φ1G̃).

The second one is associated to the exact sequence 1 → φ1(G̃1) → φ1(G̃) → φ1(J/J1) →
1 of Kv–spaces and the first one is associated to the exact sequences of πt1(X, x)-sets

1 → φ1(G̃1(B̃)) → φ1(G̃(B̃)) → φ1(J/J1)(B̃) → 1. By diagram chase involving the

torsion bijection H1(πt1(X, x), φ1G̃1(B̃))
∼−→ H1(πt1(X, x), G̃1(B̃)), we see that we can

arrange φ′
1 in order that φ′

1 has same image than φ1 in H1(Kv, G̃1). We can work

then with then G̃1 which is generated by G and the image of φgeo1 .

Since the A–torus C is central in G, the A–subgroup Cφgeo is central in G̃1. We
denote by C0 the maximal split A-subtorus of Cφgeo and consider the central exact
sequence of A–group schemes

1 → C0 → G̃1 → G̃1/C0 → 1

The gain is that the image of φ1 in Z1(πt1(X, x), (G̃1/C0)(B̃)) is an anisotropic loop
cocycle by applying the criterion of Corollary 6.6. Since H1(AD, C0) = 1 (Lemma
5.1), we obtain the following commutative diagram

H1(AD, G̃1)

��

→֒ H1(AD, G̃1/C0)

��

H1(Kv, G̃1) →֒ H1(Kv, G̃1/C0)

where the horizontal maps are injections [23, III.3.4.5.(iv)]. Proposition 6.8 shows that

[φ1] and [φ′
1] have same image in H1(AD, G̃1/C0). The diagram shows that [φ1] =

[φ′
1] ∈ H1(AD, G̃1). By pushing in H1(AD, G̃) we get that [φ] = [φ′] ∈ H1(AD, G̃) as

desired.
We deal now with the general case. The above reduction (with G̃1) permits to

assume that J is finite étale so that G̃ is affine and also that φ is purely geometric.
Let (P, L) ⊂ G be an A–parabolic subgroup P of G together with a Levi subgroup
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L both normalized by φgeo and which is minimal for this property. Then the loop

cocycle φ takes value in L̃(B) = NG̃(P, L)(B̃). We have the exact sequence (2.2)

1 → L → L̃→ JP,L → 1

of smooth affine A-group schemes with L = (L̃)0 and such that JP,L is twisted con-

stant. We denote by ψ the image of φ in Z1
(
πt1(X, x), L̃(B̃)

)
. Lemma 6.2.(2) states

that ψ is irreducible.

We deal now with the loop cocycle φ′ having same image inH1(AD, G̃) as φ. Lemma

6.4 implies that φ′ is purely geometrical. We consider the A–scheme X = G̃/NG̃(P )

which is projective according to Lemma 2.20. Since φ takes values in NG̃(P )(B̃),

we have (φG̃)Kv/(φNG̃(P ))Kv so in particular (φX)(Kv) 6= ∅. Since φ′X ∼= φX, it

follows that (φ′X)(Kv) 6= ∅. Theorem 6.1, (iv) =⇒ (i), shows that Xφ′geo(A) is not

empty. We pick x′ ∈ Xφ′geo(A) and choose x ∈∈ Xφgeo(A) such that Gx = P . There

exists g̃ ∈ G̃(B̃) such that x′ = g̃ . x. For σ ∈ Gal(B̃/A), we have that x′ = σ(g̃) . x

so that σ → nσ = g̃−1 σ(g̃) is a 1-cocycle with value in G̃x(B̃) = NG̃(P )(B̃). For

σ ∈ Gal(B̃/A), we have φ′(σ).x′ = x′ so that φ′(σ).g̃ . x = g̃ . x. It follows that
g̃−1φ′(σ)g̃ . x = x. Since nσ x = x it follows that φ′′(σ) = g̃−1 φ′(σ) fixes x. Up
to replace φ′ by the equivalent cocycle φ′′ we can then assume that φ′ takes value
in NG̃(P )(B̃). As for φ, we can modify further by a coboundary in order that φ′

has value in NG̃(P, L)(B̃). We denote by ψ′ : Γ → NG̃(P, L)(B̃) the result of this
reduction. Proposition 2.22 tells us that P admits a Levi subgroup L′ normalized
by φ′geo. Then L′ = gL for some g ∈ P (A). We note that P is minimal for this
property (otherwise it will not be minimal for φ and equivalently for φKv). The above

argument tells us that the image ψ′ of φ′ in Z1
(
πt1(X, x), L̃(B̃)) is irreducible. We

consider now the commutative diagram

H1(AD, G̃) // H1(Kv, G̃)

H1(AD, NG̃(P, L))irr
//

OO

H1(Kv, NG̃(P, L))irr
?�

The bottom horizontal map is well-defined in view of Proposition 6.5. The right ver-
tical map is injective [16, lemme 4.2.1.(2)]. We have seen that φ, φ′ provide elements
[ψ], [ψ′] of H1(AD, NG̃(P ))irr which give then the same image in H1(Kv, NG̃(P )).
By diagram chase we conclude that [φ] = [φ′] ∈ H1(AD, NG̃(P )). Thus [φ] = [φ′] ∈
H1(AD, G̃) as desired. �
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7. Injectivity property for non-abelian cohomology

We start by extending a classical fact on algebraic k–groups which goes back to
Bruhat and Tits in the reductive case [25, Prop. 5.5], see [13, Prop. 5.4] and [14, Thm.
5.4] for extensions.

Theorem 7.1. Let G be a locally algebraic k–group. Then the map H1(k,G) →
H1(k((t)), G) is injective.

Proof. We have an exact sequence 1 → G0 → G → J → 1 where G0 is an algebraic
k–group and J is an étale k-group and then a twisted constant k–group scheme [11,
§II.5.1]. It follows that the representability facts of Lemma 2.8 apply. In particular
the usual twisting argument boils down to establish only the triviality of the kernel of
H1(k,G) → H1(k((t)), G). We consider the commutative diagram of exact sequence
of pointed sets

J(k) //

≀α

��

H1(k,G0) //

β
��

H1(k,G) //

γ

��

H1(k, J)

δ
��

J(k((t))) // H1(k((t)), G0) // H1(k((t)), G) // H1(k((t)), J).

The map α is bijective, the map β is injective [14, Thm. 5.4]. On the other hand, the
map δ decomposes in

H1(k, J) → H1(k[[t]], J) → H1(k((t)), J).

The first map is obviously split injective and the second one is injective (Lemma
2.14.(1)) so that δ is injective. A diagram chase enables us to conclude that ker(γ) =
1. �

For a general DVR, we can extend Nisnevich result as follows [31, Thm. 4.2] [25,
Thm. 1.2] from the reductive case to our setting.

Theorem 7.2. Let R be a semilocal Dedekind ring of fraction field K. Let 1 → G→
G̃→ J → 1 be an exact sequence of smooth R-group schemes such that G is reductive

and J is twisted constant. Then the map H1(R, G̃) → H1(K, G̃) is injective.

Proof. The usual twisting argument boils down to establish the triviality of the kernel

of the map H1(R, G̃) → H1(K, G̃). According to Corollary 2.10, we have J(R) =
J(K). We consider now the commutative diagram of exact sequences of pointed sets

J(R)

≀

��

φ
// H1(R,G) //

� _

��

H1(R, G̃) //

��

H1(R, J)
� _

��

J(K)
φ
// H1(K,G) // H1(K, G̃) // H1(K, J)
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where we reported injectivity for G [25, Thm. 1.2] and for J (Lemma 2.14.(1)). Let

γ̃ be a class in the kernel of H1(R, G̃) → H1(K, G̃). A diagram chase shows that
γ̃ comes from γ ∈ H1(R,G) such that γK = (φ(x))K for some x ∈ J(R). We
consider the G-torsor E = p−1(x); its class is φ(x). Then the torsion bijection

τ : H1(R, EG)
∼−→ H1(R,G) satisfies that τ−1(γ) ∈ ker

(
H1(R, EG) → H1(K, EG)

)
.

Since G is reductive, Nisnevich-Guo’s theorem shows that τ−1(γ) = 1 so that γ=φ(x).
Thus γ̃ = 1 as desired. �

8. Appendix: (enlarged) Bruhat-Tits theory of a split reductive
group

This theory simplifies quite substantially when we deal with the case of a split
reductive group G over a field K which is henselian for a discrete valuation. We
denote by O the valuation ring of K and by k its residue field (not assumed necessarily
perfect). The K–group G is then extended from a Chevalley O–group scheme G itself
extended from Z.

Let C (resp. Q) be the radical torus of G. Both tori are split and the map p : C → Q

is an isogeny whence an isomorphism p∗ : Ĉ0 ⊗Z R
∼−→ Q̂0 ⊗Z R. Let (B, T ) be a

Killing couple of G and put N = NG(T ). The enlarged building of G over K is

Be(GK) = B(DGK)× (Ĉ0 ⊗Z R) = B(DGK)×E

where B(DGK) is the Bruhat-Tits building of the derived K–group DG which is
isomorphic to the building of its simply connected cover (DG)scK (and of its adjoint
group Gad,K).

The valuation induces a map vQ : Q(K) = Q̂0 ⊗Z K
× → Q̂0, it gives rise to an

action of Q(K) on Q̂0⊗ZR by q.λ = λ−vQ(q). It provides as well an action on Q(K)

on E = Ĉ0 ⊗Z R (and E has to be seen as an affine space) and an action of G(K)
through the morphism G(K) → Q(K) (see [27, §4.3]).

We have a natural action of G(K) on Be(GK). It acts through the action of Gad(K)

on B(DGK) and the previous action ofG(K) on (Ĉ0⊗ZR). According to [5, 9.1.19.(c)],
there exists a unique point φ ∈ B(DGK) called the center of the building such that
(DG)sc(O) = Stab(DG)sc(K)(φ); we consider the point φe = (φ, 0) of the extended
building.

Lemma 8.1. G(O) = StabG(K)(φe).

Proof. The direct inclusion is clear. Conversely let g ∈ G(K) fixing φe and denote by
q ∈ Q(K) its image under the canonical map G(K) → Q(K). Then vQ(q) = 0 so that
q ∈ Q(O). We consider the exact sequence 1 → DG → G → Q → 1. According to
[10, A.2.7], T ′ = T ∩DG is a maximal torus of DG so that we have an exact sequence
of split tori 1 → T ′ → T → Q→ 1. It follows that the map G(O) → Q(O) is split and
a fortiori onto. We can pick then g0 ∈ G(O) mapping on q; replacing g by gg−1

0 reduces
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to the case g ∈ DG(K). We use now the isogeny 1 → µ → (DG)sc
p−→ DG → 1. We

have a compatible exact sequence 1 → µ → T sc → T ′ → 1 where T sc is the inverse
image of T ′. We have a commutative diagram of exact sequences of pointed sets

(DG)sc(K) // DG(K) // H1
flat(K,µ)

// H1(K, (DG)sc)

T sc(K) //

OO

T ′(K)

OO

// H1
flat(K,µ)

//

≀

OO

H1(K, T sc) = 0.

OO

By diagram chase we get a decomposition

(DG)sc(K) = Im
(
(DG)sc(K)

p−→ DG(K)
)
T ′(K).

We deal then with g = p(g1) g
−1
2 with g1 ∈ (DG)sc(K) and g2 ∈ T ′(K). It follows

that p(g1).φ = g2.φ. This point is then of same type than φ and belongs to the
apartment A defined by T sc. Since T sc(K) acts transitively on the points of A of
type 0, there exists g3 ∈ T sc(K) such that p(g1).φ = g2.φ = p(g3).φ. Up to replace g1
(resp. g2) by g1 g

−1
3 (resp. g2 p(g3)

−1) we are reduced to the case that p(g1).φ = φ and
g2.φ = φ. It follows that g1 ∈ (DG)sc(O). On the other hand g2 acts then trivially
on the apartment A hence g2 ∈ T ′(O). Thus g = p(g1) g

−1
2 belongs to DG(O) as

desired. �

We deal now with an exact sequence of locally algebraic k–groups 1 → G → G̃ →
J → 1 such that G = G̃0. We claim that the action of G(K) on Be(GK) extends

naturally to an action on G̃(K). Pushing the above sequence by G→ Q gives rise to

an exact sequence 1 → Q → Q̃ → J → 1 and to the commutative exact diagram of
exact sequences aves such that the following diagram commutes

1 // Q(O)

��

// Q̃(O)

��

// J(O) //

≀

��

1

1 // Q(K) // Q̃(K) // J(K) // 1

by using the triviality of H1(O,Q) and H1(K,Q). Pushing one more time by

vQ : Q(K) → (Q̂)0 ⊗Z R gives rise to the diagram

1 // Q(K) //

��

Q̃(K)

��

// J(K) //

≀

��

1

0 // (Q̂)0 ⊗Z R // H // J(K) // 1
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with a canonical decomposition H =
(
(Q̂)0 ⊗Z R

)
⋊ J(K). The group H acts on

(Q̂)0 ⊗Z R ∼= E as follows:

(y, τ).x = τ(x)− y.

This extends then the opposite translation action of (Q̂)0 ⊗Z R on itself. Composing

with the projection G̃(K) → H , we extended then the action of G(K) on E. On

the other hand, G̃(K) acts by group automorphisms on DG hence acts on B(DGK).

Altogether we have then an action of G̃(K) on Be(GK).

Lemma 8.2. We have G̃(O) = StabG̃(K)(φe).

Proof. The direct inclusion is straightforward. Conversely we are given g̃ ∈ G̃(K)
fixing φe. We consider the following diagram of exact sequences of pointed sets

G(K) // G̃(K) // J(K) // H1(K,G)

G(O) //

OO

G̃(O) //

OO

J(O) //

=

OO

H1(O,G)

OO

Using the reduction argument to a Borel subgroup of G, the map H1(O,G) →
H1(K,G) has trivial kernel. By diagram chase it follows that g̃ = g g̃0 with g̃0 ∈ G̃(O)
and g ∈ G(K). According to Lemma 8.1, we have that g ∈ G(O). Thus g̃ belongs to

G̃(O). �
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