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Using matched asymptotic expansions, we derive an equivalent bar model for a periodic, one-dimensional
lattice made up of linear elastic springs connecting both nearest and next-nearest neighbors. We obtain a
strain-gradient model with effective boundary conditions accounting for the boundary layers forming at the
endpoints. It is accurate to second order in the scale separation parameter 𝜀≪1, as shown by a comparison
with the solution to the discrete lattice problem. The homogenized modulus associated with the gradient
effect (gradient stiffness) is found negative, as is often the case in second-order homogenization. Negative
gradient stiffnesses are widely viewed as paradoxical as they can induce short-wavelength oscillations in
the homogenized solution. In the one-dimensional lattice, the asymptotically correct boundary conditions
are shown to suppress the oscillations, thereby restoring consistency. By contrast, most of the existing
work on second-order homogenization makes use of postulated boundary conditions which, we argue, not
only ruin the order of the approximation but are also the root cause of the undesirable oscillations.

Keywords Elastic lattices, Asymptotic homogenization, Second-order homogenization.

1. INTRODUCTION

The interest in architected materials has grown recently due to advances in fabrication techniques such as addi-
tive manufacturing. The complex microstructure of these materials makes their modeling quite challenging. In
particular, standard homogenization usually misses significant size-effects. These materials are thus often better
described by generalized media, whose constitutive behavior involves either additional degrees of freedom [CC09] or
superior gradients of displacement [Ger73; Min64; Tou62]. In this work, we focus on models of the latter kind. Two-
scale asymptotic expansion [A77; BP89; BLP11; San80] is a powerful tool to derive such models without requiring
ad-hoc kinematic assumptions [Bou20]. When the microstructure is not degenerate, the standard homogenization
framework is recovered at leading order. Next, higher orders are shown to lead to strain-gradient contributions
[S18a; S18b; Bou96; BS11; GK89; SC00; TB96] which improve the accuracy of the homogenized model.

Solving these higher-order effective models however raises three main issues.

1. These models are of limited accuracy in the boundary regions due to the loss of periodicity near the boundaries
[Dum86; San86; YAL24]. Capturing first-order boundary effects appearing in 2D domains [AA99; Dum86]
and in 3D composites [FF+22; KMU19], have been shown to increase significantly the quality of the predic-
tions associated with standard homogenization, especially near the boundaries. If neglected, these effects can
even lead to unreliable failure criteria in composites [FF+22]. In the context of higher-order homogenization
which aims at improving the order of approximation of the solution, capturing these boundary effects is likely
to become even more important.

2. Another issue is that the effective equilibrium equation derived from these models is of fourth order and there-
fore requires additional boundary conditions, compared to the full micro-structural problem. The derivation
of such boundary conditions is usually ad-hoc [AMPB08; TB93] and there lacks a rigorous method to obtain
asymptotically exact effective boundary conditions up to second order.

3. Finally, higher-order asymptotic homogenization has been reported to yield non-positive strain gradient stiff-
ness for a large number of structures in dimension 1, 2 and 3 [ABV16; AL23; DLSS22; LM18; SC00]. This
makes oscillating terms appear in the solution that are not present in the physical system. Moreover, such
short-wavelength oscillations are inconsistent with the fundamental assumptions of homogenization theory,
which assumes that the macroscopic displacement is smooth. This non-positivity has hindered the wide adop-
tion of strain-gradients models.

In this paper, we analyze the simplest structure that features these difficulties, namely a one-dimensional lattice
of springs connecting nearest and next-nearest neighbors. In the absence of next-nearest neighbor interactions, the
lattice would become isostatic and homogenization could be bypassed entirely: introducing next-nearest neighbor
interactions helps us stay away from this special case. In addition, boundaries break the lattice periodicity in the
presence of next-nearest neighbor interactions, causing boundary layers to form. Finally, lattices of this kind are
known to lead to a non positive strain-gradient stiffness [KZ64; TB93]: the effective equilibrium equation is found as

Ku′′(x)−𝜀2 B u′′′′(x)+ f̄ (x)=0 (1.1)
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where u denotes the macroscopic displacement, 𝜀 is the microscopic length and f̄ (x) is the distributed loading. The
leading-order homogenized modulus K is positive, K >0, but the higher-order one B is negative, B<0. The coefficient
B will be referred to as the gradient stiffness.

The higher-order beam model in (1.1) is said to be ‘ill-posed’ because of the ‘incorrect’ sign B<0 which makes
oscillating terms appear in the solution. Indeed, the homogeneous differential equation K u′′(x)− 𝜀2 B u′′′′(x)=0
has quickly oscillatory solutions of the form cos� K /(−B)� x

𝜀 +𝜑� when B<0. The coarse-grained equilibrium of
a plain chain of springs (i.e., without second neighbors) is also of the form (1.1) with a negative gradient stiffness
B=−K /12<0 as well, 𝜀 being then the initial length of the springs. In the context of lattice dynamics, a net force
of the form Ku′′(x)−𝜀2 Bu′′′′(x) with B<0 is commonly found in the balance of linear momentum, and leads to so-
called ‘bad’ Boussinesq equations [KZ64; Ros86; TB93].

We propose the following approach to address the three issues listed above. It is based on the method of matched
asymptotic expansions which can capture boundary effects up to any desired order of approximation [BO99; Eck73;
Ili92; Lag88]. We use this approach to smoothly connect an outer solution (homogenized solution valid far from
the endpoints) to an inner solution (boundary layer solution valid near the endpoints). This approach has been
applied to derive effective jump conditions that include first order interface effects induced by networks of periodic
defects, like inclusions or cracks, inside 3D elastic bodies [ACM98; H74]. Here, we follow [BMP21] in the context
of elastic plates and [Vin16] in the context of wave transmission through an interface and push this approach up
to second order. We obtain a boundary-value problem consisting of Equation (1.1) with two boundary conditions at
each endpoint, representing the boundary layers in an effective way: (i) a mixed (Robin-type) condition that extends
the standard kinematic relation with a gradient correction and (ii) a novel static condition. At leading order, the
classical homogenization results are recovered.

We interpret the static boundary condition (ii) as a compatibility condition warranting that the solution to the
leading-order bar model Ku′′(x)+ f̄ (x)=0 gets perturbed regularly when the gradient term −B𝜀2u′′′′(x) is included.
We argue that the solution to the higher-order homogenized model can then be obtained perturbatively by solving
a hierarchy of problems K u′′(x) = ⋅ ⋅ ⋅ for classical elastic bars, the gradient effect entering as a source term in
the right-hand side only.

The different flavors of homogenization differ in the following sense. Leading-order homogenization delivers a
classical bar model Ku′′(x)+ f̄ (x)=0 having one boundary condition at every end, of the kind (i). First-order homog-
enization, accurate to order 𝜀1 included, delivers the same differential equation with refined boundary conditions of
the kind (i), which become of Robin type [AA99; Dum86]. Here, we deal with second-order homogenization: the order
of the differential equation increases from 2 to 4 due to the new term −B𝜀2u′′′′(x) and, concurrently, one additional
static boundary condition of the kind (ii) appears at each end.

The spring lattice is presented in Section 2. The main features of the matched-asymptotic method are covered
in Section 3. The homogenization procedure and an analysis of the boundary layer are presented in Section 4 and 5
respectively. In Section 6, these solutions are matched and effective boundary conditions are obtained. In Section 7,
we show that the homogenized problem is amenable to a perturbative solution. Finally, we validate our approach
in Section 8, by comparing the solutions to the boundary-value problem to the equilibrium of the discrete lattice, for
vanishingly small cell size 𝜀.

2. ONE-DIMENSIONAL, PERIODIC SPRING LATTICE

In this section, we present the one-dimensional lattice which we seek to homogenize.

2.1. Lattice properties

The lattice is sketched in Figure 2.1b. It has a finite length L=𝒪(1) and a large number of cells, N≫1. We denote
the cell size as

𝜀= L
N ≪1

and address the homogenization limit 𝜀→0 where the number of cells N=𝒪(𝜀−1) is large.

The lattice is obtained by replicating the unit cell shown in orange in Figure 2.1a, comprising four different
springs with respective spring constants k1/𝜀, k2/𝜀, k3/𝜀 and k4/𝜀. Having the spring constants scale as 1/𝜀 ensures
that the equivalent traction modulus remains finite in the limit 𝜀→0. There are two families of nodes (also known
as Bravais sub-lattices), denoted as solid (−) versus open (+) symbols in Figure 2.1b. Nodes belonging to the sub-
lattice (−) are connected by the long springs with constant k3/𝜀, and nodes belonging to the sub-lattice (+) by the
long springs with constant k4/𝜀. Nodes (−) have a spring with constant k1/𝜀 on their right-hand side and a spring
with constant k2/𝜀 on their left-hand side, and vice-versa for the nodes (+).
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Figure 2.1. A one-dimensional lattice of linear springs. a) Unit cell (orange springs) made up of four types of springs con-
necting nearest and next-nearest neighbors. b) Full view of the lattice. The terminal springs use ‘exceptional’ constants k0
(blue) and kL (cyan); the displacement of the terminal nodes is prescribed as v0⋆ and vL

⋆, with v0⋆=0 here. c) Using higher-order
homogenization, we aim at identifying an equivalent bar model (orange) along with the relevant boundary conditions. Note
that we have omitted a scaling factor 𝜀−1 in all springs constants shown in this figure: the actual spring constants are k0/𝜀,
k1/𝜀, etc.

Remark 2.1. This lattice was designed so as to not fall into any of the two following special cases, in which homoge-
nization can be bypassed entirely: (i) lattices possessing a single Bravais sub-lattice, and (ii) one-dimensional lattices
connecting nearest neighbors only. The special case (i) corresponds to k3= k4 and k1= k2 and has been solved
in [CT02]. The case (ii) corresponds to k3= k4= 0, the tension in the remaining springs being given directly by
a global balance of forces.

Cells are labelled by an index i in the range 0⩽ i⩽N. Nodes are indexed by their cell number i and by a sign ±.
Their initial position is given by

xi
±=𝜀�i±𝛿�, (2.1)

where x is the coordinate along the lattice and

𝛿= 1
4. (2.2)

As shown in Figure 2.1b, the terminal springs connecting nearest-neighbors use specific spring constants k0/𝜀 and
kL/𝜀.

The interior nodes are subjected to a force fi
± which is prescribed in terms of the node initial position via a smooth

function f (x) as
fi−=

𝜀
2 f (xi−) if 1⩽ i⩽N

fi
+= 𝜀

2 f (xi
+) if 0⩽ i⩽N −1

(2.3)

and the terminal nodes x0− and xN
+ are subjected to imposed displacements, denoted as v0⋆ and vL

⋆, respectively,

v0−=v0⋆,
vN
+=vL

⋆. (2.4)

In the right-hand sides of (2.3), f̄ (x) represents the applied force per unit length in the continuous limit 𝜀→0.
The applied force varies slowly, in the sense that its variation from one node to the next |fi

+ − fi−| =𝒪(𝜀2) and
|fi+1

− − fi
+|=𝒪(𝜀2) is much smaller than its magnitude 𝒪(𝜀).
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2.2. Discrete equilibrium equations
When subjected to nodal forces in (2.3) and to the prescribed displacements in (2.4), the lattice reaches an equilib-
rium. We denote as vi

± the displacement of the node of type ± in cell i, which occurs along the x-axis in the present
one-dimensional setting.

With the aim to obtain the equilibrium of the lattice in compact form, we collect the displacement of the nodes
belonging to the cell i (0⩽ i⩽N) into a vector 𝑽i having length 2

𝑽i=(((((((((((( vi−

vi
+ )))))))))))). (2.5)

The nodal forces in the interior cells (1⩽ i⩽N −1) are collected similarly into a vector 𝑭i having length 2,

𝑭i=(((((((((((( fi−

fi
+ )))))))))))). (2.6)

In view of (2.1) and (2.3), the force 𝑭i in any interior cell (1⩽ i⩽N −1) is given in terms of a smooth function 𝑭(x) as
𝑭i=

𝜀
2 𝑭𝜀(𝜀 i), where

𝑭𝜀(x)=(((((((((((((( f�x−𝜀𝛿�
f�x+𝜀𝛿� )))))))))))))). (2.7)

It can be checked that the equilibrium of the nodes takes the form of a discrete boundary-value problem for the
cell displacements 𝑽i,

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{{
{
{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{{{
{
{ 1

𝜀(𝑷 ⋅𝑽i+1+𝑸⋅𝑽i+𝑹⋅𝑽i−1)+𝑭i=𝟎 for 1⩽ i⩽N −1
1
𝜀 (𝑷0 ⋅𝑽1+𝑸0 ⋅𝑽0)+𝑭0=𝟎
1
𝜀(𝑸N ⋅𝑽N+𝑹N ⋅𝑽N−1)+𝑭N=𝟎

(2.8)

where the matrices appearing in the equilibrium (2.8)1 of the interior nodes are given by

𝑷=((((((((( k3 0
k2 k4 ))))))))), 𝑸=((((((((( −(k1+k2+2k3) k1

k1 −(k1+k2+2k4) ))))))))), 𝑹=((((((((( k3 k2
0 k4 ))))))))), (2.9)

while those entering in the boundary conditions (2.8)2,3 are given by

𝑷0 = ((((((((( 0 0
k2 k4 ))))))))) 𝑸0 = ((((((((( 1 0

k0 −(k0+k2+k4) )))))))))
𝑸N = ((((((((( −(kL+k2+k3) kL

0 1 ))))))))) 𝑹N = ((((((((( k3 k2
0 0 ))))))))).

(2.10)

In the boundary conditions (2.8)2,3, we have extended the force vector 𝑭i to the terminal cells (i=0, N) by defining

𝑭i=
𝜀
2 𝑭𝜀(𝜀 i)+{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{

{{{{{{{{{{𝚫0 if i=0
𝚫L if i=N
𝟎 if 0< i<N

(2.11)

with the force exceptions

𝚫0=(((((((((((((((((((
−v0

⋆

𝜀 − 𝜀
2 f�−𝜀𝛿�
0 ))))))))))))))))))), 𝚫L=(((((((((((((((((((

0
−vL

⋆

𝜀 − 𝜀
2 f�𝜀�N+𝛿�� ))))))))))))))))))). (2.12)

Remark 2.2. The definition (2.11) of the discrete force coincides with that introduced above Equation (2.7) on inte-
rior cells, namely 𝑭i=

𝜀
2 𝑭𝜀(𝜀 i). The exceptional contributions in (2.12) applicable to the terminal cells are designed

in such a way that Equations (2.8)2,3 yield the correct boundary conditions. Consider the conditions (2.8)2 at the left
boundary i=0, for instance: with the help of (2.10) and (2.11–2.12–2.7), it can be spelled out as

1
𝜀 (v0−)+((((((((( 𝜀

2 f�−𝜀𝛿�+(((((((((−v0⋆
𝜀 − 𝜀

2 f�−𝜀𝛿�)))))))))))))))))) = 0
1
𝜀 (k2v1−+k4v1++k0v0− −(k0+k2+k4)v0+)+

𝜀
2 f�+𝜀𝛿� = 0.

The first equation is nothing but the kinematic condition (2.4)1 and the second equation can be rewritten as (k2/
𝜀)(v1− −v0+)+(k4/𝜀)(v1+−v0+)−(k0/𝜀)(v0+−v0−)+

𝜀
2 f�+𝜀𝛿�=0 which yields the balance of forces on node x0+.

In this paper, we consider the values of the elastic constants listed in Table 2.1 by way of illustration. None
of the findings reported in this paper depends crucially on these values. In the companion notebook, written in
the symbolic calculation language [Wol21] and distributed online [Thb24], symbolic values are used for all spring
constants in both the uni cell (k1,k2,k3,k4) and in the exceptions (k0,kL) at the ends.
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k2/k1 k3/k1 k4/k1 k0/k1 kL/k1

3 1 2 1 1
Table 2.1. Numerical values of the spring constants used for numerical illustrations.

3. OVERVIEW AND MAIN RESULTS

In this Section we briefly present the main result of the paper, which is to derive a boundary-value problem for
the macroscopic displacement u𝜀(x). By boundary-value problem, we mean a differential equation for u along with
boundary conditions at both ends. The differential equation can be obtained by standard methods from higher-order
homogenization: our main contribution is to derive the asymptotically correct boundary conditions and to highlight
the nice properties of the solutions to the associated boundary-value problem.

3.1. Summary of homogenization results
Standard methods of homogenization (see Section 4) deliver the equilibrium of the equivalent bar in the form

Ku𝜀′′(x)−𝜀2 B u𝜀′′′′(x)+ f̄ (x)=𝒪(𝜀3). (3.1)

With the particular choice of spring constants in Table 2.1, the traction modulus K and the second-gradient modulus
B are given by

K = +15
4 k1 > 0,

B = − 9
32 k1 < 0.

(3.2)

The leading-order K u𝜀′′(x)+ f̄ (x)=0 defines a classical bar model having a positive traction modulus K >0. The
higher-order term −𝜀2 B u𝜀′′′′(x) improves the accuracy of the predictions. The gradient stiffness B happens to be
negative, B<0.

The lattice we consider is non-degenerate at the leading order (K ≠0), and therefore does not belong to the special
family of lattices, such as pantographs [DLSS22], featuring soft modes (K = 0) and a positive gradient modulus
(B>0). In non-degenerate structures (K ≠0), by contrast, negative gradient stiffness B<0 is the rule rather than
the exception [ABV16; AL23; LM18]. It leads to the following paradoxes:

1. the solutions u𝜀(x) to the differential equation (3.1) feature undesirable, short-wavelength oscillations, see
Section 3.2;

2. the homogenized strain energy underpinning the equilibrium equations (3.1) is non-positive, implying that
any solution u𝜀(x) is unstable.

We leave the resolution of the second paradox to a follow-up paper, where the energy properties of the homogenized
model are discussed in depth. Here, we solve the first paradox by showing that the undesirable oscillations are
suppressed when mathematically correct boundary conditions are used.

Remark 3.1. The gradient stiffness B is negative for any set of values of the spring constants k1>0, . . . , k4>0
and not just for the particular values listed in Table 2.1. Indeed, its general expression, derived in the companion
notebook, is

B=−k1
(q2+q3+q4)+(q2

2+14q2(q3+q4)+12(q3−q4)2)+q2(q2(q3+q4)+12(q3−q4)2)
48(1+q2)2

, (3.3)

where q2=k2/k1>0, q3=k3/k1>0 and q4=k4/k1>0 are the stiffness contrasts.

3.2. Ad hoc boundary conditions and their deficiencies
A common trick to equip the homogenized Equation (3.1) with ‘sensible’ boundary conditions is the following. Multi-
plying by a test function and integrating by parts, one can show that the equilibrium problem (3.1) is the stationary
condition, in the interior of the domain 0< x<L, of the energy functional

ℰadhoc[u]= 1
2 �

0

L
�Ku′2(x)+𝜀2 B u′′2(x)�dx−�

0

L
f̄ (x)u(x)dx. (3.4)

Assuming that the prescribed displacement at the endpoints can be represented by the kinematic condition u(0)=v0⋆
and u(L) = vL

⋆, one then postulates that the equilibrium solution u𝜀(x) makes ℰadhoc stationary in the space of
kinematically admissible functions u(x) satisfying u(0)=v0⋆ and u(L)=vL

⋆, thereby following a standard pattern in
the theory of elasticity. This variational problem delivers the following boundary conditions, see [AMPB08; TB93]
for example,

u(0) = v0⋆ u′′(0) = 0
u(L) = vL

⋆ u′′(L) = 0 (ad hoc boundary conditions). (3.5)

In (3.5), the kinematic boundary conditions imposed at the start of the variational procedure have been supple-
mented with the ‘natural’ boundary conditions u′′(0)=0 and u′′(L)=0.
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We will refer to these as ad hoc boundary conditions. The above energy reasoning that supports them has two
flaws:

• The energy functional (3.4) is not positive-definite when B<0, making it unsuitable in a first place.

• Many other functionals differing from (3.4) by boundary terms equally deliver the stationarity condition (3.1)
in the interior. There is no reason to believe that the boundary terms (3.5) delivered by the particular func-
tional (3.4) are correct.

The ad hoc boundary conditions (3.5) are not accurate to order 𝜀2 and this lack of accuracy propagates to the solu-
tion to the boundary-value problem. This limitation in accuracy is already well known, but these ad hoc boundary
conditions have a more harmful property: they create spurious oscillations in the solution u𝜀(x) when B<0. This
can be seen from the general solution to the differential equation (3.1), which takes the following form when B<0,

u𝜀(x)=D1 sin�
𝜔x
𝜀 �+D2 cos�

𝜔x
𝜀 �+D3 x+D4− 1

K f̄ (−2)(x)− B
K2 𝜀

2f̄ (x)+𝒪(𝜀3), (3.6)

where 𝜔= K /(−B)� and f (−2) is the second anti-derivative of the loading, such that f (−2)′′= f̄ . The constants D1,
D2, D3, D4 are set by the boundary conditions: in Appendix A.2 we show that the ad hoc boundary conditions (3.5)
make the amplitudes D1 and D2 associated with the quickly oscillating terms non-zero at the order 𝜀2 which we
resolve. With (D1, D2) =𝒪(𝜀2) and (D3, D4) =𝒪(𝜀0), the fourth derivative u𝜀′′′′ is dominated by the oscillatory
terms, u𝜀′′′′ =𝒪(𝜀−2), making the gradient ‘correction’ 𝜀2 B u𝜀′′′′(x) =𝒪(𝜀0) as large as the ‘leading-order’ term
Ku𝜀′′(x)=𝒪(𝜀0) in Equation (3.1). The short-wavelengths oscillations are fundamentally inconsistent with the main
assumption underpinning homogenization, which is that u𝜀(x) is a function of the slow variable x having regular
dependence on the aspect-ratio parameter 𝜀, see the series expansion (4.2) below.

These short-wavelength oscillations are a long-standing issue that has hindered the use of strain-gradient models,
most of which feature a non-positive strain-gradient stiffness B. The root of the issue is that the ‘natural’ boundary
conditions u′′(0) = 0 and u′′(L) = 0 are incompatible with the leading order of the equilibrium (3.1) in the inte-
rior, which requires u𝜀′′(0) = − f̄ (0)/K ≠0 and u𝜀′′(L) = − f̄ (L)/K ≠0 (we ignore the special case f̄ (0) = f̄ (L) = 0
where the incompatibility is likely to be postponed at the following orders and not entirely suppressed). This incom-
patibility between the leading order and the boundary conditions makes the oscillatory ‘correction’ proportional
to D1 and D2 blow up, and it ends up contributing as much as the leading-order term to the equilibrium equation.

We argue that these issues are artifacts introduced by the ad hoc boundary conditions, which go away when
the mathematically rigorous boundary conditions are used. Indeed, it is shown in Appendix A.1 that the rigorous
boundary conditions lead to D1=D2=0 at the order 𝜀2 which we are resolving. The gradient effect then remains a
small correction, and it becomes possible to solve the boundary-value problem perturbatively, as we show in Sec-
tion 7.

Remark 3.2. The homogenized equilibrium (3.1) with the ‘wrong’ sign B<0 is akin to the so-called bad Boussinesq
equation derived by Boussinesq to model the dynamics of shallow-water waves [Bou72]. The latter has a wide range
of applications in physics and was historically used, in particular, to describe the propagation of non-linear wave in
lattices, referred as the Fermi–Pasta–Ulam (FPU) problem [KZ64].

Remark 3.3. In a dynamic context again, and limiting attention to a simple chain of springs (with closest-neighbor
interactions only), [KP09] obtained ‘short-wave extraneous solutions’ similar to the quickly oscillatory solutions
associated with D1 and D2 in (3.6). They interpret the latter as ‘artefacts left after the truncation of an infinite
series’. Postulating that these extraneous solutions must disappear, they introduce boundary conditions which,
in the low-frequency limit 𝜔→0, take the form u′′(x)=− f̄ (x)/K at x=0 and x= L. This is precisely the form of
the boundary conditions which we will derive based on the analysis of the boundary layers, see Equation (3.7) and
Section 5 .

3.3. Matched-asymptotic expansions to the rescue
The matched-asymptotic expansion technique [BO99; Eck73; Ili92; Lag88] is suited to mathematical problems whose
solutions feature qualitatively different behaviors in different parts of the domain. It consists in analyzing the
different regions using different types of approximations, and matching them together in a region of overlap where
they are consistent. It is well suited to the analysis of the one-dimensional lattice in the limit 𝜀→0 of well-separated
scales:

• In the so-called outer region (x≫𝜀 and L−x≫𝜀, yellow background in Figure 3.1), the solution evolves ‘slowly’:
the displacement in one cell closely resembles that in the neighboring cells.

• In the so-called inner regions (x≪L or L− x≪L, blue background in Figure 3.1), the solution evolves rapidly
from one cell to the next.

The traditional names of outer and inner regions from matched-asymptotic theory are unfortunately in conflict with
their actual layout in this particular geometry: the outer region is the central part of the lattice (yellow) and the
inner regions are near the endpoints (blue).
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Figure 3.1. Numerical solution to the discrete problem with N=10, (i.e., 11 cells and 22 nodes) (solid and open disks). Qual-
itatively different behaviors are obtained in the inner regions (blue background) and in the outer region (yellow background),
which motivates the use of matched asymptotic expansion. The predictions of the latter are shown by the solid curves (see
Figure 3.2 for details).

In the outer region, the homogenization theory applies: the displacement of the nodes belonging to either type
of sub-lattice, + or −, varies smoothly and can thus be considered to be a function of the slow variable x. The two
sub-lattices are however shifted with respect to one another, and the displacement of the full set of nodes has an
oscillatory component known as the microscopic shift: the open and solid disks are alternated across the brown mid-
line in the outer region in Figure 3.1. The macroscopic displacement u𝜀(x) is defined as the averaged displacement
over the two Bravais sub-lattices (brown curve in the figure). The averaging removes the oscillatory microscopic
shift and u𝜀(x) is a smooth function of x, evolving on the large scale 𝒪(𝜀0). This is implemented in a systematic
expansion in Section 4, which delivers the differential equation (3.1) of homogenized equilibrium.

By contrast, the analysis of the boundary layers involves zooming in at the microscopic scale 𝜀, by setting x=𝜀 i
with moderately large values of i=𝒪(𝜀−1/2) (case of endpoint on the left-hand side): at this scale, the loading can
be approximated by its Taylor expansion f̄ (𝜀 i) = f̄ (0) + 𝜀 i f̄ ′(0) + ⋅ ⋅ ⋅ , which is polynomial, and the geometry of
the domain is effectively semi-infinite. The analysis of a boundary layer consists in deriving an exact solution to
the discrete equilibrium problem, which has constant coefficients in the interior and a polynomial right-hand side
(applied loading). These layer problems are solved in Section 5 in terms of four constants.

In Section 6, we proceed to match the inner and outer solutions: in the matching region 𝜀≪ x≪ L (case of the
left-hand side, green region in Figure 3.1), for instance, both the inner solution (x≪L) and the outer solution (𝜀≪L)
are valid. By requiring that they are consistent, we can determine the four constants characterizing the inner
region in terms of the local properties of the outer solution, namely u𝜀(0), u𝜀′(0), u𝜀′′(0), etc. The same holds in the
other matching region. When the parameters of the inner regions are eliminated, the procedure delivers effective
boundary conditions applicable at either end x=0 and x= L of the macroscopic domain. This yields the rigorous
boundary conditions appearing in Equation (3.7) below. The entire procedure is a systematic expansion in 𝜀, and we
ensure that the order of accuracy of the boundary conditions is consistent with the second-order accuracy which we
achieve in the outer region.

Altogether, this leads to the following boundary-value problem,

diff. equation Ku′′(x)−𝜀2 B u(4)(x)+ f̄ (x)=0

boundary cond.

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{
{
{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{
{
{ u(0)+𝜀 ℓ0u′(0)+𝜀2 ℓ0̃u′′(0) = v0⋆

𝜀2(Ku′′(0)+ f̄ (0)) = 0
u(L)+𝜀 ℓL u′(L)+𝜀2 ℓL̃ u′′(L) = vL

⋆

𝜀2(Ku′′(L)+ f̄ (L)) = 0,

(3.7)

where the differential equation coincides with that announced earlier in (3.1). This boundary-value problem is the
main result of our paper. Its solution u(x) depends on x and is denoted as u𝜀(x) in the following.
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At the endpoint x=0, the first, Robin-type boundary condition u(0) + 𝜀 ℓ0 u′(0) + 𝜀2 ℓ0̃ u′′(0)= v0⋆ is a refined
version of the naïve kinematic condition u(0) = v0⋆ postulated in (3.5). Indeed, the fixed-displacement condition
v0−=v0⋆ in (2.4)1 concerns the first node, of type (−), whose position is given by the macroscopic displacement u(0) at
leading order plus corrections of order 𝜀. The microscopic lengths 𝜀 ℓ0 and 𝜀2 ℓ̃0 entering in the corrected boundary
condition are furnished by the boundary layer analysis, see Equations (5.11)3,4.

The second boundary condition at x = 0, namely 𝜀2 (K u′′(0) + f̄ (0)) = 0, is a corrected version of the naïve
boundary condition u′′(0)=0 obtained in (3.5). This correction removes the inconsistencies discussed in Section 3.2.
We will refer to it as a compatibility condition.

The boundary conditions at x=L are exactly similar, with the constants ℓL and ℓL̃ given in (6.11).
In equation (3.7), we have included an overall scaling factor 𝜀2 in the boundary conditions 𝜀2(Ku′′(xi)+ f̄ (xi))=0

at xi=0,L to indicate that only the leading order term of this boundary condition is known, i.e., 𝜀2(Ku′′(xi)+ f̄ (xi))=
𝒪(𝜀3). This writing complies with the convention used throughout this paper that all equations are truncated
beyond order 𝜀2. When written as K u′′(xi)+ f̄ (xi)=0, the boundary condition could be interpreted as K u′′(xi)+
f̄ (xi)=𝒪(𝜀3), which is not correct.

3.4. Comparison to the discrete solution
Figures 3.1 and 3.2 show a first comparison of the solution u𝜀(x) to the boundary-value problem (3.7) with the
discrete solution to the lattice problem (2.8), for a particular loading. In Section 8, more elaborate convergence tests
are used to show that the boundary-value problem (3.7) is accurate up to terms of order 𝜀3.

0.2

0.4

0.6

0.8

10.80.60.40.20

1

macro. displacement u𝜀(x)
effective model (3.7)

node (+)

node (−)
discrete solution vi

±

v0⋆=0

vL
⋆=0.1L

x
L

u𝜀(x),vi
±

vL
⋆

Figure 3.2. Comparison of the macroscopic displacement u𝜀(x) solution to the boundary-value problem (3.7) (red curve)
with the discrete solution for N =10 (solid and open disks), for a distributed loading f̄(x)=2k1/L (x/L)3 and with imposed
displacements v0⋆=0 and vL

⋆=0.1L at the endpoints. The spring constants listed in Table 2.1 are used. The displacements on
the vertical axis have been rescaled by vL

⋆.

4. HOMOGENIZATION

In this Section we derive an effective model for the lattice in the outer region (𝜀≪ x and L− x≫𝜀, yellow box in Figure
4.1) using asymptotic homogenization. This procedure is standard and the details are omitted.

f̄ (x)

outer region (homogenization)

≫𝜀≫𝜀

0 L

Figure 4.1. Far from the endpoints (outer region, yellow box), the equilibrium is solved using asymptotic homogenization.

4.1. Form of the expansion
In the outer region, the displacement vi

± of the node (i, ±) is assumed to derive from smooth functions u𝜀(x) and
y𝜀(x) of the slow variable x, representing the macroscopic displacement and the microscopic shift (see Section 3.3),
respectively,

vi
±=u𝜀(xi

±)±𝜀y𝜀(xi
±), (4.1)
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where xi
± is the position of the node in reference configuration, see (2.1). Making u𝜀 and y𝜀 depend on the slow

variable ensures that they vary by a small amount ∼u𝜀′(x)𝜀=𝒪(𝜀) and ∼ y𝜀′(x)𝜀=𝒪(𝜀), respectively, from one cell
to the next.

We approach homogenization through formal asymptotic expansions: we thus assume that u𝜀(x) and y𝜀(x)
depend on 𝜀 through regular (power-series) expansions,

u𝜀(x)=�
i=0

∞

𝜀 i u(i)(x), y𝜀(x)=�
i=0

∞

𝜀 i y(i)(x), (4.2)

where the series coefficients u(i)(x) and y(i)(x) are themselves smooth functions of x that do not depend on 𝜀. We
will avoid as much as possible to expose the series expansion (4.2) as they lead to cumbersome expressions. The main
concrete consequence of the existence of the regular expansions (4.2) is that the derivatives remain of the same order
as the functions: we will systematically assume

u𝜀(x)=𝒪(𝜀0), u𝜀′(x)=𝒪(𝜀0), u𝜀′′(x)=𝒪(𝜀0), . . . y𝜀(x)=𝒪(𝜀0), y𝜀′(x)=𝒪(𝜀0), . . . (4.3)

Remark 4.1. In the right-hand side of (4.1), both u𝜀(x) and y𝜀(𝜀) are 𝒪(𝜂0), as the following order-of-magnitude
reasoning suggests. Anticipating that the homogenized equilibrium takes the standard form u𝜀′′∼ f̄ at leading order
with f̄ =𝒪(𝜀0) as the distributed load, we obtain the following estimates: u𝜀(x)=𝒪(𝜀0) for the displacement, u𝜀′(x)=
𝒪(𝜀0) for the strain, 𝜀u𝜀′(x)=𝒪(𝜀1) for the changes in spring length. This is exactly what (4.1) was designed for:
for short springs of type 1, for instance, the change in spring length is vi

+ − vi−≈u𝜀′(𝜀 i) (𝜀/2)+2 𝜀 y𝜀(𝜀 i), both the
contributions 𝜀u𝜀′/2=𝒪(𝜀) and 2𝜀y𝜀=𝒪(𝜀) being of order 𝜀.

In the interior of the lattice (traditionally and unfortunately called the ‘outer’ region), the displacement vector
𝑽i=� vi

− vi
+ � introduced in (2.5) can be written using (4.1) and (2.1–2.2) as 𝑽i=𝑽i

int where

𝑽i
int = (((((((((((( u(xi−)−𝜀y(xi−)

u(xi
+)+𝜀y(xi

+) ))))))))))))
= (((((((((((((( u�xi −𝛿�−𝜀y�xi −𝛿�

u�xi+𝛿�+𝜀y�xi+𝛿� ))))))))))))))
= [[[[[[[[[[[[((((((((( u −𝜀y

u+𝜀y )))))))))+𝜀𝛿(((((((((((( −u′+𝜀y′
u′+𝜀y′ ))))))))))))+ 𝜀2𝛿2

2 (((((((((((( u′′−𝜀 y′′
u′′+𝜀 y′′ ))))))))))))+ ⋅ ⋅ ⋅]]]]]]]]]]]]x=𝜀i

.

(4.4)

In the interest of legibility we have dropped the subscripts in both u𝜀 and y𝜀 in the above equation.
In the last equality in (4.4), we have Taylor-expanded the functions u𝜀, y𝜀 and their derivatives about the cell

center 𝜀 i. We recall that 𝛿=1/4 by (2.2).

4.2. Homogenized equilibrium equations
The homogenized equations of equilibrium are obtained by inserting the expansion of the displacement (4.4) into
the discrete-difference equation (2.8)1 governing the equilibrium of a node i in the outer region (for 1≪ i and N −
i≫1). In this equilibrium equation, the shifted terms 𝑷 ⋅𝑽i+1

int and 𝑹 ⋅𝑽i−1
int are given by (4.4) as series expansions

about x=𝜀 (i+1) and x= 𝜀 (i − 1), respectively, and another Taylor expansion is needed to rewrite each of them
as an expansion about the common cell center x=𝜀 i. The force term 𝑭i=

𝜀
2 𝑭𝜀(𝜀 i)= 𝜀

2 � f̄�𝜀�i−𝛿�� f̄�𝜀�i+𝛿�� �,
see (2.7) and (2.11), is expanded about x=𝜀 i as well. This yields the expansion of the equilibrium (2.8)1 given in
Equation (B.1) in Appendix B.

At this point, there are two options:

• The standard approach is to insert the series expansions (4.2) of u𝜀 and y𝜀 and read off Equation (B.1) order by
order. This yields a hierarchy of equations relating the series coefficients u(k)(x) and y(k)(x). These equations
are then solved, yielding (i) expressions for the y(k)'s in terms of the u(k)'s and their derivatives, and (ii) com-
patibility conditions for the u(k)'s and their derivatives. As a last step, these expressions are ‘re-summed’ so
as to restore the original quantities u𝜀(x) and y𝜀(x): the family of equations (i) yields the microscopic shift
y𝜀(x) in terms of the macroscopic strain u𝜀′(x) and its derivatives, while the family (ii) yields the homogenized
equilibrium. The drawback of this approach is that the intermediate steps involve cumbersome and highly
redundant expressions.

• We propose a more concise derivation, which starts from the anticipated form of the final result, namely
(i) that the microscopic shift y𝜀(x) is a linear combination of the strain u𝜀′(x) and to its successive derivatives,

y𝜀(x)=𝜀0Y0u𝜀′(x)+𝜀1Y1u𝜀′′(x)+𝜀2Y2u𝜀′′′(x)+𝒪(𝜀3), (4.5)

and (ii) that the homogenized equilibrium is of the form

f̄ (x)+ A0u𝜀′′(x)+𝜀A1u𝜀′′′(x)+𝜀2 A2u𝜀
(4)(x)+ ⋅ ⋅ ⋅ =0. (4.6)

The coefficients (Yi)i⩾0 and (Ai)i⩾0 are identified by inserting these expressions into the Taylor expansion (B.1)
of the equilibrium in interior nodes (0< i<N), using the series expansions (4.2).

MANON THBAUT, BASILE AUDOLY, CLAIRE LESTRINGANT 9



The second approach is implemented in the companion notebook. The result is

Y0=
1
8, Y1=

1
16, Y2=

1
48, . . . (4.7)

and
A0=

15k1
4 , A1=0, A2=

9k1
32 , . . .

With A1=0, the equilibrium (4.6) matches the form anticipated in (3.1) up to terms of order 𝜀3: the elastic moduli
are identified as K = A0 and B=−A2 in agreement with the values announced in (3.2).

Equations (4.5) and (4.7) yield the microscopic shift y𝜀(x) in terms of the strain u𝜀′(x) and its gradients, which is
the main task of homogenization. Inserting this into (4.1) yields the nodal displacement vi

± in terms of the macro-
scopic displacement u𝜀(x). Equivalently, we can insert (4.5) into (4.4) and obtain the relocalization formula for the
nodal positions 𝑽i=(vi−,vi

+) as

𝑽i
int=u𝜀(𝜀 i)𝑾0+𝜀u𝜀′(𝜀 i)𝑾1+𝜀2u𝜀′′(𝜀 i)𝑾2+𝒪(𝜀3), (4.8)

where

𝑾0 = ((((((((( 1
1 )))))))))

𝑾1 = �Y0+
1
4�((((((((( −1

1 ))))))))) = 3
8 ((((((((( −1

1 )))))))))
𝑾2 = 1+8Y0

32 ((((((((( 1
1 )))))))))+Y1((((((((( −1

1 ))))))))) = 1
8 ((((((((( 0

1 ))))))))).
(4.9)

In Equation (4.8), the successive terms in the right-hand side represent (i) the macroscopic displacement, (ii) the
leading-order contribution to the microscopic shift, proportional to the local strain value u𝜀′(𝜀 i), and (ii) the next-
order correction to the microscopic shift, proportional to the strain gradient u𝜀′′(𝜀 i).

5. BOUNDARY LAYER ANALYSIS

We proceed to analyze the layers forming near the endpoints i = 0 and i = N. Ignoring the exponentially small
coupling between these two layers and focussing on the endpoint i=0, we assume that the lattice is semi-infinite (i⩾
0), see Figure 5.1. The boundary layer analysis is concerned with a small region near the endpoint i=0, namely i≪
N=𝒪(𝜀−1), corresponding to a small part of the full lattice, x≪L. Specifically, we will limit attention to moderately
large index values i,

i=𝒪(𝜀−1/2). (5.1)

We could equally pick any power q in the range −1<q<0 as we will only use 1≪ i≪𝜀−1.

f̄ (x)

inner region
(boundary layer analysis)

≪L
Figure 5.1. A boundary layer analysis is undertaken in the inner region, of size ≪ L near the boundary x=0 (blue region).
The boundary layer ‘sees’ the bar as semi-infinite.

The boundary layer near the other endpoint x= L can be obtained without any further calculation by applying
the mirror-symmetry i⟶N − i to the results obtained for the endpoint x=0.

5.1. Boundary-layer modes
The first step of the boundary-layer analysis is to work out the general solution to the discrete-difference equa-
tion (2.8)1 governing the equilibrium in interior cells (0< i<N). We start in this section with the special case of a
zero applied force (𝑭i=𝟎).

For 𝑭i=𝟎 and i>0, we seek solutions to (2.8)1 in the form

𝑽i=𝜇−i𝑼(i) (5.2)

where 𝜇 is a priori a complex number and 𝑼(i) is a vector having polynomial dependence on i. This leads to the
following generalized eigenvalue problem

𝜇−2𝑷⋅𝑼(i+1)+𝜇−1𝑸⋅𝑼(i)+𝑹⋅𝑼(i−1)=𝟎, (5.3)

in which the unknowns are both the polynomial 𝑼(i) (generalized eigenvector) and the complex number 𝜇 (eigen-
value).
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Using symbolic calculations, we obtain four pairs of solutions (𝜇p,𝑼p(i))p=1, . . . ,4 of (5.3) in the form

p 1 2 3 4
𝜇p 𝜁+1 𝜁−1 1 1

𝑼p(i) 𝚲0 �̃�0 𝑾1+𝑾0 i 𝑾0

(5.4)

where all eigenvalues 𝜇p turn out to be real, and we denote by 𝜁=𝜇1>1 the largest one. For the special values of
the elastic contrasts listed in Table 2.1, the constants entering in the exponential modes are

𝜁 ≈ 9.39
𝚲0 ≈ ( −8.34 1 )
�̃�0 ≈ ( −0.377 1 ).

(5.5)

In the companion notebook, these constants are expressed more generally in terms of the spring contrasts (k2/k1,...,
k4/k1).

In (5.4), the eigenvalue 𝜇3=𝜇4=1 is double, which is why the eigenvector 𝑼(i) had to be sought in the form of a
polynomial and not just a constant. These modes represent uniform stretching (p=3) and a rigid-body translation
(p=4)—note that they use the same 𝑾i's as in (4.8–4.9). They match the macroscopic solutions u𝜀(x)= x and u𝜀(x)=
1 in the homogenized solution (4.8–4.9), respectively.

To sum up, the general homogeneous solution to Equation (2.8)1 governing the equilibrium in interior cells (i>0)
takes the form

𝑽i
h=C1𝜁−i𝚲0+C2𝜁+i �̃�0+C3(𝑾1+𝑾0 i)+C4((((((((( 1

1 ))))))))). (5.6)

where ( C1 ⋅ ⋅ ⋅ C4 ) are four free parameters.

5.2. Boundary-layer solution
We proceed to find the general solution in the boundary layer.

1. We start by identifying a particular solution to the equilibrium (2.8)1 in the interior cells (i>0), taking the
nodal force 𝑭i =

𝜀
2 𝑭𝜀(𝜀 i) into account, see (2.11). To this end, we observe that the equilibrium (2.8)1 in the

interior cells of the boundary layer (i >0) is identical to the equilibrium (2.8)1 in the outer region, which
we addressed during homogenization in Section 4. Particular solutions to Equation (2.8)1 in the boundary
layer can therefore be generated easily, by inserting any particular function up(x) satisfying the homogenized
equilibrium (3.1) into the relocalization formula (4.8). We choose the generating function

up(x)=−(((((((((((( f̄ (0)
2K x2+ f̄ ′(0)

6K x3+ f̄ ′′(0)
K (((((((((((( x4

24 +𝜀2 B x2
2K ))))))))))))))))))))))))+𝒪(max(x5, 𝜀2 x3, 𝜀3)), (5.7)

which was obtained by solving the homogenized equilibrium (3.1) order by order with respect to both 𝜀≪1
and x≪1, with arbitrary initial conditions up(0)=up′(0)=0. The remainder in the right-side of (5.7) lists
the various kinds of terms that we have neglected in the expansion. In view of (4.8) the nodal displacement is
given by 𝑽i

p=up(𝜀 i)𝑾0+𝜀up′(𝜀 i)𝑾1+𝜀2up′′(𝜀 i)𝑾2+𝒪(𝜀3). Inserting (5.7), truncating the right-hand side to
order 𝜀2 included, and using the scaling assumption i=𝒪(𝜀−1/2) in (5.1), we get a particular solution in the
boundary layer in the form

𝑽i
p=− 1

K
[[[[[[[[[[[[[[[[[[
[[[[[[[[[[[[[[[[[[
[[[[[[[[[

[

[ (((((((((((( f̄ (0)
2 𝜀2 i2+ f̄ ′(0)

6 𝜀3 i3+ f̄ ′′(0)
24 𝜀4 i4))))))))))))𝑾0

+𝜀(((((((((((( f̄ (0)𝜀 i+ f̄ ′(0)
2 𝜀2 i2))))))))))))𝑾1+𝜀2 f̄ (0)𝑾2 ]]]]]]]]]]]]]]]]]]

]]]]]]]]]]]]]]]]]]
]]]]]]]]]

]

]
+𝒪(𝜀5/2). (5.8)

It can be checked directly that this is a solution to the equilibrium (2.8)1 in the interior cells (i>0). Unlike
generic solutions, this particular solution is free of exponential terms by construction.

2. Next, we combine this particular solution with the general homogeneous solution (5.6). This yields the generic
solution to Equation (2.8)1 governing the equilibrium of interior nodes (i>0) as

𝑽i
BL = C1𝜁−i𝚲0+C2𝜁+i �̃�0

+{{{{{{{{{{{{{{{{{{{{{{{{C4+ iC3− 1
K (((((((((((( f̄ (0)

2 𝜀2 i2+ f̄ ′(0)
6 𝜀3 i3+ f̄ ′′(0)

24 𝜀4 i4))))))))))))}}}}}}}}}}}}}}}}}}}}}}}}𝑾0

+{{{{{{{{{{{{{{{{{{{{{{{{C3− 𝜀
K(((((((((((( f̄ (0)𝜀 i+ f̄ ′(0)

2 𝜀2 i2))))))))))))}}}}}}}}}}}}}}}}}}}}}}}}𝑾1+𝜀2{{{{{{{{{{{{{{{{{{{{{{{{− f̄ (0)
K }}}}}}}}}}}}}}}}}}}}}}}}𝑾2+𝒪(𝜀5/2).

(5.9)

3. The last step is to take the equilibrium of the first cell i=0 into account. The applied load is given by (2.7), (2.11)
and (2.12) as

𝑭0=
𝜀
2 𝑭𝜀(0)+𝚫0=(((((((((((((((((

((((
(
( −v0

⋆

𝜀
𝜀
2 f̄�𝜀𝛿� )))))))))))))))))

))))
)
)=−v0⋆

𝜀 ((((((((( 1
0 )))))))))+ 𝜀

2 f̄ (0)((((((((( 0
1 )))))))))+𝒪(𝜀2).
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Inserting (5.9) into (2.8)2, we get two linear equations which we solve for C1 and C4 as

((((((((( C1
C4 )))))))))=((((((((((((((((

∗ 𝜌0 𝜒0/K 0
∗ −ℓ0 ℓ̃0/K 1 )))))))))))))))) ⋅

((((((((((((((((((
((((((((((((((((((
((
(
( C2

C3
𝜀2 f̄ (0)

v0⋆ ))))))))))))))))))
))))))))))))))))))
))
)
)
+𝒪(𝜀5/2), (5.10)

where the symbols ∗ in the matrix denote numeric constants which we do not need to determine. With the
stiffness ratios listed in Table 2.1, the other constants are given by

𝜌0 ≈ 0.119
𝜒0 ≈ 0.0149
ℓ0 ≈ −1.37
ℓ̃0 ≈ 0.124.

(5.11)

The expressions of �𝜌0,𝜒0, ℓ0, ℓ̃0� for arbitrary stiffness ratios (k0/k1,k2/k1, . . . ,k4/k1) are worked out in the
companion notebook [Thb24].

The boundary-layer solution is given by (5.9–5.10) in terms of the applied loading f̄ (0), of the imposed displacement
v0⋆, and of two constants C2 and C3 which are determined in the next section.

6. MATCHING

In this Section, we proceed to match the outer solution from Section 4 with the inner solution from Section 5,
following the standard procedure of matched asymptotic expansions [BO99; Eck73; Ili92; Lag88]. The matching
procedure delivers two effective boundary conditions on the macroscopic field u𝜀(x) and its derivatives at each of
the endpoints. The matching takes place in the region 𝜀≪ x ≪ L near the endpoint x= 0 on the one hand, and
in the region 𝜀≪ L − x≪ L near the endpoint x= L on the other hand. In each of these regions, both the outer
solution 𝑽i

int for the nodal displacement and the inner solution 𝑽i
BL are valid and we require that they coincide

to the order which we resolve.
The matching conditions about x=0 are derived in Section 6.1. The matching conditions at the endpoint x=L

are deduced in Section 6.2 without any further calculation, by applying a mirror symmetry.

6.1. Matching about first endpoint, x = 0
The matching region near the endpoint x=0 is the overlap of the regions of validity of the outer and inner solutions,
namely

1≪ i and i=O(𝜀−1/2). (6.1)

The outer solution 𝑽i
int in (4.8) can be expanded for 𝜀i=𝒪(𝜀1/2)≪1 as

𝑽 int(𝜀 i)=

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{{{{{{{{{{{{{{
{
{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{{{{{{{{{{{{{{{
{
{ i0 ( u𝜀(0)𝑾0 + 𝜀u𝜀′(0)𝑾1 + 𝜀2u𝜀′′(0)𝑾2 )
+ i1 ( 𝜀u𝜀′(0)𝑾0 + 𝜀2u𝜀′′(0)𝑾1 )
+ i2/2 ( 𝜀2u𝜀′′(0)𝑾0 + 𝜀3u𝜀′′′(0)𝑾1 )
+ i3/6 ( 𝜀3u𝜀′′′(0)𝑾0 )
+ i4/24 ( 𝜀4u𝜀′′′′(0)𝑾0 )

+𝒪(𝜀5/2). (6.2)

This polynomial function of i cannot be matched for all i′s in the range (6.1) with the boundary-layer solution (5.9)
unless the dominant, exponentially growing term proportional to C2 vanishes in the latter. This yields a first
matching condition

C2=0+𝒪(𝜀5/2). (6.3)
Inserting it in (5.10), we then get

((((((((( C1
C4 )))))))))=((((((((((((((((((

((((((((
(
( 𝜌0C3+𝜀2 𝜒0

K f̄ (0)

v0⋆− ℓ0C3+𝜀2 ℓ̃0
K f̄ (0) ))))))))))))))))))

))))))))
)
)
+𝒪(𝜀5/2), (6.4)

and the boundary-layer solution in (5.9) becomes

𝑽i
BL=

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{

{

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{

{

{ 𝜁−i ( 𝜌0C3𝚲0 + 𝜀2
𝜒0
K f̄ (0)𝚲0 )

+ i0 � (v0⋆− ℓ0C3)𝑾0 + C3𝑾1 + 𝜀2
K (ℓ̃0𝑾0−𝑾2) f̄ (0) �

+ i1 � C3𝑾0 − 𝜀2 f̄ (0)
K 𝑾1 �

+ i2
2 � −𝜀2 f̄ (0)

K 𝑾0 − 𝜀3 f̄ ′(0)
K 𝑾1 �

+ i3
6 � −𝜀3 f̄ ′(0)

K 𝑾0 �

+ i4
24 � −𝜀4 f̄ ′′(0)

K 𝑾0 �

+𝒪(𝜀5/2). (6.5)
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The matching procedure involves identifying the polynomial coefficients appearing in parentheses in (6.2) and (6.5):
the term on the first line of (6.5) is exponentially small, and therefore negligible in the matching region, where
i≫1. Processing the powers of i in decreasing order, we get the following matching conditions

𝑾0 𝑾1
i4 𝜀2(Ku𝜀′′′′(0)+ f̄ ′′(0)) = 𝒪(𝜀5/2)
i3 𝜀3/2(Ku𝜀′′′(0)+ f̄ ′(0)) = 𝒪(𝜀5/2)
i2 𝜀1(Ku𝜀′′(0)+ f̄ (0)) = 𝒪(𝜀5/2) (nothing new)
i1 𝜀−1/2C3 = 𝜀1/2u𝜀′(0)+𝒪(𝜀5/2) (nothing new)
i0 v0⋆− ℓ0C3 = u𝜀(0)+𝜀2 ℓ̃0(− f̄ (0)/K)+𝒪(𝜀5/2) (nothing new)

(6.6)

We have used the fact that 𝑾0 and 𝑾1 are linearly independent to identify their respective coefficients separately,
see the two columns in the table above. On the last line (constant coefficients), we have also used the fact that the
two terms along 𝑾2 cancel out.

To sum up, we have obtained

• the expression of the last unknown coefficient in the boundary-layer solution (row i1)

C3=𝜀u𝜀′(0)+𝒪(𝜀3), (6.7)

• a compatibility condition (row i2, multiplying by 𝜀 and truncating at order 𝜀3)

𝜀2(Ku𝜀′′(0)+ f̄ (0))=O(𝜀3), (6.8)

• a kinematic condition, obtained by inserting (6.7) into the matching condition labelled i0 in the table, and
eliminating f̄ (0) using (6.8),

v0⋆=u𝜀(0)+𝜀 ℓ0u𝜀′(0)+𝜀2 ℓ̃0u𝜀′′(0)+𝒪(𝜀5/2). (6.9)

Equation (6.8–6.9) are the asymptotic boundary conditions announced in (3.7). The constants ℓ0 and ℓ̃0 have been
determined by the boundary-layer analysis, see (5.11)3,4.

Remark 6.1. We have proven in (6.9) that the boundary condition is exact to order 𝜀2 included and that the
remainder is not larger than 𝜀5/2. Although we have not proven it, we suspect that this remainder is actually
of order 𝜀3. The error estimate 𝒪(𝜀5/2) in (6.9) can indeed be improved, either by pushing the matching asymp-
totic expansions to the next order (which will likely deliver the next-order correction proportional to 𝜀3 in explicit
form) or by changing the scaling assumption i=𝒪(𝜀−1/2) used in the boundary layer to i=𝒪(𝜀−1+h), where h>
0 is an arbitrarily small, positive number (which will likely show that the remainder in (6.9) is 𝒪�𝜀3−h′� for any
h′>0). This postulate is also supported by the numerical convergence analysis in Figure 8.3 (datapoints in red).

Remark 6.2. We have not included the additional matching conditions labelled i4 and i3 in (6.6) in the boundary-
value problem (3.7) as they are redundant. Indeed, the forthcoming analysis in Sections 7–8 shows that the boundary
conditions (6.8–6.9) suffice to make the solution u𝜀(x) regular, in the sense that the k-th derivative remains finite,
u𝜀
(k)(x)=𝒪(𝜀0), for any differentiation order k⩾0. Differentiating the homogenized equation of equilibrium (3.7)1

k times, assuming that the loading is smooth, and multiplying by 𝜀1+k/2, we get 𝜀1+k/2 �K u𝜀
(k+2)(x)+ f̄ (k)(x)�=

𝒪(𝜀3+k/2), which for k=2 and k=1 implies the matching condition labelled i4 and i3 in (6.6), respectively.

6.2. Matching about second endpoint x = L
The boundary layer analysis and the matching procedure are exactly similar at the other endpoint. A mirror-sym-
metry about the center of the lattice transforms the node labelled (i,±) into that labelled (N − i,∓) and in particular,
the endpoints are transformed into one another. The effective boundary conditions applicable at x=L can therefore
be derived readily by looking at the lattice ‘in a mirror’. Noting that the mirror symmetry changes (k0,k1,k2,k3,k4)
into (kL,k1,k2,k4,k3), x into L − x, and u(x) into −u(L − x), we conclude that the boundary conditions applicable at
x=L are those announced in (3.7), with

ℓL = −ℓ †�kL
k1

, k2
k1

, k4
k1

, k3
k1

�

ℓ̃L = +ℓ̃ †�kL
k1

, k2
k1

, k4
k1

, k3
k1

�,
(6.10)

where ℓ † and ℓ̃ † are the functions yielding the constants ℓ0= ℓ †(k0/k1,k2/k1,k3/k1,k4/k1) and ℓ0= ℓ̃ †(k0/k1,k2/k1,
k3/k1, k4/k1) in the left-hand side boundary-layer in terms of the elastic contrasts. These functions are derived
in closed analytical form in the companion notebook [Thb24]. With the values of the stiffness contrasts listed in
Table 2.1, we obtain

ℓL ≈ 0.691
ℓL̃ ≈ 0.165. (6.11)
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6.3. Uniform approximation of the nodal displacement
By matching the solutions (6.2) and (6.5) in the boundary layer near x=0, we have ensured that the polynomial
terms proportional to i0, . . . , i4/24 in the boundary layer solution 𝑽i

BL in (6.5) sum up to yield the homogenized
solution 𝑽i

int in (4.8). The only other term in (6.5) is the exponentially decreasing one. We can therefore rewrite the
boundary layer solution (6.5) as

𝑽i
BL=𝜁−i�𝜌0 𝜀u𝜀′ (0)+𝜀2

𝜒0
K f̄ (0)�𝚲0+[u𝜀(𝜀 i)𝑾0+𝜀u𝜀′(𝜀 i)𝑾1+𝜀2u𝜀′′(𝜀 i)𝑾2]+𝒪(𝜀5/2). (6.12)

where we have used the value of C3 found in (6.7). The terms in square bracket are nothing but the homogenized
solution 𝑽i

int. Being derived from the boundary layer solution (6.5), this expression is valid in the boundary layer,
for i=𝒪(𝜀−1/2).

It turns out to be valid in the outer region as well: there, the exponential term becomes negligible, leaving only the
homogenized 𝑽i

int in square brackets, and Equation (4.8) is recovered. We conclude that the following approximation
is valid in both the boundary layer near x=0 and in the outer region,

𝑽i=((((((((((((((((((
((((((
(
( 𝜁−i�𝜌0 𝜀u𝜀′ (0)+𝜀2

𝜒0
K f̄ (0)�𝚲0

+[u𝜀(𝜀 i)𝑾0+𝜀u𝜀′(𝜀 i)𝑾1+𝜀2u𝜀′′(𝜀 i)𝑾2] ))))))))))))))))
)))))))))
)
+{{{{{{{{{{{{{{{{{{{{{{{{{{{{ 𝒪(𝜀5/2) if i=O(𝜀−1/2)

𝒪(𝜀3) if i≫1 and N − i≫1.
(6.13)

By a similar argument, this approximation can be extended to the other boundary layer near x=L by adding a
second exponential contribution. This yields the following uniform approximation, valid over the entire domain,

𝑽i=

(((((((((((((((((
(((((((((((((((((
(((((((((((((((

(

( 𝜁−i�𝜌0 𝜀u𝜀′ (0)+𝜀2
𝜒0
K f̄ (0)�𝚲0

+𝜁−(N−i)�−𝜌L𝜀u𝜀′ (L)+𝜀2
𝜒L
K f̄ (L)�𝚲L

+[u𝜀(𝜀 i)𝑾0+𝜀u𝜀′(𝜀 i)𝑾1+𝜀2u𝜀′′(𝜀 i)𝑾2] )))))))))))))))
)))))))))))))))))
)))))))))))))))))

)

)
+{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
{{{{{{{{{{{{{{{{{{{{{{{{
𝒪(𝜀5/2) if i=O(𝜀−1/2)
𝒪(𝜀3) if i≫1 and N − i≫1
𝒪(𝜀5/2) if N − i=O(𝜀−1/2).

(6.14)

The constants 𝜌L≈0.119, 𝜒L≈0.0149 and the vector 𝚲L≈( 1 −2.65 ) are found by analyzing the boundary layer
near x=L and are akin to 𝜌0, 𝜒0, 𝚲0.

Remark 6.3. Taking i=0 in (6.14), we obtain the displacement of the first node v0−=[𝑽0]1 in the form

v0− = ((((((((((((𝜌0 𝜀u𝜀′ (0)+𝜀2𝜒0
f̄ (0)

K )))))))))))) [𝚲0]1+u𝜀(0)[𝑾0]1+𝜀u𝜀′(0)[𝑾1]1+𝜀2u𝜀′′(0)[𝑾2]1+𝒪(𝜀5/2)

= u𝜀(0)[𝑾0]1+𝜀u𝜀′(0)(𝜌0 [𝚲0]1+[𝑾1]1)+𝜀2u𝜀′′(0)�−𝜒0 [𝚲0]1+[𝑾2]1�+𝒪(𝜀5/2),
(6.15)

where [𝒙]1 denotes the first component of the vector 𝒙. Identifying with the kinematic boundary condition v0−= v0⋆
in (6.9), we obtain the following relations between the boundary layer constants: 𝜌0[𝚲0]1+[𝑾1]1=0.119×(−8.34)−
3/8=−1.37= ℓ0 and −𝜒0 [𝚲0]1+[𝑾2]1=−0.0149×(−8.34)+0=+0.124= ℓ̃0. By a similar argument, the constants
in the other boundary layer are related by −𝜌L[𝚲L]2+[𝑾1]2= ℓL and −𝜒L[𝚲L]2+[𝑾2]2= ℓ̃L.

7. PERTURBATIVE SOLUTION TO THE BOUNDARY-VALUE PROBLEM

In this section, we solve the boundary-value problem (3.7) perturbatively, taking advantage of the fact that the
asymptotically correct boundary conditions inhibit short-wavelength oscillations. We point out that this perturba-
tive approach breaks down if the ad hoc boundary conditions (3.5) are used instead.

We denote as u[k](x) the order-𝜀k approximation of the macroscopic displacement, obtained by truncating the
infinite-series solution u𝜀(x) in (4.2) at order 𝜀k,

u[k](x)≔u(0)(x)+ ⋅ ⋅ ⋅ +𝜀k u(k)(x), (7.1)

In our notation, we use parentheses in subscript for a contribution of order 𝜀k as in (4.2), and square brackets in
subscript for a series truncated at order 𝜀k as in (7.1).

The successive approximations u[k]'s are found by solving the boundary-value problem (3.7) order by order in 𝜀:
u[0], u[1] and u[2] are accurate to 𝜀0, 𝜀1, and 𝜀2 included, respectively.
Order 0 The leading order solution u[0](x)=u(0)(x) satisfies the classical equilibrium for an elastic bar, Ku[0]′′ (x)+
f̄ (x)=0, along with the kinematic boundary conditions u[0](0)=v0⋆ and u[0](L)=vL

⋆. The solution is

u[0](x)=a0
x
L +b0− 1

K f (−2)(x) (7.2)
where

a0 = vL
⋆ −v0⋆+

1
K f (−2)(L)

b0 = v0⋆.
(7.3)

Here, f (−2)(x) is the double primitive of f̄ (x) satisfying f (−2)(0)=0 and f (−2)′(0)=0, given by the explicit formula

f (−2)(x)=�
0

x
��

0

x′
f̄ (x′′)dx′′�dx′. (7.4)

14 EFFECTIVE BOUNDARY CONDITIONS FOR SECOND-ORDER HOMOGENIZATION



Order 1 The first-order correction is the solution of Ku(1)′′ (x)=0 with the boundary conditions u(1)(0)=−ℓ0u[0]′ (0)=
−ℓ0a0/L and u(1)(L)=−ℓL u(0)′ (L)=−ℓL�a0/L− f (−2)′(L)/K�, which yields

u(1)(x)=a1
x
L +b1 (7.5)

with
a1 = �−(ℓL − ℓ0)a0

L + ℓL
K f (−2)′(L)�

b1 = −a0 ℓ0
L .

(7.6)

The order-𝜀 approximation u[1](x)=u[0](x)+𝜀u(1)(x) is therefore given by

u[1](x)=𝛼[1]
x
L +𝛽[1]− 1

K f (−2)(x) (7.7)

where 𝛼[1]=a0+𝜀a1 and 𝛽[1]=b0+𝜀b1.
Order 2 The second-order correction satisfies Ku(2)′′ (x)=Bu[0]′′′′(x) with the kinematic boundary conditions u(2)(0)=
−ℓ0u(1)′ (0)− ℓ0̃u[0]′′ (0) and u(2)(L)=−ℓL u(1)′ (L)− ℓL̃ u[0]′′ (L). The solution is

u(2)(x)=a2
x
L +b2− B

K2 f̄ (x), (7.8)
where

a2 = ((((((((((((((−(ℓL − ℓ0)
L a1+

(B+Kℓ̃L)
K2 f̄ (L)− (B+Kℓ̃0)

K2 f̄ (0)))))))))))))))
b2 = −a1

ℓ0
L + (B+Kℓ̃0)

K2 f̄ (0)
(7.9)

We must also consider the static boundary conditions 𝜀2�Ku𝜀′′+ f̄�x=0,L=0 that appear at order 𝜀2 in (3.7). At this
order, they can be simplified as

�Ku[0]′′ + f̄�x=0,L=0. (7.10)

Being redundant with the leading-order equilibrium in the bulk, they are automatically satisfied, as can be checked
by inserting the expression (7.2) of u[0](x) into (7.10). We therefore have 4 boundary conditions overall for the second-
order ordinary differential equation for u(2)(x), which is too much, but ‘luckily’ the 2 supernumerary boundary
conditions are automatically satisfied.

The order-𝜀2 approximation u[2](x)=u[1](x)+𝜀2u(2)(x) is thus given by

u[2](x)=𝛼[2]
x
L +𝛽[2]− 1

K f (−2)(x)− B
K2 𝜀

2 f̄ (x), (7.11)

where 𝛼[2]=a0+𝜀a1+𝜀2a2 and 𝛽[2]=b0+𝜀b1+𝜀2b2.
These successive approximations are consistent with the direct (non-perturbative) solution of the boundary-value

problem (3.7) derived in Appendix A, see the discussion following Equation (8.7).

Remark 7.1. With the ad hoc boundary conditions (3.5), the supernumerary boundary conditions (7.10) become
�Ku[0]′′ �x=0,L=0: they are in conflict with the leading-order solution that satisfies �Ku[0]′′ + f̄�x=0,L=0, except in the
special circumstance where the applied load vanishes at both endpoints, f̄ (0)= f̄ (L)=0. The perturbative expan-
sion therefore breaks down at order 𝜀2 due to the spurious short-wavelength oscillations discussed in Section 3.2.

Remark 7.2. In view of (7.2), the perturbation problem at order 𝜀2 can be rewritten as K u(2)′′ (x) = B u[0]′′′′(x) =
−B f̄ ′′(x)/K . Due to the presence of a second derivative f̄ ′′ in the right-hand side, it requires more severe smooth-
ness conditions on the distributed load f̄ (x) than the leading-order problem, K u[0]′′ (x)=− f̄ (x). The perturbative
expansion may therefore break down if the load is insufficiently smooth, which points to the presence of loading-
induced inner layers. Such layers require a special treatment, similar to that of the boundary layers, see Section 5.
We limit attention to infinitely smooth loading.

8. NUMERICAL VALIDATION

We validate the predictions of the effective model (3.7) by comparing to numerical solutions of the discrete lattice.
To this end, we use a cubic loading profile f̄ (x) and clamped boundary conditions on both sides,

f̄ (x)= k1
L � x

L�3 f ⋆, v0⋆=0, vL
⋆=0.1L. (8.1)

Our goal is to establish the order of accuracy of the continuous model in the limit of a fine lattice, 𝜀→0.

8.1. Predicted nodal displacement
We start by calculating the nodal displacements 𝑽i=� vi

− vi
+ � predicted by our method. For the cubic loading profile

in (8.1), the second primitive is given by f (−2)(x)= k1L f ⋆ (x/L)5/20 and the general solution at order 𝜀2 derived
in (7.11) takes the form

u[2](x)=𝛼[2]
x
L +𝛽[2]− f ⋆ Lk1

20K � x
L�5− B k1 f ⋆𝜀2

K2 L
� x

L�3. (8.2)
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Inserting this into the composite approximation (6.14), we obtain an approximation of the nodal displacement at
order 𝜀2 as

𝑽i
[2]=

(((((((((((((((((
(((((((((((((((((
(((((((((((((((

(

( 𝜁−i�𝜌0 𝜀u[2]′ (0)+𝜀2
𝜒0
K f̄ (0)�𝚲0

+𝜁−(N−i)�−𝜌L𝜀u[2]′ (L)+𝜀2
𝜒L
K f̄ (L)�𝚲L

+[u[2](𝜀 i)𝑾0+𝜀u[2]′ (𝜀 i)𝑾1+𝜀2u[2]′′ (𝜀 i)𝑾2] )))))))))))))))
)))))))))))))))))
)))))))))))))))))

)

)
. (8.3)

This prediction is tested against solutions to the discrete lattice problem in the following subsections.
In these comparisons, we will also include the order-𝜀0 and order-𝜀1 approximations of the macroscopic displace-

ment, see (7.2) and (7.7),

u[0](x) = a0
x
L +b0 − f ⋆ Lk1

20K � x
L�5

u[1](x) = 𝛼[1]
x
L +𝛽[1] − f ⋆ Lk1

20K � x
L�5

(8.4)

and of the nodal displacements,

𝑽i
[0] = u[0](𝜀 i)𝑾0

𝑽i
[1] = 𝜁−i𝜌0 𝜀u[1]′ (0)𝚲0 − 𝜁−(N−i)𝜌L𝜀u[1]′ (L)𝚲L + u[1](𝜀 i)𝑾0+𝜀u[1]′ (𝜀 i)𝑾1.

(8.5)

8.2. Case of zero applied loading, f ⋆ = 0
We first consider the special case where no distributed load is applied, f ⋆=0 in (8.1). In this case, the lattice deforms
exclusively as a result of the prescribed end displacement vL

⋆=0.1L. The continuous solution u[2](x)=𝛼[2]x/L+𝛽[2]
is then an affine function of x, see (8.2) and the red line in Figure 8.1. Its leading-order approximation u[0](x)=
vL
⋆ x/L is particularly simple and it is affine as well, see (8.4) and the green line in the figure. The strain gradient

u[i]′′ (x)= 0 is zero at all orders 0⩽ i⩽2, i.e., there is no gradient effect in the bulk. Any error in the continuous
model (revealed by the discrepancy between the colored elements and the discrete solution shown using the black
and white symbols in the figure) must therefore be attributed to the effective boundary conditions. The leading-
order effective boundary conditions, in particular, lead to a noticeable overestimation of the strain in the interior
(slope of green curve is too high). This finite-length effect is enhanced by the moderate number of cells N=10 used
in the simulation (it becomes less and less significant in the limit N→∞) and by the relatively soft spring constants
k0= k1 and kL= k0 assigned to the terminal springs. Switching to the order-𝜀1 model (blue crosses) decreases the
error significantly. Similar results have been obtained with other models accounting for boundary effects at order 𝜀1
in 2D composites [Dum86]. The agreement is further improved with the order-𝜀2 model (the red crosses match the
black circles and disks almost perfectly).

u𝜀(x),vi
±

vL
⋆

x
L

u[0] u[2]

relocalized solution
𝑽i

[1] 𝑽i
[2]

∼𝜀 ℓL∼𝜀 |ℓ0|
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Figure 8.1. Comparison of the displacement predicted by the continuous model at order 𝜀0 (green), 𝜀1 (blue) and 𝜀2 (red)
based on Equations (8.2–8.5), with the discrete solution to the lattice discrete problem for N =10 (disk symbols). Both the
macroscopic displacement u𝜀 is shown (solid lines) and the relocalized nodal positions 𝑽i (crosses). The lattice is deformed
by a displacement of the terminal node vL

⋆=0.1 L, no distributed load being applied (f ⋆=0). The spring constants listed in
Table 2.1 are used. (Inset) Characteristic lengths ℓ0 (resp. ℓL) entering in the effective boundary conditions as functions of the
‘exceptional’ spring constant k0 (resp. kL). The dashed vertical line corresponds to the values k0=kL=k1 used in the numerical
illustrations and shown along the horizontal axis of the main plot.
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In the absence of a distributed force, f̄ (x)≡0, (and thus of a strain-gradient, u𝜀′′(x)≡0), the second-order homog-
enized model (3.7) can be rewritten as

Ku𝜀′′(x)=0 ∀x

{{{{{{{{{{{{{{{{{{ u𝜀(𝜀 ℓ0)=0
u𝜀(L+𝜀 ℓL)=vL

⋆.
(8.6)

This is nothing but a classical bar model covering the extended domain 𝜀ℓ0⩽ x⩽L+𝜀ℓL and having thus an effective
length Leff = L+𝜀 (ℓL − ℓ0)≠ L. This change in length is the only aspect in which the higher-order effective model
differs from the leading-order one in the absence of a distributed force. In the inset in Figure 8.1, the characteristic
lengths ℓ0 and ℓL are represented as functions of the spring constants k0 and kL of the terminal springs: as can be
expected, the softer the exceptional springs, the larger the effective length Leff=L+𝜀(ℓL − ℓ0).

The alternate form (8.6) of the boundary-value problem has a direct solution,

u𝜀
d(x)=vL

⋆ x−𝜀 ℓ0
L+𝜀(ℓL − ℓ0)

. (8.7)

By ‘direct’, we mean a non-perturbative solution—note the 𝜀 in the denominator. The successive approximations
u[0](x)=vL

⋆x/L, u[1](x)=𝛼[1]x/L+𝛽[1] and u[2](x)=𝛼[2] x/L+𝛽[2] obtained earlier using the perturbation method
are nothing but the Taylor expansions of u𝜀

d(x) in (8.7) to order 𝜀0, 𝜀1 and 𝜀2, respectively.

Remark 8.1. In the boundary-value problem (8.6), the higher-order corrections are irrelevant since they get mul-
tiplied by the higher-order derivatives u𝜀

(p)≡0 which are all zero for p⩾2. This shows that the boundary-value
problem (8.6) and its solution (8.7) are exact to any order in 𝜀.

8.3. Effect of a distributed loading, f ⋆ ≠ 0
We now include a distributed load and set f ⋆=2 in (8.1). Due to the gradient effect, the solution u[2](x) in (8.2)
has a corrective term proportional to f ⋆ B 𝜀2(x/L)3, in addition to the classical term proportional to f ⋆(x/L)5. The
relocalized solution 𝑽i

[2] in (8.3) is plotted in Figure 8.2 for a discrete lattice comprising N =10 cells, along with
the leading-order macroscopic displacement u[0](x) in (8.4) and the first-order relocalized solution 𝑽i

[1] from (8.5).
Except for the non-affine profile of the displacement, the results are similar to those obtained earlier in Figure 8.1 in
the absence of a distributed force. The leading-order overestimates the stiffness of the terminal cells and makes poor
predictions overall. The first-order solution is significantly more accurate but there are still noticeable systematic
errors near the ends, for x⩽0.3 and x⩾0.8, coming from both the effective boundary conditions and from the neglect
of the strain-gradient correction. The second-order solution can hardly be distinguished from the reference solution
over the entire domain.

(+)
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±
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⋆

Figure 8.2. Comparison of the displacement predicted by the continuous model to the discrete solution of the lattice problem,
with N=10 cells and in the presence of a distributed force (f ⋆=2). Same conventions as in Figure 8.1.

The convergence analysis shown in Figure 8.3 quantifies the error. For different cells numbers N and with a fixed
length L=1, we compare the relocalized solutions �𝑽i

[ j]�0⩽i⩽N at order j in (8.3) and (8.5) to the reference solution
𝑽i

ref obtained by solving the equilibrium of the discrete lattice. The error is measured by the quantity

e[ j](N)=((((((((((((((((((
(
(
( 1

N (vL
⋆)2 �

N

i=0
�𝑽i

[ j]−𝑽i
ref�2))))))))))))))))))

)
)
)1/2

. (8.8)
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In particular, the error in the solution generated by the boundary-value problem (3.7) is of order 𝜀3, as anticipated
(red symbols). This is our main result. Achieving this order of accuracy requires both second-order homogenization
in the interior of the domain, and second-order-accurate boundary conditions.
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-3-12
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-6
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2.5 3 3.5 4 4.5 5

e[0](N)

e[1](N)
e[2](N)

error in
effective model

N=10 N=140

lnN

ln e

Figure 8.3. Convergence analysis: the error e[ j](N) obtained by comparing the prediction 𝑽i
[ j] of the effective model of order j

with the reference, discrete solution 𝑽i
ref is plotted as a function of the number of cells N=𝜀−1 (L=1) in a log-log plot (natural

log). A distributed force f ⋆=2 is applied. The convergence rates indicated by the triangles are consistent with the fact that
the order-𝜀 j model makes an error 𝒪(𝜀 j+1).

9. CONCLUSION AND PERSPECTIVES

We have derived a higher-order, continuous bar model for a one-dimensional lattice of springs, along with effective
boundary conditions representing the boundary layers forming at the endpoints. Both are accurate to order 𝜀2
included, where 𝜀 is the scale separation parameter. The equilibrium of the higher-order bar model has been formu-
lated as a boundary-value problem. For smooth applied loading, the solutions of the boundary-value problem have
been checked to agree with the equilibria of the discrete lattice up to an error of order 𝜀3.

Homogenization of a one-dimensional lattice of springs delivers the following sequence of models. At leading
order, a differential equation of order 2 is obtained, along with a single boundary condition at each endpoint (classical
bar model). First-order homogenization is similar: the boundary conditions get refined but their number stays the
same and the differential equation is unchanged. In this work, we have focussed on second-order homogenization
which is markedly different, much less explored and also more challenging: the order of the differential equation
increases to 4 (higher-order bar model) and a second boundary condition is needed at each endpoint. We have
derived asymptotically correct boundary conditions and have pointed out their remarkable property: they suppress
the undesirable, short-wavelength oscillations that are present in the general solution of the higher-order bar model.
These oscillations contradict the basic assumptions underpinning homogenization. Using these particular boundary
conditions is therefore essential not only for accuracy but also for consistency.

Higher-order homogenization is known to produce negative gradient moduli not only with one-dimensional lat-
tices but also more broadly with both periodic lattices or periodic continua in dimensions two and three. One of the
issues raised by these negative moduli is the presence of short-wavelength oscillations. Based on the example of the
one-dimensional lattice, we have shown that the oscillations are removed by a careful analysis of the boundaries.
Another important issue raised by the presence of negative moduli is the non-positivity of the homogenized energy.
We will address this important remaining issue in a follow-up paper—the present work suggests that the boundaries
are the key to restore the positivity of the energy.

With the asymptotically correct boundary conditions, a perturbative solution strategy is possible, as we have
pointed out. It entails solving a sequence of second-order differential equations whose left-hand sides (elasticity
operators) are identical to that of the classical bar model: the gradient effect is taken into account perturbatively
in the right-hand sides. The perturbative approach is promising for future numerical simulations of homogenized
models of periodic continua in 2D or 3D : unlike fourth-order partial differential equations whose implementation by
the finite-element method requires high-order elements, the second-order equations delivered by the perturbative
approach can be readily implemented using classical numerical models and are associated with a positive energy.

The one-dimensional lattice analyzed in this paper is simple enough that it could be homogenized to second order
in closed analytical form. Doing so led to the same difficulties that are faced with more complex periodic structures,
namely the presence of negative gradient stiffness causing short-wavelength oscillations. Taking advantage of the
explicit mathematical formula, we could diagnose and remedy some of these issues, and obtain a boundary-value
problem that delivers accurate approximations to the discrete problem. By showing that one can live with negative
gradient stiffness, our work will hopefully help high-order homogenized models gain the popularity they deserve.
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APPENDIX A. AMPLITUDE OF THE SHORT-SCALE OSCILLATIONS

In this Appendix, we combine the general solution (3.6) to the homogenized equation of equilibrium (3.1) with two
sets of boundary conditions. We show that the undesirable, short-wavelength oscillations included in this general
solution go away when the asymptotically correct boundary conditions are used (Section A.1), but remain present
when the ad hoc boundary conditions are used (Section A.2).

In either case, we start from the expression (3.6) of the general solution to the homogenized equilibrium equation,
which we now denote as ugen(x):

ugen(x)=D1 sin�
𝜔x
𝜀 �+D2 cos�

𝜔x
𝜀 �+D3 x+D4− 1

K f̄ (−2)(x)− B
K2 𝜀

2f̄ (x), (A.1)

where 𝜔= K /(−B)� . For any choice of the constants (Di)1⩽i⩽4, it solves the differential equation

Kugen′′ (x)−𝜀2 B ugen′′′′(x)+ f̄ (x)=𝜀4 B2

K2 f̄ ′′′′(x). (A.2)

The right-hand side is of order 𝜀4, beyond what the effective model resolves, warranting consistency with the homog-
enized equation (3.1).

A.1. Using the asymptotic higher-order boundary conditions
Inserting the general solution (A.2) into the asymptotic boundary condition Kugen′′ (L)+ f̄ (L)=0 in (3.7)5 we get

−K 𝜔2 𝜀−2�D1 sin�
𝜔L
𝜀 �+D2 cos�

𝜔L
𝜀 ��=𝜀2 B

K f̄ ′′(L). (A.3)

Similarly, the other boundary condition Kugen′′ (0)+ f̄ (0)=0 in (3.7)3 yields

−K 𝜔2 𝜀−2 D2=𝜀2 B
K f̄ ′′(0). (A.4)

Ignoring the exceptional case where 𝜔L is a multiple of 𝜀π, we get from Equations (A.3–A.4)

(D1,D2)=𝒪(𝜀4). (A.5)

Their amplitude is beyond the order 𝜀2 which we are resolving, meaning that the oscillatory terms are effectively
suppressed.

A.2. Using the ad-hoc boundary conditions
When the ad hoc boundary conditions in (3.5) are used, Equations (A.3–A.4) are modified respectively to

−K 𝜔2 𝜀−2�D1 sin�
𝜔L
𝜀 �+D2 cos�

𝜔L
𝜀 ��=− f̄ (L)+𝜀2 B

K f̄ ′′(L) (A.6)
and

−K 𝜔2 𝜀−2 D2=− f̄ (0)+𝜀2 B
K f̄ ′′(0). (A.7)

The new terms − f̄ in the right-hand sides arise from the incompatibility with the equilibrium in the bulk (3.1). In
this case, we get much larger amplitudes,

(D1,D2)=𝒪(𝜀2). (A.8)

The oscillatory terms D1sin(𝜔x/𝜀) and D2 cos(𝜔x/𝜀) then contribute to the homogenized equilibrium (3.1) at order
𝜀2BDi𝜀−4∼𝜀0: their contributions are dominant, which is inconsistent as these terms have been introduced as small
corrections in a first place.
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APPENDIX B. DETAILS OF THE HOMOGENIZATION PROCEDURE

We consider the discrete equilibrium equation 𝑷 ⋅𝑽i+1+𝑸 ⋅𝑽i+𝑹 ⋅𝑽i−1+𝑭i=𝟎 appearing in (2.8) and derive here
its continuous equivalent in the outer region. The discrete force and the nodal displacements are replaced by their
continuous interpolations, see (2.11) and (4.4) respectively. This yields

1
𝜀 𝑷 ⋅[[[[[[[[[[[[((((((((( u −𝜀y

u+𝜀y )))))))))+𝜀𝛿(((((((((((( −u′+𝜀y′
u′+𝜀y′ ))))))))))))+ 𝜀2𝛿2

2 (((((((((((( u′′−𝜀y′′
u′′+𝜀y′′ ))))))))))))+ ⋅ ⋅ ⋅]]]]]]]]]]]]x=𝜀(i+1)

+ 1
𝜀 𝑸 ⋅[[[[[[[[[[[[((((((((( u −𝜀 y

u+𝜀 y )))))))))+𝜀𝛿(((((((((((( −u′+𝜀y′
u′+𝜀y′ ))))))))))))+ 𝜀2𝛿2

2 (((((((((((( u′′−𝜀y′′
u′′+𝜀y′′ ))))))))))))+ ⋅ ⋅ ⋅]]]]]]]]]]]]x=𝜀i

+ 1
𝜀 𝑹⋅[[[[[[[[[[[[((((((((( u −𝜀 y

u+𝜀 y )))))))))+𝜀𝛿(((((((((((( −u′+𝜀y′
u′+𝜀y′ ))))))))))))+ 𝜀2𝛿2

2 (((((((((((( u′′−𝜀y′′
u′′+𝜀y′′ ))))))))))))+ ⋅ ⋅ ⋅]]]]]]]]]]]]x=𝜀(i−1)

+𝜀
2 (((((((((((((( f�𝜀�i−𝛿��

f�𝜀�i+𝛿�� )))))))))))))) = 𝟎,

where the subscripts 𝜀 in u𝜀 and y𝜀 are implicit and 𝛿=1/4. Next we Taylor-expand the displacements u𝜀 and y𝜀
about x=𝜀 i. Grouping the terms, we can then rewrite the equilibrium as

k1((((((((((((((((((
(
(
( 𝑻0 y𝜀(x)+𝜀𝑻1 y𝜀′(x)+𝜀2𝑻2 y𝜀′′(x)+𝜀3𝑻3 y𝜀

(3)(x)
+𝒕0u𝜀′(x)+𝜀 𝒕1u𝜀′′(x)+𝜀2 𝒕2u𝜀

(3)(x)+𝜀3 𝒕3u𝜀
(4)(x) ))))))))))))))))))

)
)
)

+ 1
2 ((((((((((((𝜀 f̄ (x)((((((((( 1

1 )))))))))+ 𝜀2
4 f̄ ′(x)((((((((( −1

1 )))))))))+ 𝜀3
32 f̄ ′′(x)((((((((( 1

1 ))))))))))))))))))))) = 𝒪(𝜀4)
(B.1)

where x=𝜀 i. The vectors 𝒕j∈ℝ2 and 𝑻j∈ℝ2 collect the coefficients of the Taylor expansions and their full expressions
in terms of the spring constants (k1, . . . , k4) are available in the companion notebook [Thb24]. Table B.1 contains
the values of the coefficients 𝒕j and 𝑻j for the particular spring constants listed in Table 2.1.

𝒕0 𝒕1 𝒕2 𝒕3 𝑻0 𝑻1 𝑻2 𝑻3

((((((((( −1
1 ))))))))) 1

4 ((((((((( 7
11 ))))))))) 1

96 ((((((((( −43
67 ))))))))) 1

384 ((((((((( 59
103 ))))))))) 8((((((((( 1

−1 ))))))))) 3((((((((( −1
−1 ))))))))) ((((((((( 0

1 ))))))))) 1
32 ((((((((( 1

9 )))))))))
Table B.1. Series coefficients of the equilibrium equations (B.1), for the particular spring constants listed in Table 2.1.
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