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Bifurcation results and multiple solutions for the
fractional (p, q)-Laplace operators

Emmanuel Wend-Benedo Zongo and Pierre Aime Feulefack

Abstract

We investigate a nonlinear nonlocal eigenvalue problem involving the sum of fractional (p, q)-
Laplace operators (−∆)s1

p + (−∆)s2
q with s1, s2 ∈ (0, 1); p, q ∈ (1, ∞) and subject to Dirichlet

boundary conditions in an open bounded set of RN . We prove bifurcation results from trivial so-
lutions and from infinity for the considered nonlinear nonlocal eigenvalue problem. We also show
the existence of multiple solutions of the nonlinear nonlocal problem using variational methods.
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1 Introduction and main results

Let Ω ⊂ RN, N ≥ 2 be an open bounded set with Lipschitz boundary. In this article, we are
interested in the study of the following nonlinear eigenvalue problem involving a sum of mixed
fractional (p, q)-Laplace operators subject to the Dirichlet boundary condition,{

(−∆)s1
p u + (−∆)s2

q u = λ|u|q−2u in Ω

u = 0 on RN \ Ω,
(1.1)

where, s1, s2 ∈ (0, 1), λ ∈ R and p, q ∈ (1,+∞). For s ∈ (0, 1) and r ∈ (1,+∞), the operator (−∆)s
r

stands for the fractional r -Laplacian, and it is defined up to a normalization constant and compactly
supported smooth functions u : RN → R, by

(−∆)s
ru(x) := P.V

∫
RN

|u(x)− u(y)|r−2(u(x)− u(y))
|x − y|N+rs dx,

where, P.V stands for the Cauchy principle value. This covers the usual definition of the fractional
Laplacian (−∆)s when r = 2 (see [20]). In particular, for s1 = s2 = 1, problem (1.1) reduces to the
following classical eigenvalue problem involving the (p, q)-Laplace operators,{

−∆pu − ∆qu = λ|u|q−2u in Ω
u = 0 on ∂Ω,

(1.2)

where formally, the operator ∆ru := div(|∇u|r−2∇u) denotes the classical r-Laplacian. This kind
of problem has been widely studied in the literature and occurs in quantum field theory, plasma
physics, and chemical reaction design. Among the results related with problem (1.2), we refer the
reader to the articles [7, 13, 15, 16] and the references therein. The special case s1 = s2 = 1 and q = 2,
namely, the nonlinear eigenvalue problem{

−∆pu − ∆u = λu in Ω
u = 0 on ∂Ω,

(1.3)

has been considered in [31]. We note that problem (1.1) is a nonlocal counterpart of problem (1.2)
and (1.3) and, generalized in a sense, problem (1.2) and (1.3) for s1, s2 ∈ (0, 1) and p, q ∈ (1, ∞).
This is due to the asymptoitics limit (−∆)s

ru → −∆ru as s → 1−, for compactly supported smooth
functions u (see [8]).

Fuel by various concrete applications in many fields of sciences such as, finance, phase transi-
tions, stratified materials, anomalous diffusion, crystal dislocation, soft thin films, semipermeable
membranes, conservation laws, ultra-relativistic limits of quantum mechanics [5]; the study of non-
local elliptic problems driven by the sum of two nonlocal operators has gained a tremendous popu-
larity in the last years, see [2, 4, 6, 14, 17, 18, 24, 27, 29] and the references therein. This is due to their
ability to describe the superstition of two processes with different scales, which finds wide applica-
tions in biological population in an ecological system [12], and in many other fields of sciences and
engineering.
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The main purpose of this paper is to extend the results proven in [30], we will analyse the spec-
trum of equation (1.1) (see also [3, 7, 13, 15, 16, 21] for the same kind of results), prove the existence
of bifurcation branches forced by the eigenvalues of the homogeneous fractional q-Laplacian,{

(−∆)s2
q u = λ|u|q−2u in Ω

u = 0 on RN \ Ω,
(1.4)

and prove the existence of multiple solutions of problem (1.1) using variational methods and some
topological techniques.

We will rely on the methods used in [30] for problem driven by the sum of classical (p, q)-Laplace
operators to analyse the spectrum and study the existence bifurcation branches of problem (1.1).
Moreover, for s1, s2 ∈ (0, 1) and p, q ∈ (1, ∞), nonlinear eigenvalue problem involving the sum of
two nonlocal operators (−∆)s1

p + (−∆)s2
q as in equation (1.1) has been studied in the literature and

full description of the set of eigenvalues is provided, see [14, 24] and the references therein, and [6]
for more general eigenvalue problems of fractional (p, q)-Laplace operators with two parameters.

We would like to point out that in the last several years, many authors have dedicated special
attention on the study of (global) bifurcation type results for elliptic problems involving the classical
p-Laplacian subject to the Dirichlet boundary condition [1, 26],{

−∆pu = f (λ, x, u) in Ω
u = 0 on ∂Ω,

(1.5)

where the nonlinear perturbation f : R × Ω × R 7→ R satisfies the Carathéodory condition for the
second and third variables with f (λ, x, 0) = 0 and Ω is a bounded domain with Lipschitz boundary.
For the motivations that lead to the novelity of the bifurcation results of problem (1.1) studied in
this paper, we point out that analogue bifurcation results for problem (1.5) have been successfully
extended to the nonlocal counterpart in the last ten years by many authors [10, 25, 28],{

(−∆)s
pu = f (λ, x, u) in Ω

u = 0 on RN \ Ω,
(1.6)

where the Dirichlet condition is imposed on the complement of Ω. In the particular case p = 2, we
refer to paper [10], where the authors used bifurcation theory to study the existence of continua,
bifurcating from infinity at λ1, the first eigenvalue of (−∆)s, containing positive and negative solu-
tions. They also provided sufficient conditions for each of the continuum to bifurcate to the left or
right of the hyperplane λ = λ1 in R × L∞(Ω) and they also discussed multiplicity of solutions near
the principal eigenvalue λ1.

However, to our best knowledge, there is no literature related to the bifurcation discussion for
problem like (1.1), involving the sum of two nonlocal operators (−∆)s1

p + (−∆)s2
q . Following the

local case approach as in [30] , we provide a description of the set of eigenvalues of problem (1.1),
prove the existence of bifurcations branches for equation (1.1) emanating from the eigenvalues of
the q-Laplacian and prove multiplicity results.

Our first result writes as follows:
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Theorem 1.1. It holds:

1) For every fixed ρ > 0 there exists a sequence of eigenvalues
(
λk(s1, s2, p, q; ρ)

)
k with corresponding

eigenfunctions ±uk satisfying
∫

Ω |uk|qdx = ρ, with

λk(s1, s2, p, q; ρ) → +∞ as k → ∞.

2) The variational eigenvalues λk(s2, q) of problem (1.4) are bifurcation points from 0 if 0 < s2 < s1 <
1 < q < p < ∞, and, are bifurcation points from infinity if 0 < s1 < s2 < 1 < p < q < ∞, for the
nonlinear eigenvalues λk(s1, s2, p, q; ρ).

3) For any fixed λ ∈ (λk(s2, q), λk+1(s2, q)) there exist k eigenvalues of (1.1) with

λ = λ1(s1, s2, p, q; ρ1) = · · · = λk(s1, s2, p, q; ρk),

with corresponding eigenfunctions ±uk, satisfying
∫

Ω |uk|q = ρk.

Our second result on multiple solutions writes as follows:

Theorem 1.2. Assume that 0 < s2 < s1 < 1 < q < p < ∞ or 0 < s1 < s2 < 1 < p < q < ∞,
and suppose that λ ∈ (λk(s2, q), λk+1(s2, q)), k ≥ 1. Then equation (1.1) has at least k pairs of nontrivial
solutions.

Note that by the symmetry of the parameters s1, s2 ∈ (0, 1) and p, q ∈ (1, ∞), our techniques
still apply if one interchanges the role of the couple (s1, p) and (s2, q). More precisely, the results of
Theorem 1.1 and Theorem 1.2 hold for the problem:{

(−∆)s2
q u + (−∆)s1

p = λ|u|p−2u in Ω

u = 0 on RN \ Ω.
(1.7)

We comment on the proof of Theorem 1.1. The proof of the first item of the Theorem 1.1 is pre-
sented in Section 3, where we analyse the set of eigenvalues and the existence of eignfunctions of
problem (1.1), depending whether, 0 < s2 < s1 < 1 < q < p < ∞ or 0 < s1 < s2 < 1 < p < q < ∞.
In the case 0 < s2 < s1 < 1 < q < p < ∞, the functional associated to problem (1.1) is coercive and
we use the Direct Method in the Calculus of Variations in order to find critical points of the associ-
ated energy functional. In the case 0 < s1 < s2 < 1 < p < q < ∞, the energy functional associated
to problem (1.1) is not coercive. To prove that the associated energy functional has a critical point
in Ws2,q

0 (Ω)\{0}, we constrain the functional on the Nehari manifold and show through a series of
propositions that the critical point in the Nehari manifold is in fact a solution of problem (1.1) in
Ws2,q

0 (Ω)\{0}. The proof of second item of Theorem 1.1 follows from Section 4, where, bifurcation
occurs in 0 from λ1(s2, q) when we assume that 0 < s2 < s1 < 1 < q < p < ∞ and at infinity from
λ1(s2, q) when we assume that 0 < s1 < s2 < 1 < p < q < ∞. The proof of the last item of Theorem
1.1 follows by combining the proof of Theorem 3.8 and Theorem 3.14.
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The paper is organised as follows. In Section 2, we introduce the fractional Sobolev spaces in
which we will work, review some properties and embedding results, and recall some properties
related to nonlinear eigenvalue problem invoving the q-Laplacian. In Section 3, we provide a de-
scription of the set of eigenvalues of problem (1.1), imposing the Lq-normalization ∥uk∥

q
q = ρ. In

Section 4, we discuss bifurcation phenomena for problem (1.1) and Section 5 is dedicated to the
proof of multiplicity result for problem (1.1).

2 Preliminaries

In this section, we introduce the definitions and some underlying properties of the fractional Sobolev
spaces, We refer the reader to [23] for further references and details on fractional Sobolev spaces.
We also discuss the nonlinear eigenvalue problem for the fractional q-Laplace operator in an open
bounded set with Lipschitz boundary.

Let Ω be an open bounded set of RN, N ≥ 1. Here and in the following, we identify the space
Lp(Ω), p ∈ [1, ∞] with the space of functions u ∈ Lp(RN) with u ≡ 0 on RN \ Ω. We will work in
the fractional Sobolev space Ws,r(Ω). We recall that for 0 < s < 1 and r ∈ [1,+∞), the fractional
Sobolev space Ws,r(Ω) is defined as

Ws,r(Ω) =
{

u ∈ Lr(Ω) : [u]s,r,Ω < ∞
}

,

where

[u]s,r,Ω :=
(∫

Ω

∫
Ω

|u(x)− u(y)|r
|x − y|N+sr dxdy

) 1
r

,

is the so called fractional Gagliardo seminorm. We adopte the notation [u]s,r := [u]s,r,RN when
Ω = RN. The fractional Sobolev space Ws,r(Ω) endowed with the norm

∥u∥s,r :=
(
∥u∥r

r + [u]rs,r
)1/r ,

is a reflexive Banach space. We also define the following closed subspace of Ws,r(Ω),

Ws,r
0 (Ω) :=

{
u ∈ Ws,r(RN) : u = 0 in RN\Ω

}
,

which is a separable Banach space endowed with the seminorm [·]s,r, which is actually a norm in
Ws,r

0 (Ω), due to the fractional Poincaré inequality,

∥u∥r
Lr(Ω) ≤ C

∫
RN

∫
RN

|u(x)− u(y)|r
|x − y|N+sr dxdy,

with C := C(N, s, Ω), depending on N, s and Ω. We denote by W−s,r′(Ω) the dual space of Ws,r
0 (Ω),

with r and r′ satisfying the relation 1
r +

1
r′ = 1. We will use the following notation throughout the

paper. For u, v ∈ Ws,r(Ω), we introduce the functional (u, v) 7→ Er,s(u, v), which is the bilinear form
associated to (−∆)s

r defined by

Er,s(u, v) := ⟨(−∆)s
ru, v⟩L2(Ω) =

∫
RN

∫
RN

|u(x)− u(y)|r−2(u(x)− u(y))(v(x)− v(y))
|x − y|N+sr dxdy.

The following lemma will be used many times in this paper, see [4, Lemma 2.1 and Lemma 2.2].
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Lemma 2.1. Let Ω ⊂ RN be a bounded set, 1 ≤ q ≤ p ≤ ∞ and 0 < s2 < s1 < 1. Then, it holds that

Ws1,p(Ω) ⊂ Ws2,q(Ω) and Ws1,p
0 (Ω) ⊂ Ws2,q

0 (Ω).

Moreover, there exists a constant C := C(N, s1, s2, p, q, Ω) > 0 such that

∥u∥s2,q ≤ C∥u∥s1,p for all u ∈ Ws1,p
0 (Ω).

It follows from Lemma 2.1 that, for 0 < s2 < s1 < 1 < q < p < ∞ or 0 < s1 < s2 < 1 < p < q < ∞,
the embedding

Ws1,p
0 (Ω) ↪→ Ws2,q

0 (Ω) or Ws2,q
0 (Ω) ↪→ Ws1,p

0 (Ω)

is continuous, see also [9, Theorem 2.1] and [18, Lemma 2.1].
This allows us to introduce the notion of weak solution for problem (1.1) in the following sense:

Definition 2.2. A function u ∈ Ws2,q
0 (Ω) or Ws1,p

0 (Ω) is called a weak solution of (1.1) if the following
identity holds

Ep,s1(u, v) + Eq,s2(u, v) = λ
∫

Ω
|u|q−2uv dx (2.1)

for all v ∈ Ws1,p
0 (Ω) ∩ Ws2,q

0 (Ω).
We say that λ is an eigenvalue of problem (1.1) in Ω if there exists a non-zero function u := uλ ∈

Ws2,q
0 (Ω) or Ws1,p

0 (Ω) that satisfies (2.1). We call uλ the eigenfunctions associated to λ and (λ, uλ) an
eigenpair.

We recall the following useful inequalities.

Lemma 2.3 ([22]). There exist constants c1, c2 such that for all x1, x2 ∈ R, we have the following vector
inequalities for 1 < r < 2

(|x2|r−2x2 − |x1|r−2x1) · (x2 − x1) ≥ c1(|x2|+ |x1|)r−2|x2 − x1|2,

and for r > 2
(|x2|r−2x2 − |x1|r−2x1) · (x2 − x1) ≥ c2|x2 − x1|r.

Definition 2.4. An operator Π : Ws1,p
0 (Ω) → W−s2,p′(Ω) is said to be demi-continuous if Π satisfies:

Πun ⇀ Πu whenever un ∈ Ws1,p
0 (Ω) converges to u ∈ Ws1,p

0 (Ω), as n → +∞.

Following the proof of Lemma 2.1 in [16], the following lemma holds.

Lemma 2.5. Let 0 < s2 < s1 < 1 < q < p < ∞. The nonlinear operator

Π : Ws1,p
0 (Ω) → W−s2,q′(Ω) ⊂ W−s1,p′(Ω),

defined by

⟨Πu, v⟩ = Ep,s1(u, v) + Eq,s2(u, v)
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is continuous and so it is demi-continuous. In addition, the operator Π satisfies the following condition: for
any un ∈ Ws1,p

0 (Ω) satisfying un ⇀ u in Ws1,p
0 (Ω) and lim sup

n→+∞
⟨Πun, un − u⟩ ≤ 0,

un → u in Ws1,p
0 (Ω) as n → +∞.

The same result holds in the case 0 < s2 < s1 < 1 < q < p < ∞, by interchanging the role of the couples
(s1, p) and (s2, q).

Finally, since we aim to show there are bifurcations branches for equation (1.1) emanating from
the nonlinear eigenvalues of the fractional q-Laplacian (−∆)s

q, we recall some spectral properties of
the following eigenvalue problem{

(−∆)s2
q u = λ|u|q−2u in Ω

u = 0 on RN \ Ω.
(2.2)

It has been shown, see [19, Proposition 2.2] and [3, Theorem 1.2] that for every s2 ∈ (0, 1) and
q ∈ (1, ∞), by means of the cohomological index and min-max theory respectively, there exists a
non-decreasing sequence of variational eigenvalues of (−∆)s2

q in Ω satisfying

0 < λ1(s2, q) < λ2(s2, q) ≤ · · · ≤ λk(s2, q) ≤ · · ·

with λk(s2, q) → ∞ as k → ∞. Moreover, the first eigenvalue λ1(s2, q) := λ1(s2, q, Ω) is characterized
from the variational point of view by the Rayleigh quotient

λ1(s2, q) = inf
u∈Ws2,q

0 (Ω)\{0}

∫
RN

∫
RN

|u(x)− u(y)|q
|x − y|N+qs2

dxdy∫
Ω
|u(x)|q dx

= inf{
u∈Ws2,q

0 (Ω):
∫

Ω |u|q dx=1
} ∫

RN

∫
RN

|u(x)− u(y)|q
|x − y|N+qs2

dxdy,

(2.3)

and satisfies: Every eigenfunction u1 corresponding to λ1(s2, q) has a constant sign in Ω, λ1(s2, q)
is simple, that is, any two eigenfunctions u1 and v1 corresponding to λ1(s2, q) are constant multiple
of each other, u1 = αv1, α ∈ R, see [6, Proposition 2.1] . Furthermore, the variational k-eigenvalue
λk(s2, q) is defined by the following min-max formula,

λk(s2, q) = inf
A∈Σk

sup
u∈A

∫
RN

∫
RN

|u(x)− u(y)|q
|x − y|N+s2q dxdy. (2.4)

where Σk is defined by
Σk = {A ⊂ Σ ∩ D1(s2, q, 1) : γ(A) ≥ k},

the set Σ, being the class of closed symmetric subsets of Ws2,q
0 (Ω)\{0}, i.e.,

Σ = {A ⊂ Ws2,q
0 (Ω)\{0} : A closed, A = −A}
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and
Dρ(s2, q, ρ) :=

{
u ∈ Ws2,q

0 (Ω) :
∫

Ω
|u|q dx = ρ

}
.

For A ∈ Σ, we define

γ(A) = inf{k ∈ N : ∃φ ∈ C(A, Rk\{0}), φ(−x) = −φ(x)}.

If such γ(A) does not exist, we define γ(A) = +∞. The number γ(A) ∈ N ∪ {+∞} is called the
Krasnoselskii’s genus of A, see [1, 2].

3 The spectrum of problem (1.1)

In this section, we provide a description of the set of eigenvalues of problem (1.1), imposing the Lq-
normalization ∥uk∥

q
q = ρ. We show that equation (1.1) has a sequence of eigenvalues λk(s1, s2, p, q; ρ)

with λk(s1, s2, p, q; ρ) → ∞, and with associated eigenfunctions uk.

Definition 3.1. We say that λ ∈ R is an eigenvalue of problem (1.1) if there exists a function uλ ∈
(Ws1,p

0 (Ω) ∩ Ws2,q
0 (Ω))\{0} such that relation (2.1) holds. We shall call the non-zero functions uλ an

eigenfunction of problem (1.1) associated to λ.
We say that λ := λ(s1, s2, p, q, ρ) is a first eigenvalue of problem (1.1) if the corresponding eigen-

function uλ is a minimizer of the following expression for some ρ > 0,

λ1(s1, s2, p, q, ρ) := inf
{u∈W

s1,p
0 (Ω)∩Ws2,q

0 (Ω),
∫

Ω |u(x)|q dx=ρ}

q
ρ

( [u]ps1,p

p
+

[u]qs2,q

q

)
. (3.1)

It holds that λ1(s1, s2, p, q, 1) = λ1(s2, q) where λ1(s2, q) is defined in (2.3). Indeed we clearly have
that λ1(s1, s2, p, q, 1) ≥ λ1(s2, q) since a positive term is added. On the other hand, consider u = 1

t e1
(where e1 is the first eigenfunction of (−∆)s2

q associated to λ1(s2, q)), we get

λ1(s1, s2, p, q, 1) ≤
[e1]

p
s1,p

ptp +
[e1]

q
s2,q

qtq

1
qtq

∫
Ω |e1|qdx

=

[e1]
p
s1,p

ptp−q +
[e1]

q
s2,q

q
1
q

∫
Ω |e1|qdx

→ λ1(s2, q)

as t → ∞ if p > q and as t → 0 if q < q. We conclude that λ1(s1, s2, p, q, 1) = λ1(s2, q) as wanted.

We have the following nonexistence result for problem (1.1).

Proposition 3.2 (Nonexistence). Let λ1(s2, q) be the first eigenvalue of

(−∆)s2
q u = λ|u|q−2u in Ω, u = 0 on RN \ Ω.

If it holds that λ ≤ λ1(s2, q), then problem (1.1) has no nontrivial solutions.
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Proof. Suppose by contradiction that there exists λ < λ1(s2, q) which is an eigenvalue of problem
(1.1) with uλ ∈ (Ws1,p

0 (Ω) ∩ Ws2,q
0 (Ω))\{0} the corresponding eigenfunction. Letting v = uλ in

relation (2.1), we then have∫∫
RN×RN

|uλ(x)− uλ(y)|p
|x − y|N+s1 p dxdy +

∫∫
RN×RN

|uλ(x)− uλ(y)|q
|x − y|N+qs2

dxdy = λ
∫

Ω
|uλ(x)|q dx.

On the other hand, the Poincaré inequality yields

λ1(s2, q)
∫

Ω
|uλ(x)|q dx ≤

∫∫
RN×RN

|uλ(x)− uλ(y)|q
|x − y|N+qs2

dxdy. (3.2)

Subtracting both sides of (3.2) by λ
∫

Ω |uλ(x)|q dx, it follows that

(λ1(s2, q)− λ)
∫

Ω
|uλ(x)|qdx ≤

∫∫
RN×RN

|uλ(x)− uλ(y)|q
|x − y|N+qs2

dxdy − λ
∫

Ω
|uλ(x)|q dx.

This implies that

0 < (λ1(s2, q)− λ)
∫

Ω
|uλ(x)|q dx ≤

∫∫
RN×RN

|uλ(x)− uλ(y)|q
|x − y|N+qs2

dxdy − λ
∫

Ω
|uλ(x)|q dx

+
∫∫

RN×RN

|uλ(x)− uλ(y)|p
|x − y|N+s1 p dxdy = 0.

Hence, λ < λ1(s2, q) is not an eigenvalue of problem (1.1) with uλ ̸= 0. The proof for the case
λ = λ1(s2, q) follows from the definition of λ1(s2, q). Indeed, taking v = uλ1 in (2.1), we have

∫∫
RN×RN

|uλ1(x)− uλ1(y)|p

|x − y|N+s1 p dxdy +
∫∫

RN×RN

|uλ1(x)− uλ1(y)|q

|x − y|N+qs2
dxdy = λ1(s2, q)

∫
Ω
|uλ1(x)|q dx.

It follows from the definition of λ1(s2, q) that∫∫
RN×RN

|uλ1(x)− uλ1(y)|p

|x − y|N+s1 p dxdy ≤ λ1

∫
Ω
|uλ1(x)|q dx − λ1

∫
Ω
|uλ1(x)|q dx = 0.

It follows from Poincaré inequality that

0 ≤
∫

Ω
|uλ1(x)|p dx ≤ C

∫∫
RN×RN

|uλ1(x)− uλ1(y)|p

|x − y|N+ps1
dxdy = 0 =⇒ uλ1 ≡ 0 in Ω. (3.3)

This shows that any eigenvalue of problem (1.1) satisfies λ ∈ (λ1(s2, q), ∞).

The Palais-Smale condition plays an important role in the minimax argument, and we recall here
its definition.
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Definition 3.3. A C1 functional I defined on a smooth submanifold M of a Banach space X is said
to satisfy the Palais-Smale condition on M if any sequence {un} ⊂ M satisfying that {I(un)}n is
bounded and

(
I
∣∣

M

)′
(un) → 0 as n → +∞ has a convergent subsequence.

Next, we start the discussion about the existence of eigenvalues for problem (1.1). We note that
these eigenvalues depend on ρ, from the Lq-normalization

∫
Ω |u(x)|q dx = ρ. We define the energy

functional Fλ : Ws1,p
0 (Ω) ∩ Ws2,q

0 (Ω) → R associated to relation (1.2) by

Fλ(u) =
1
p
[u]ps1,p +

1
q
[u]qs2,q −

λ

q

∫
Ω
|u|qdx. (3.4)

A standard arguments can be used to show that Fλ ∈ C1(Ws1,p
0 (Ω), R) with its derivative given by

⟨F′
λ(u), v⟩ = Ep,s1(u, v) + Eq,s2(u, v)− λ

∫
Ω
|u|q−2u v dx,

for all v ∈ Ws1,p
0 (Ω) ∩ Ws2,q

0 (Ω). Thus, we note that λ is an eigenvalue of problem (1.1) if and only if
Fλ possesses a nontrivial critical point.

We further split the discussion into two cases, whether, 0 < s2 < s1 < 1 < q < p < ∞ or
0 < s1 < s2 < 1 < p < q < ∞.

3.1 The case: 0 < s2 < s1 < 1 < q < p < ∞

In this case one show that for each λ > 0, the functional Fλ defined in (3.4) is coercive.

Lemma 3.4. For each λ > 0, the functional Fλ defined in (3.4) is coercive.

Proof. Using the fact that Ws1,p
0 (Ω) ↪→ Lq(Ω) (see Lemma 2.1), we have

Fλ(u) ≥
[u]ps1,p

p
− λ

q

∫
Ω
|u|qdx ≥

[u]ps1,p

p
− λC

[u]qs1,q

q
.

Therefore, Fλ(u) → +∞ as [u]s1,p → +∞ since p > q.

Remark 3.5. Note that the functional Fλ is not bounded below if p < q and λ > λ1(s2, q). Indeed,
for u = u1, the first eigenfunction of problem (2.2) with

∫
Ω |u1|qdx = 1, we have

Fλ(tu1) =
tp

p
[u1]

p
s1,p +

tq

q
(λ1(s2, q)− λ) → −∞ as t → +∞.

This case will be treated in Section 3.2, on a subset of Ws1,p
0 (Ω) ∩ Ws2,q

0 (Ω), the so-called Nehari
manifold, since we cannot apply the Direct Method in the Calculus of Variations in order to find
critical points for the functional Fλ.

Theorem 3.6. Every λ ∈ (λ1(s2, q),+∞) is an eigenvalue of problem (1.1).
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Proof. As already mentioned above, standard arguments show that Fλ ∈ C1(Ws1,p
0 (Ω), R) with its

derivative given by

⟨F′
λ(u), v⟩ = Ep,s1(u, v) + Eq,s2(u, v)− λ

∫
Ω
|u|q−2u v dx,

for all v ∈ Ws1,p
0 (Ω) ⊂ Ws2,q

0 (Ω). On the other hand Fλ is weakly lower semi-continuous on Ws1,p
0 (Ω) ⊂

Ws2,q
0 (Ω) since Fλ is a continuous convex functional. This fact and Lemma 3.4 allow one to apply the

Direct Method of Calculus of Variations to obtain the existence of global minimum point of Fλ. We
denote by u0 such a global minimum point, i.e,

Fλ(u0) = min
u∈W

s1,p
0 (Ω)

Fλ(u).

We observe that for u0 = tw1, where w1 stands for the Lq-normalized associated eigenfunction of
λ1(s2, q), we have,

Fλ(u0) = Fλ(tw1) =
tp

p
[w1]

p
s1,p +

tq

q
(λ1(s2, q)− λ) < 0

for t small enough. So there exists uλ ∈ Ws1,p
0 (Ω) such that Fλ(uλ) < 0. But Fλ(u0) ≤ Fλ(uλ) < 0,

which implies that u0 ∈ Ws1,p
0 (Ω)\{0}. We also have that

⟨F′
λ(u0), v⟩ = 0, for all v ∈ Ws1,p

0 (Ω).

This concludes the proof of Theorem 3.6.

Proposition 3.7. Every eigenfunction uλ associated to λ ∈ (λ1(s2, q), ∞) is positive or negative in Ω.

Proof. Let uλ ∈ Ws1,p
0 (Ω) \ {0} be an eigenfunction associated to λ ∈ (λ1(s2, q), ∞). Then,

1
p

∫∫
RN×RN

|uλ(x)− uλ(y)|p
|x − y|N+s1 p dxdy +

1
q

∫∫
RN×RN

|uλ(x)− uλ(y)|q
|x − y|N+s2q dxdy =

λ

q

∫
Ω
|uλ(x)|q dx,

which means that uλ achieves the infimum for Fλ with λ := λ(s1, s2, p, q) in Theorem 3.6. From the
triangle inequality, we have that

||u(x)| − |u(y)|| ≤ |u(x)− u(y)| for all u ∈ Ws1,p
0 (Ω) ⊂ Ws2,q

0 (Ω),

which implies that
[|uλ|]

p
s1,p ≤ [uλ]

p
s1,p and [|uλ|]

q
s2,q ≤ [uλ]

q
s2,q

and thus |uλ| ∈ Ws1,p
0 (Ω) ⊂ Ws2,q

0 (Ω). Hence, it follows that Fλ(|uλ|) ≤ Fλ(uλ). This yields,

Fλ(|uλ|) ≤ Fλ(uλ) = min
v∈W

s1,p
0 (Ω)

Fλ(v) ≤ Fλ(|uλ|),

showing that |uλ| also achieves the infimum for Fλ and hence, uλ must has a constant sign in Ω.
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The proofs of the following two theorems rely on [1, Proposition 10.8].

Theorem 3.8. There exists a nondecreasing sequence of critical values ck(s1, s2, p, q; ρ) with associated non-
linear eigenvalues λk(s1, s2, p, q; ρ) → +∞, as k → +∞ and with corresponding eigenfunctions uk ∈
Ws1,p

0 (Ω) with
∫

Ω |uk|p dx = ρ, for problem (1.1).

Proof. We define:

Dρ(s1, s2, p, q) =
{

u ∈ Ws1,p
0 (Ω) :

∫
Ω
|u|q dx = ρ

}
,

Σk(s1, s2, p, q) =
{

A ⊂ Dρ(s1, s2, p, q), A ∈ Σ and γ(A) ≥ k
}

,

where Σ = {A ⊂ Ws1,p
0 (Ω) : A closed, A = −A} and set

ck(s1, s2, p, q; ρ) = inf
A∈Σk(s1,s2,p,q)

sup
u∈A

( [u]ps1,p

p
+

[u]qs2,q

q

)
> 0. (3.5)

Let us show that

I(u) =
[u]ps1,p

p
+

[u]qs2,q

q

satisfies the Palais-Smale (PS) condition on Dρ(s1, s2, p, q). Let {un} ⊂ Dρ(s1, s2, p, q) be a (PS) se-
quence, i.e, for all n, there exists a constant K > 0 such that

|I(un)| ≤ K

and
(I
∣∣
Dρ
)′(un) → 0 in

(
Ws1,p

0 (Ω)
)′

≡ W−s1,p′(Ω) as n → ∞.

First, we show that {un} ⊂ Dρ(s1, s2, p, q) is bounded in Ws1,p
0 (Ω). Since un ∈ Ws1,p

0 (Ω) ⊂ Ws2,q
0 (Ω),

with the Poincaré inequality, we have ρ =
∫

Ω |un|q dx ≤ C[un]
q
s2,q and it follows that

K ≥ |I(un)| ≥
q
p
[un]

p
s1,p +

1
C

∫
Ω
|un|qdx =

q
p
[un]

p
s1,p +

ρ

C
.

Then {un} ⊂ Dρ(s1, s2, p, q) is bounded in Ws1,p
0 (Ω). We can assume that up to a subsequence, still

denoted {un}, there exists u ∈ Ws1,p
0 (Ω) such that un ⇀ u in Ws1,p

0 (Ω) and un → u in Lq(Ω).
Now, we show that un converges strongly to u in Ws1,p

0 (Ω). Since (I
∣∣
Dρ
)′(un) → 0 in W−s1,p′(Ω) as

n → +∞, there exists µn ∈ R and εn → 0 in W−s1,p′
0 (Ω) such that

I′(un)v − µn

∫
Ω
|un|q−2unv dx = ⟨εn, v⟩ for all v ∈ Ws2,q

0 (Ω).

We have I′(un)un − µn
∫

Ω |un|q → 0, and since I′(un)un ≤ C1 I(un) ≤ C2 it follows that |µn| ≤ C.
From this we obtain that I′(un)(un − u) → 0 and I′(u)(un − u) → 0 as n → +∞. Therefore, using
Lemma 2.3, we have:
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If 1 < q < p < 2, then,

o(1) = ⟨I′(un)− I′(u), un − u⟩
≥ ⟨(−∆)s1

p un − (−∆)s1
p u, un − u⟩+ ⟨(−∆)s2

q un − (−∆)s2
q u, un − u⟩

≥ ∥un − u∥s1,p
(
∥un∥s1,p + ∥u∥s2,p

) p−2
p + ∥un − u∥s2,q

(
∥un∥s2,q + ∥u∥s2,q

) q−2
p

≥ ∥un − u∥s1,p
(
∥un∥s1,p + ∥u∥s1,p

) p−2
p

so that
∥un − u∥s1,p ≤ C

(
∥un∥s1,p + ∥u∥s1,p

) 2−p
p ⟨I′(un)− I′(u), un − u⟩

≤ C⟨I′(un)− I′(u), un − u⟩
= o(1).

If p > q ≥ 2, still by Lemma 2.3, we have

∥un − u∥s1,p ≤ ∥un − u∥s1,p + ∥un − u∥s2,q

≤ ⟨(−∆)s1
p un − (−∆)s1

p u, un − u⟩+ ⟨(−∆)s2
q un − (−∆)s2

q u, un − u⟩

≤ C⟨I′(un)− I′(u), un − u⟩

= o(1)

Therefore, it holds for every 1 < q < p < ∞ and 0 < s2 < s1 < 1, that

o(1) = ⟨I′(un)− I′(u), un − u⟩ ≥ c2∥un − u∥p
s1,p.

This shows that un converges strongly to u in Ws1,p
0 (Ω) as n → +∞.

In order to complete the proof, let us show that if c = ck(s1, s2, p, q; ρ) = · · · = ck+m−1(s1, s2, p, q; ρ),
then the set Kc of critical points of I at the critical level c has a genus γ(Kc) ≥ m. We consider the
level set at c,

Kc := {u ∈ Dρ(s1, s2, p, q) : I(u) = c , I′(u) = 0}.

We have that Kc is compact since the functional I satisfies the Palais-Smale condition and 0 /∈ Kc
since c > 0 = I(0). In addition, we have I(u) = I(−u). Hence Kc ∈ Σ.

Assume by contradiction that γ(Kc) ≤ m − 1. Take Aε ∈ Σk+m−1 such that supAε
I(u) ≤ c + ε.

By the properties of the genus, there exists a δ-neighborhood Nδ of Kc such that γ(Nδ) = γ(Kc),
and γ(Aε \ Nδ) ≥ γ(Aε) − γ(Nδ) ≥ k + m − 1 − (m − 1) = k. By the deformation theorem there
exists a homeomorphism η(1, ·) such that I(u) ≤ c − ε, for u ∈ η(1, Aε \ Nδ). Then we arrive at the
contradiction

c = inf
A∈Σk

sup
u∈A

I(u) ≤ sup
η(1,Aε\Nδ)

I(u) ≤ c − ε.

Hence, γ(Kc) ≥ m.
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With a compactness argument one shows that ck(s1, s2, p, q; ρ) → +∞ as k → +∞. For the
corresponding eigenvalues λk(s1, s2, p, q; ρ) we then have

[un]
p
s1,p + [un]

q
s2,q = λk(s1, s2, p, q; ρ)

∫
Ω
|un|q dx = λk(s1, s2, p, q; ρ) ρ.

Thus λk(s1, s2, p, q; ρ) ρ > ck(s1, s2, p, q; ρ), for all k (and fixed ρ), and hence also λk(s1, s2, p, q; ρ) →
+∞ as k → +∞.

3.2 The case: 0 < s1 < s2 < 1 < p < q < ∞

In this case, we do not have coercivity on Ws2,q
0 (Ω) \ {0} for functional Jλ eventhough it belongs to

C1(Ws2,q
0 (Ω) \ {0}; R). To prove that Fλ has a critical point in Ws2,q

0 (Ω) \ {0}, we constrain Fλ on the
Nehari set

Nλ = {u ∈ Ws2,q
0 (Ω) \ {0}, ⟨F′

λ(u), u⟩ = 0}

= {u ∈ Ws2,q
0 (Ω) \ {0}, [u]ps1,p + [u]qs2,q = λ

∫
Ω
|u|q dx}.

Note that on Nλ, the functional Fλ reads as

Fλ(u) = (
1
p
− 1

q
)[u]ps1,p > 0.

This shows at once that Fλ is coercive in the sense that if u ∈ Nλ satisfies [u]s1,p → +∞, then
Fλ(u) → +∞.

Next, we define the quantity
M = inf

u∈Nλ

Fλ(u)

and show through a series of propositions that M is attained by a function u ∈ Nλ, which is a critical
point of Fλ considered on the whole space Ws2,q

0 (Ω) ⊂ Ws1,p
0 (Ω) and in fact is a solution of (1.1).

Proposition 3.9. The set Nλ is not empty for any λ > λ1(s2, q).

Proof. Since λ > λ1(s2, q) there exists u ∈ Ws2,q
0 (Ω) not identically zero such that [u]qs2,q < λ

∫
Ω |u|qdx.

We then see that tu ∈ Nλ for some t > 0. Indeed, tu ∈ Nλ is equivalent to

tp[u]ps1,p + tq[u]qs2,q = tqλ
∫

Ω
|u|q dx,

which is solved for t =
(

[u]ps1,p

λ
∫

Ω |u|q dx−[u]qs2,q

) 1
q−p

> 0.

Proposition 3.10. Every minimizing sequence for Fλ on Nλ is bounded in Ws2,q
0 (Ω).
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Proof. Let {un}n≥0 ⊂ Nλ be a minimizing sequence of Fλ|Nλ
, i.e. Fλ(un) → M = inf

v∈Nλ

Fλ(v). Then

λ
∫

Ω
|un|q dx − [un]

q
s2,q = [un]

p
s1,p →

(
1
p
− 1

q

)−1

M, as n → +∞. (3.6)

Suppose on the contrary that {un}n≥0 is not bounded in Ws2,q
0 (Ω) i.e. [un]

q
s2,q → +∞ as n → +∞.

Then we have
∫

Ω
|un|q dx → ∞ as n → +∞, using relation (3.6). Next, we set wn = un

∥un∥q
. Since

[un]
q
s2,q < λ

∫
Ω
|un|q dx, we deduce that [wn]

q
s2,q < λ, for each n. Hence {wn} ⊂ Ws2,q

0 (Ω) is uniformly

bounded in Ws2,q
0 (Ω). Therefore there exists w0 ∈ Ws2,q

0 (Ω) such that passing to a subsequence that
we still label {wn}n,

wn ⇀ w0 in Ws2,q
0 (Ω) ⊂ Ws1,p

0 (Ω) and wn → w0 in Lq(Ω)

thanks to the compactness of the Sobolev embedding. Since p < q, by Hölder inequality, we have

that ∥wn∥Lp(Ω) ≤ |Ω|
q−p
pq ∥wn∥Lq(Ω) ≤ C and wn → w0 in Lp(Ω). Furthermore, as we know that

λ
∫

Ω |un|q dx − [un]
q
s2,q is bounded as n → ∞ and p < q, it follows from (3.6) combined with the

Poincaré inequality that

0 ≤
∫

Ω
|wn|p dx =

1
∥un∥p

Lq(Ω)

∫
Ω
|un|p dx

≤ C
∥un∥p

Lq(Ω)

[un]
p
s1,p = C

λ
∫

Ω
|un|q dx − [un]

q
s2,q

∥un∥p
Lq(Ω)

→ 0 as n → ∞.

Therefore, wn → 0 in Lp(Ω) and consequently w0 = 0. This contradicts the normalization of
∥wn∥Lq(Ω) = 1. Hence the sequence {un}n is bounded in Ws2,q

0 (Ω). This completes the proof of
Proposition 3.10.

Proposition 3.11. We have M = inf
u∈Nλ

Fλ(u) > 0.

Proof. Assume by contradiction that M = 0. Then, with {un}n≥0 as in Proposition 3.10, we have

0 < λ
∫

Ω
|un|q dx − [un]

q
s2,q = [un]

p
s1,p → 0, as n → +∞. (3.7)

By Proposition 3.10, we know that {un}n≥0 is bounded in Ws2,q
0 (Ω). Therefore there exists u0 ∈

Ws2,q
0 (Ω) such that up to a subsequence, un ⇀ u0 in Ws2,q

0 (Ω) ⊂ Ws1,p
0 (Ω) and un → u0 in Lq(Ω).

Thus, by the weakly lower semicontinuity of the norm,

∥u0∥
p
Lp(Ω)

≤ C[u0]
p
s1,p ≤ C lim inf

n→+∞
[un]

p
s1,p = 0.
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Consequently u0 = 0. Passing to a subsequence again, we have that un ⇀ 0 in Ws2,q
0 (Ω) ⊂ Ws1,p

0 (Ω)
and un → 0 in Lq(Ω) and also un → 0 in Lp(Ω) since p < q. Next, writing again wn = un

∥un∥q
, we

have that ∥wn∥q = 1 for all n and as in Proposition 3.10, {wn} is uniformly bounded in Ws2,q
0 (Ω).

Hence wn ⇀ w0 in Ws2,q
0 (Ω) and wn → w0 in Lq(Ω) and wn → w0 in Lp(Ω) since p < q. By Poincaré

inequality, we have

0 ≤ ∥wn∥p ≤ C[wn]
p
s1,p

=
C

∥un∥p
q

(
λ
∫

Ω
|un|q dx − [un]

q
s2,q

)
= C∥un∥q−p

q
(
λ − [wn]

q
s2,q
)
→ 0 as n → ∞.

We deduce taking the limit that w0 = 0, which contradicts the normalization ∥wn∥q = 1. This
completes the proof of Proposition 3.11.

Proposition 3.12. There exists u ∈ Nλ such that Fλ(u) = M.

Proof. Let {un}n≥0 ⊂ Nλ be a minimizing sequence, i.e., Fλ(un) → M as n → ∞. Thanks to Proposi-
tion 3.10, we have that {un} is bounded in Ws2,q

0 (Ω). It follows that there exists u0 ∈ Ws2,q
0 (Ω) such

that un ⇀ u0 in Ws2,q
0 (Ω) ⊂ Ws1,p

0 (Ω) and strongly in Lq(Ω). The results in the two propositions
above guarantee that Fλ(u0) ≤ lim

n→∞
inf Fλ(un) = M. Since for each n we have un ∈ Nλ, then

[un]
p
s1,p + [un]

q
s2,q = λ

∫
Ω
|un|q dx for all n. (3.8)

Assuming u0 ≡ 0 on Ω implies that
∫

Ω
|un|q dx → 0 as n → +∞, and by relation (3.8) we obtain that

[un]
q
s2,q → 0 as n → +∞. Combining this with the fact that un ⇀ 0 in Ws2,q

0 (Ω), we deduce that un

converges strongly to 0 in Ws2,q
0 (Ω) and consequently in Ws1,p

0 (Ω). Hence, we infer that

λ
∫

Ω
|un|q dx − [un]

q
s2,q = [un]

p
s1,p → 0, as n → +∞.

Next, using similar argument as the one used in the proof of Proposition 3.11, we will reach to a
contradiction, which shows that u0 ̸≡ 0. Letting n → ∞ in relation (3.8), we deduce that

[u0]
p
s1,p + [u0]

q
s2,q ≤ λ

∫
Ω
|u0|q dx.

If there is equality in the above relation then u0 ∈ Nλ and M ≤ Fλ(u0). Assume by contradiction
that

[u]ps1,p + [u]qs2,q < λ
∫

Ω
|u|q dx. (3.9)

Let t > 0 be such that tu0 ∈ Nλ, i.e.,

t =

(
λ
∫

Ω
|u0|q dx − [u0]

q
s2,q

[u0]
p
s1,p

) 1
p−q

.
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We note that t ∈ (0, 1) since 1 < tp−q (using (3.9)). Finally, since tu0 ∈ Nλ with t ∈ (0, 1) we have

0 < M ≤ Fλ(tu0) =

(
1
p
− 1

q

)
[tu0]

p
s1,p = tp

(
1
p
− 1

q

)
[u0]

p
s1,p

= tpFλ(u0)

≤ tp lim
n→+∞

inf Fλ(un) = tpM < M for t ∈ (0, 1).

This is a contradiction, which assures that relation (3.9) cannot hold and consequently we have
u0 ∈ Nλ. Hence, M ≤ Fλ(u0) and M = Fλ(u0).

Theorem 3.13. Every λ ∈ (λ1(s2, q),+∞) is an eigenvalue of problem (1.1). Moreover, the associated
eigenfunctions uλ have a constant sign in Ω.

Proof. Let u ∈ Nλ be such that Fλ(u) = M thanks to Proposition 3.12. We show that

⟨F′
λ(u), v⟩ = 0 for all v ∈ Ws2,q

0 (Ω).

We recall that for u ∈ Nλ, we have

[u]ps1,p + [u]qs2,q = λ
∫

Ω
|u|q dx.

Let v ∈ Ws2,q
0 (Ω). For every δ in some small interval (−ε, ε) certainly the function u + δv does not

vanish identically. Let t(δ) > 0 be a function such that t(δ)(u + δv) ∈ Nλ, namely

t(δ) =

(
λ
∫

Ω
|u + δv|q dx − [u + δv]qs2,q

[u + δv]ps1,p

) 1
p−q

.

The function t(δ) is a composition of differentiable functions, so it is differentiable. The precise
expression of t′(δ) does not matter here. Observe that t(0) = 1. The map δ 7→ t(δ)(u + δv) defines a
curve on Nλ along which we evaluate Fλ. Hence we define ℓ : (−ε, ε) → R as

ℓ(δ) = Fλ(t(δ)(u + δv)).

By construction, δ = 0 is a minimum point for ℓ. Consequently

0 = ℓ′(0) = ⟨F′
λ(t(0)u), t′(0)u + t(0)v⟩ = t′(0)⟨F′

λ(u), u⟩+ ⟨F′
λ(u), v⟩ = ⟨F′

λ(u), v⟩.

Using the fact that ⟨F′
λ(u), u⟩ = 0 for u ∈ Nλ, we obtained that

⟨F′
λ(u), v⟩ = 0 for all v ∈ Ws2,q

0 (Ω).

Next, we show that the eigenfunctions uλ has a constant sign in Ω. If |uλ| ∈ Nλ, it follows from
Proposition 3.7 that uλ has a constant sign in Ω. We in fact have that |uλ| ∈ Nλ. Suppose by contra-
diction that |uλ| /∈ Nλ. Then,

[|uλ|]
p
s1,p + [|uλ|]

q
s2,q < λ

∫
Ω
|uλ|q dx.
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Let t > 0 be such that t|uλ| ∈ Nλ, that is

t =

(
λ
∫

Ω
|uλ|q dx − [|uλ|]

q
s2,q

[|uλ|]
p
s1,p

) 1
p−q

.

We note that t ∈ (0, 1) since 1 < tp−q. Since then t|uλ| ∈ Nλ with t ∈ (0, 1), it follows that

M = Fλ(uλ) ≤ Fλ(|uλ|) ≤ =

(
1
p
− 1

q

)
[tuλ]

p
s1,p = tp

(
1
p
− 1

q

)
[uλ]

p
s1,p

= tpFλ(uλ) = tpM < M.

This is yields a contradiction. We conclude that |uλ| ∈ Nλ and the eigenfunctions uλ have a constant
sign in Ω. The proof of Theorem 3.13 is completed.

We close this section with an analogous result of Theorem 3.8 for 0 < s1 < s2 < 1 < p < q < ∞.
it writes as follows:

Theorem 3.14. There exists a nondecreasing sequence of critical values ck(s1, s2, p, q; ρ) with associated
nonlinear eigenvalues λk(s1, s2, p, q; ρ) → +∞, as k → +∞ and with corresponding eigenfunctions uk ∈
Ws2,q

0 (Ω) with
∫

Ω |uk|q dx = ρ, for problem (1.1).

Proof. Let Dρ(s1, s2, p, q) = {u ∈ Ws2,q
0 (Ω) :

∫
Ω |u|qdx = ρ}, and

Σk(s1, s2, p, q) = {A ⊂ Σ : γ(A ∩ Dρ(s1, s2, p, q)) ≥ k},

where Σ = {A ⊂ Ws2,q
0 (Ω) : A closed, A = −A}. Set

bk(s1, s2, p, q; ρ) = inf
A∈Σk(s1,s2,p,q)

sup
u∈A

(
1
p
[u]ps1,p +

1
q
[u]qs2,q

)
> 0.

Similar to the proof of Theorem 3.8, one shows that:

1. the functional I(u) =
1
p
[u]ps1,p +

1
q
[u]qs2,q satisfies the (PS) condition on Dρ(s1, s2, p, q), and

2. if b = bk(s1, s2, p, q; ρ) = · · · = bk+m−1(s1, s2, p, q; ρ), then the set Kb of critical points of I at the
critical level b has a genus γ(Kb) ≥ m.
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4 Bifurcation results

In this section we discuss bifurcation phenomena for problem (1.1). We begin with the following
definition.

Definition 4.1. A real number λ is called a bifurcation point of (1.1) if and only if there is a sequence
{(uk, λk)}k of solutions of (1.1) such that uk ̸≡ 0 and

λk → λ, ∥uk∥s,p → 0, as k → ∞, if 0 < s2 < s1 < 1 < q < p < ∞

or
λk → λ, ∥uk∥s,q → 0, as k → ∞, if 0 < s1 < s2 < 1 < p < q < ∞.

We have the following observation. Let consider the following energy functional G defined on
Ws1,p

0 (Ω) ∩ Ws2,q
0 (Ω) by:

G(u) =

(
[u]ps1,p

p
+

[u]qs2,q

q

)/∥u∥q
q

q
.

Setting u = te1, where e1 stands for the Lq-normalized eigenfunction associated to the first eigen-
value λ1(s2, q) of the eigenvalue problem (2.2). A direct computation shows that

G(u) =

(
tp−q[e1]

p
s1,p

p
+

[e1]
q
s2,q

q

)/∥e1∥
q
q

q
= q

(
tp−q[e1]

p
s1,p

p
+

[e1]
q
s2,q

q

)
.

We distinguish the following two cases:

1. Assume that 0 < s1 < s2 < 1 < q < p < ∞. We find that G(te1) → λ1(s2, q) as t → 0, which
indicates the existence of bifurcation in 0 from λ1(s2, q).

2. Assume that 0 < s2 < s1 < 1 < p < q < ∞. We find that G(te1) → ∞ as t → 0, which indicates
there is no bifurcation in 0 from λ1(s2, q). We are led to seek for the existence of a bifurcation at
infinity, since we have G(te1) → λ1(s2, q) as t → ∞.

The main purpose of this section is to show that any variational k-eigenvalue λk(s2, q) of problem
(2.2) are bifurcation points for the nonlinear variational eigenvalues λk(s1, s2, p, q; ρ) of problem (1.1).
More precisely, we are going to show that

λk(s1, s2, p, q; ρ) → λk(s2, q) as ρ → 0.

As in Section 3, we let

Dρ(s1, s2, p, q) = {u ∈ (Ws1,p
0 (Ω) ∩ Ws2,q

0 (Ω)) \ {0} :
∫

Ω
|u|q dx = ρ}

and
Γk,ρ = {A ⊂ Dρ(s1, s2, p, q) : A symmetric, A compact, γ(A) ≥ k}.

19



By the definition of λk(s2, q) we know that for ε > 0 small there is Aε ∈ Γk,1 such that

sup
{u∈Aε,

∫
Ω |u|qdx=1}

[u]qs2,q ≤ λk(s2, q) + ε .

We want to approximate Aε by a finite-dimensional set. Since Aε is compact, for every δ > 0 there
exist a finite number of points x1, . . . , xn(δ) such that

Aε ⊂
n(δ)⋃
i=1

Bδ(xi). (4.1)

Let En = span{x1, . . . , xn(δ)}, and set

Pn Aε := {Pnx, x ∈ Aε}, (4.2)

where Pnx ∈ En is such that

∥x − Pnx∥s2,q = inf{∥x − z∥s2,q, z ∈ En}.

We claim that γ(Pn Aε) ≥ k. Clearly, Pn Aε is symmetric and compact. Furthermore, 0 ̸∈ Pn Aε. Indeed
since Aε is compact, and 0 ̸∈ Aε, there is small ball Bτ(0) such that Aε ∩ Bτ(0) = ∅. Now, choose
δ > 0 in (4.1) such that δ < τ/2. Then, for x ∈ Aε there is xi ∈ En, for some i ∈ {1, . . . , n(δ)}, such
that ∥x − xi∥s2,q < δ, and hence

∥x − Pnx∥s2,q = inf{∥x − z∥s2,q, z ∈ En} ≤ ∥x − xi∥s2,q < τ/2

and thus Pn Aε ∩ Bτ/2(0) = ∅.
Finally, we have to show that γ(Pn Aε) ≥ k. This is again by approximation: since γ(Aε) ≥ k, there
exists a continuous and odd map h : Aε → Rk \ {0}. Then by Tietze extension theorem there exists
a continuous and odd map h̃ : Ws2,q

0 (Ω) → R such that h̃|Aε
= h. By continuity and compactness of

Aε we can conclude that h̃|Pn Aε
: Ws2,q

0 (Ω) → Rk \ {0}. Now, again by approximation, we conclude
that there is a n = n(ε) such that

sup
{u∈Pn Aε}

[u]qs2,q ≤ λk(s2, q) + 2ε .

Finally, note that by homogeneity

inf
A∈Γk,ρ

sup
u∈A

[u]qs2,q = λk(s2, q) ρ

and hence also
sup

{u∈(ρ Pn Aε)}
[u]qs2,q ≤

(
λk(s2, q) + 2ε

)
ρ. (4.3)

Recall that by (3.5) we have, for each integer k > 0,

ck(s1, s2, p, q; ρ) = inf
A∈Γk,ρ

sup
u∈A

{ 1
p
[u]ps1,p +

1
q
[u]qs2,q

}
.
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4.1 Bifurcation from zero

We assume in this section that 0 < s2 < s1 < 1 < q < p < +∞. We show that for any k > 0, problem
(1.1) admits a branch of eigenvalues bifurcating from (λk(s2, q), 0) ∈ R+ × Ws1,p

0 (Ω).

We prove the following result:

Theorem 4.2. For each integer k > 0 the pair (λk(s2, q), 0) is a bifurcation point of problem (1.1).

We first prove the following lemma which is the main ingredient for the proof of Theorem 4.2.

Lemma 4.3. For any integer k > 0 and ρ > 0, ε > 0, there exists a positive constant C(ε) such that the
following estimate holds:

|ck(s1, s2, p, q; ρ)− 1
q

λk(s2, q) ρ| ≤ C(ε)ρp/q + 2ε ρ.

Proof. For any k > 0, we have by the definition of λk(s2, q) and ck(s1, s2, p, q; ρ) (see (2.4) and (3.5))
that ck(s1, s2, p, q; ρ) ≥ 1

q λk(s2, q) ρ. By (4.3) we can estimate

ck(s1, s2, p, q; ρ) = inf
A∈Γk,ρ

sup
u∈A

{ 1
p
[u]ps1,p +

1
q
[u]qs2,q

}
≤ sup

u∈(ρPn Aε)

{ 1
p
[u]ps1,p +

1
q
[u]qs2,q

}
≤ sup

u∈(ρPn Aε)

1
p
[u]ps1,p + sup

u∈(ρ Pk Aε)

1
q
[u]qs2,q

≤ 1
p
[v]ps1,p +

1
q
(λn(s2, q) + 2ε)ρ

for some v ∈ (ρPn Aε) with
∫

Ω |v|qdx = ρ. Since Pn Aε is of finite-dimensional, there exists a positive
constant C(ε) such that (

[v]s1,p
)1/p ≤ C(ε)

( ∫
Ω
|v|q dx

)1/q.

Finally, we get

0 ≤ ck(s1, s2, p, q; ρ)− 1
q

λk(s2, q) ρ ≤ C(ε)ρp/q + 2ερ.

This completes the proof of Lemma 4.3.

Proof of Theorem 4.2. We aim at showing that

λk(s1, s2, p, q; ρ) → λk(s2, q) and [uk]s1,p → 0 as ρ → 0+.

Thanks to Lemma 4.3, we have
1
p
[uk]

p
s1,p ≤ Ck(ε)ρ

p/q + 2ε ρ.
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Furthermore
0 ≤ λk(s1, s2, p, q; ρ) ρ − λk(s2, q)ρ

= [uk]
p
s1,p + [uk]

q
s2,q − λk(s2, q)ρ

=
q
p
[uk]

p
s1,p + [uk]

q
s2,q − λk(s2, q)ρ + (1 − q

p
)[uk]

p
s1,p

= q ck(s1, s2, p, q; ρ)− λk(s2, q)ρ + (1 − q
p
)[uk]

p
s1,p

≤ C
(
Ck(ε)ρ

p/q + 2ε ρ
)
.

Since ε > 0 is arbitrary we get the first claim.
Let us prove that [uk]s1,p → 0 as ρ → 0+. Letting v = uk in relation (2.1), we have

[uk]
p
s1,p + [uk]

q
s2,q = λk(s1, s2, p, q; ρ)

∫
Ω
|uk|q dx.

Therefore
[uk]

p
s1,p ≤ λk(s1, s2, p, q; ρ)

∫
Ω
|uk|q dx ≤ Ck ρ.

Hence [uk]s1,p → 0 as ρ → 0 and this completes the proof of Theorem 4.2.

4.2 Bifurcation from infinity

We assume in this section that 0 < s1 < s2 < 1 < p < q < +∞. The goal in this section is to prove
that there is a branch of eigenvalues bifurcating from (λk(s2, q),+∞). For u ∈ Ws2,q

0 (Ω), u ̸= 0, we
set

w =
u

∥u∥2
s2,q

.

We have ∥w∥s2,q =
1

∥u∥s2,q
and a direct computation shows that for all x, y ∈ Ω,

∥u∥2(p−q)
s2,q |w(x)− w(y)|p−2(w(x)− w(y)) = 1

∥u∥2(q−1)
s2,q

|u(x)− u(y)|p−2(u(x)− u(y)),

|w(x)− w(y)|q−2(w(x)− w(y)) = 1
∥u∥2(q−1)

s2,q
|u(x)− u(y)|q−2(u(x)− u(y)),

and |w(x)|q−2w(x) = 1
∥u∥2(q−1)

s2,q
|u(x)|q−2u(x).

Summing up the above change of variables and using the fact that u is a weak solution of (1.1), we
find that,

∥u∥2(p−q)
s2,q Es1,p(w, v) + Es2,q(w, v) = λ

∫
Ω
|w|q−2w v dx, for all v ∈ Ws2,q

0 (Ω).

This leads to the following nonlinear eigenvalue problem{
∥w∥2(q−p)

s2,q (−∆)s1
p w + (−∆)s2

q w = λ|w|q−2w in Ω

w = 0 on RN \ Ω,
(4.4)
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where we have used the fact that ∥u∥2(p−q)
s2,q = ∥w∥2(q−p)

s2,q .

We have the following proposition.

Proposition 4.4. If (λ, 0) is a bifurcation point of solutions of problem (4.4) then λ is an eigenvalue of the
problem {

(−∆)s2
q u = λ|u|q−2u in Ω

u = 0 on RN \ Ω.
(4.5)

Proof. Since (λ, 0) is a bifurcation point from zero of solutions of the problem (4.4), there is a se-
quence of nontrivial solutions of problem (4.4) such that

λk → λ and ∥wk∥s2,q → 0 in as k → ∞.

We then have by definition of weak solutions that

∥wk∥
2(q−p)
s2,q Es1,p(wk, v) + Es2,q(wk, v) = λk

∫
Ω
|wk|q−2wkv dx, (4.6)

for all v ∈ Ws2,q
0 (Ω), which equivalent to

∥wk∥
2(p−1)
s2,q Es1,p(wk, v) + Es2,q(uk, v) = λk

∫
Ω
|uk|q−2ukv dx, (4.7)

for all v ∈ Ws2,q
0 (Ω). Since p > 1, we have ∥wk∥

2(p−1)
s2,q Es1,p(wk, v) → 0 as k → ∞ for all v ∈ Ws2,q

0 (Ω).
We pass to the limit in (4.7) using Lemma 2.5 to get

Es2,q(u, v) = λ
∫

Ω
|u|q−2uv dx, for all v ∈ Ws2,q

0 (Ω). (4.8)

This completes the proof of Proposition 4.4.

Next, let us consider a small ball

Br(0) := { ϕ ∈ Ws2,q
0 (Ω) \ {0}/ ∥ϕ∥s2,q < r },

and the operator

A := ∥ · ∥2(q−p)
s2,q (−∆)s1

p + (−∆)s2
q : Ws2,q

0 (Ω) ⊂ Ws2,p
0 (Ω) −→ W−s2,p′(Ω) ⊂ W−s2,q′(Ω).

Proposition 4.5. There exists r > 0 small such that the mapping

A : Br(0) ⊂ Ws2,q
0 (Ω) → W−s2,q′(Ω)

is strongly monotone, i.e., there exists C > 0 such that

⟨A(u)−A(v), u − v⟩ ≥ C∥u − v∥q
s2,q, for u, v ∈ Br(0),

with r > 0 sufficiently small.
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Proof. We use the fact that (−∆)s1
p is strongly monotone on Ws1,p

0 (Ω) (see Lemma 2.3). By linearity
and Hölder inequality, we have

⟨A(u)−A(v), u − v⟩ = ∥u − v∥q
s2,q +

〈
∥u∥2(q−p)

s2,q (−∆)s1
p u − ∥v∥2(q−p)

s2,q (−∆)s2
q v, u − v

〉
= ∥u − v∥q

s2,q + ∥u∥2(q−p)
s2,q

〈
(−∆)s1

p u − (−∆)s1
p v, u − v

〉
+
(
∥u∥2(q−p)

s2,q − ∥v∥2(q−p)
s2,q

) 〈
(−∆)s1

p v, u − v
〉

≥ ∥u − v∥q
s1,q −

∣∣∣∥u∥2(q−p)
s2,q − ∥v∥2(q−p)

s2,q

∣∣∣ ∥v∥p−1
s2,p ∥u − v∥s2,p

≥ ∥u − v∥q
s2,q −

∣∣∣∥u∥2(q−p)
s2,q − ∥v∥2(q−p)

s2,q

∣∣∣C∥v∥p−1
s2,q ∥u − v∥s2,q (4.9)

≥ ∥u − v∥q
s2,q

(
1 −

∣∣∣∥u∥2(q−p)
s2,q − ∥v∥2(q−p)

s2,q

∣∣∣C∥v∥p−1
s2,q ∥u − v∥1−q

s2,q

)
.

Moreover, by the Mean Value Theorem, there exists θ ∈ [0, 1] such that∣∣∣∥u∥2(q−p)
s2,q − ∥v∥2(q−p)

s2,q

∣∣∣ =

∣∣∣∣ d
dt

(
∥u + t(v − u)∥2

s2,q

)q−p
|t=θ(v − u)

∣∣∣∣
=

∣∣∣∣(q − p)
(
∥u + θ(v − u)∥2

s2,q

)q−p−1
2 (u + θ(v − u), v − u)s2,q

∣∣∣∣
≤ 2(q − p)∥u + θ(v − u)∥2q−2p−2

s2,q ∥u + θ(v − u)∥q−1
s2,q ∥u − v∥s2,q

= 2(q − p)∥u + θ(v − u)∥2q−2p−1
s2,q ∥u − v∥s2,q

≤ 2(q − p)∥u + θ(v − u)∥2q−p
s2,q ∥u − v∥s2,q

≤ 2(q − p)
(
(1 − θ)∥u∥s2,q + θ∥v∥s2,q

)2q−p ∥u − v∥s2,q

≤ 2(q − p)r2q−p∥u − v∥s2,q.

Substitute the above estimate in (4.9), we get

⟨A(u)−A(v), u − v⟩ ≥ ∥u − v∥q
s2,q − 2(q − p)r2q−1C∥u − v∥2

s2,q.

Letting r → 0, the proof of Proposition 4.5 follows.

We first show the existence of variational eigenvalues of the nonlinear equation (4.4).

Theorem 4.6. For a fixed ρ > 0, there exists a non-decreasing sequence of eigenvalues λk(s1, s2, p, q; ρ), with
corresponding eigenfunctions wk ∈ Ws2,q

0 (Ω) for the nonlinear eigenvalue problem (4.4).

We again rely on [1, Proposition 10.8] for the proof of Theorem 4.6.

Proof. Let define

Oρ(s1, s2, p, q) = {w ∈ Ws2,q
0 (Ω) :

∫
Ω
|w|q dx = ρ},

and
Σk,ρ(p, q) = {A ⊂ Σ : γ(A ∩ Oρ(s1, s2, p, q)) ≥ k},
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where Σ = {A ⊂ Ws2,q
0 (Ω) : A closed, A = −A}. Set

dk(s1, s2, p, q; ρ) = inf
A∈Σk,ρ(p,q)

sup
u∈A

(
q
p
∥w∥2(q−p)

s2,q Es1,p(w, w) + Es2,q(w, w)

)
> 0.

We show that:

1. the functional
E(w) =

q
p
∥w∥2(q−p)

s2,q Es1,p(w, w) + Es2,q(w, w)

satisfies the (PS) condition on Oρ(s1, s2, p, q), and

2. if d = dk(s1, s2, p, q; ρ) = · · · = dk+m−1(s1, s2, p, q; ρ), then the set Kd of critical points of I at the
critical level d has a genus γ(Kd) ≥ m.

Proof of 1. Let {wj} ⊂ Oρ(s1, s2, p, q) a (PS) sequence, i.e, there is M > 0 such that

|E(wj)| ≤ M and E′(wj) → 0 in W−s2,q′(Ω) as j → ∞.

We first show that {wj} is bounded in Oρ(s1, s2, p, q) ⊂ Ws2,p
0 (Ω). Since wj ∈ Ws2,q

0 (Ω), it follows
using the Poincaré inequality and the fact taht Ws2,q

0 (Ω) ⊂ Ws2,p
0 (Ω), that

M ≥ |E(wj)| ≥
q
p
∥wj∥

2(q−p)
s2,q Es1,p(wj, wj) +

1
C

∫
Ω
|wj|q dx

≥ ∥wj∥
2q−p
s2,q +

ρ

C
.

Then {wj} is bounded in Oρ(s1, s2, p, q) ⊂ Ws2,q
0 (Ω). Passing to a subsequence still denoted by {wj},

we can assume that there exists w ∈ Oρ(s1, s2, p, q) ⊂ Ws2,q
0 (Ω) such that wj ⇀ w in Oρ(s1, s2, p, q) ⊂

Ws2,q
0 (Ω). Now, we show that wj converges strongly to w in Oρ(s1, s2, p, q) ⊂ Ws2,q

0 (Ω). Since E′(wj) →
0 in W−s2,q′(Ω) as j → ∞, we have〈

E′(wj)− E′(w), wj − w
〉
→ 0 as j → ∞.

By definition, we have that

⟨E′(wj)−E′(w), wj − w⟩ = p⟨A(wj)−A(w), wj − wj⟩.

Thanks to Proposition 4.5, it follows that

⟨E′(wj)− E′(w), wj − w⟩ ≥ C∥wj − w∥q
s2,q.

Therefore ∥wj − w∥s2,q → 0 as j → +∞ and wj converges strongly to w in Ws2,q
0 (Ω).

The proof of 2. is similar to the last part of the proof of Theorem 3.8.
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Theorem 4.7. For each integer k > 0 the pair (λk(s2, q, ρ),+∞) is a bifurcation point of problem (1.1).

The proof of Theorem 4.7 will follow immediately from the following remark, and the proof that
(λk(s2, q, ρ), 0) is a bifurcation point of (4.4), which will be shown in Theorem 4.11 below.

Remark 4.8. With the change of variable u
∥u∥2

s2,q
, we have that the pair (λk(s2, q, ρ),+∞) is a bifur-

cation point for the problem (1.1) if and only if the pair (λk(s2, q, ρ), 0) is a bifurcation point for the
problem (4.4).

Before we proceed to the proof of Theorem 4.11 below, we show the following lemma.

Lemma 4.9. Let 0 < s1 < s2 < 1 < p < q < +∞. For any integer k > 0 and ρ > 0, ε > 0, there exists a
positive constant D(ε) such that the following estimate holds:

|dk(s1, s2, p, q; ρ)− λk(s2, q, ρ)| ≤ (D(ε) + ε)ρ
2q−p

p

where dk(s1, s2, p, q; ρ) is given by (4.2), and

λk(s2, q, ρ) = inf
A∈Γk,ρ

sup
u∈A

Es2,q(w, w) = λk(s2, q, ρ)ρ.

Proof. For any k > 0, we clearly have dk(s1, s2, p, q; ρ) ≥ λk(s2, p, ρ). As in (4.2), we choose Pn Aε such
that

sup
{w∈Pn Aε,

∫
Ω |w|qdx=1}

Es2,q(w, w) ≤ λk(s2, q, ρ) + ε

and so
sup

{w∈Pn Aε,ρ,
∫

Ω |w|qdx=ρ}
Es2,q(w, w) ≤ (λk(s2, q, ρ) + ε)ρ,

where Pn Aε,ρ = {w ∈ Pn Aε :
∫

Ω |w|qdx = ρ}. Then

dk(s1, s2, p, q; ρ) = inf
A∈Γk,ρ

sup
w∈A

{ q
p
∥w∥2(q−p)

s2,q Es1,p(w, w) + Es2,q(w, w)
}

≤ sup
w∈Pn Aε,ρ

{ q
p
∥w∥2(q−p)

s2,q Es1,p(w, w) + Es2,q(w, w)
}

≤ sup
w∈Pn Aε,ρ

q
p
∥w∥2(q−p)

s2,q Es1,p(w, w) + sup
w∈Pn Aε,ρ

Es2,q(w, w)

≤ q
p
∥v∥2(q−p)

s2,q Es2,q(v, v) + (λk(s2, q) + ε)ρ since p < q,

≤ q
p
∥v∥2q−p

s2,q + (λk(s2, q) + ε)ρ

for some v ∈ Pn Aε,ρ with
∫

Ω |v|q dx = ρ. Since Pn Aε is finite-dimensional, there exists a positive
constant Dk(ε) such that Es2,q(v, v) ≤ Dk(ε)(

∫
Ω |v|qdx)p/q = Dk(ε)ρ

q/p and

∥v∥2q−p
s2,q ≤ Dk(ε)ρ

2q−p
p .
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Finally, we get

0 ≤ dk(s1, s2, p, q; ρ)− λk(s2, q, ρ) ≤ Dk(ε)ρ
2q−p

p + ερ ≤ (Dk(ε) + ε)ρ
2q−p

p

since 2q−p
p > 1.

Remark 4.10. We recall that the k-th eigenvalue of equation (4.4) satisfies

λ̃k(s1, s2, p, q; ρ)ρ = ∥w∥2(q−p)
s2,p Es1,p(w, w) + Es2,q(w, w), with ρ =

∫
Ω
|w|q dx.

So, proceeding as in Theorem 4.2 one obtains that λ̃k(s1, s2, p, q; ρ) → λk(s2, q) as ρ → 0+.

Theorem 4.11. For any k > 0, the pair (λk(s2, q), 0) is a bifurcation point of problem (4.4).

Proof. In order to prove Theorem 4.11, it suffices to prove that λ̃k(s1, s2, p, q; ρ) → λk(s2, q, ρ) and
∥wk∥s2,q → 0 as ρ → 0+. The fact that λ̃k(s1, s2, p, q; ρ) → λk(s2, q) as ρ → 0+ follows from Lemma
4.9 and Remark 4.10.

It remains to prove that ∥wk∥s2,q → 0 as ρ → 0+. For any k > 0, we have

∥wk∥
2(q−p)
s2,q Es1,p(wk, wk) + Es2,q(wk, wk) = λ̃k(s1, s2, p, q; ρ)

∫
Ω
|wk|q dx

≤ Ck

∫
Ω
|wk|q dx = Ck ρ → 0 , as ρ → 0.

Therefore ∥wk∥s2,q → 0, and since p < q, by the Hölder inequality there exists a positive constant C1

such that Es1,p(wk, wk) ≤ C1∥wk∥
p
s2,q, and so also ∥wk∥s2,p → 0. This completes the proof.

5 Multiplicity results: Proof of Theorem 1.2

In this section, we prove a multiplicity result. We show that for fixed λ ∈ (λk(s2, q), λk+1(s2, q)) there
exist at least k pairs of eigenfunctions ±uλ

k , k = 1, . . . , k, such that (λ,±uλ
k ) solves problem (1.2), i.e.

λ = λ1(s1, s2, p, q, ρ1) = · · · = λk(s1, s2, p, q; ρk) , with
∫

Ω
|uλ

k |
q dx = ρk.

For convenience of the readers, we recall the statement of Theorem 1.2 here.

Theorem 5.1. Let 0 < s2 < s1 < 1 < q < p < ∞ or 0 < s1 < s2 < 1 < p < q < ∞, and suppose that
λ ∈ (λk(s2, q), λk+1(s2, q)) for any k > 0 and ρ > 0. Then equation (1.1) has at least k pairs of nontrivial
solutions.

We distinguish two cases whether: 0 < s2 < s1 < 1 < q < p < ∞ or 0 < s1 < s2 < 1 < p < q < ∞.
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5.1 The case: 0 < s1 < s2 < 1 < p < q < ∞

Proof of Theorem 5.1. The proof in this case relies on variational methods and we will make use of
[1, Proposition 10.8]. We consider the functional Jλ : Ws2,q

0 (Ω)\{0} → R associated to the problem
(1.1) defined by

Jλ(u) =
q
p
[u]ps1,p + [u]qs2,q − λ

∫
Ω
|u|q dx.

Note that the functional Jλ is not bounded from below on Ws2,q
0 (Ω). So, we consider the constraint

set Nλ on which we minimize the functional Jλ. We recall that the constraint set Nλ is defined by

Nλ := {u ∈ Ws2,q
0 (Ω)\{0} : ⟨J′λ(u), u⟩ = 0}.

We have that Jλ(u) = ( 1
p − 1

q )[u]
p
s1,p > 0 on Nλand it is even and bounded from below on Nλ. We

show that every Palais-Smale (PS) sequence for Jλ has a converging subsequence on Nλ.
Let {un}n be a (PS) sequence, i.e, |Jλ(un)| ≤ C, for all n, for some C > 0 and J′λ(un) → 0 in

W−s2,q′(Ω) as n → +∞, with 1
q +

1
q′ = 1. We first show that the sequence (un)n≥0 is bounded on Nλ.

Suppose that (un)n≥0 is not bounded, so [un]
q
s2,q → +∞ as n → +∞. Since Jλ(un) = ( 1

p −
1
q )[un]

p
s1,p,

we have [un]
p
s1,p ≤ C. On Nλ, we have

0 < [un]
p
s1,p = λ

∫
Ω
|un|q dx − [un]

q
s2,q. (5.1)

Set vn = un
∥un∥q

then [vn]
q
s2,q < λ (using (5.1) and hence vn is bounded in Ws2,q

0 (Ω). Therefore, there

exists v0 ∈ W1,q
0 (Ω) such that vn ⇀ v0 in Ws2,q

0 (Ω) and vn → v0 in Lq(Ω) and vn → v0 in Lp(Ω)

(since p < q). Dividing (5.1) by ∥un∥p
q , we have

λ
∫

Ω
|un|q dx − [un]

q
s2,q

∥un∥p
q

= [vn]
p
s1,p → 0, as n → ∞.

This because, λ
∫

Ω
|un|q dx− [un]

q
s2,q ≤ (

1
p
− 1

q
)−1|Jλ(un)| ≤ C and ∥un∥p

q → +∞. Now, since vn ⇀ v0

in Ws2,q
0 (Ω) ⊂ Ws1,p

0 (Ω), we infer that∫
Ω
|vn|p dx ≤ C[v0]

p
s1,p ≤ C lim inf

n→+∞
[vn]

p
s1,p = 0.

Consequently, v0 = 0. This is a contradiction, since ∥vn∥q = 1. Thus {un}n is bounded on Nλ.
Next, we show that un converges strongly to u in Ws2,q

0 (Ω). We have∫
Ω
|un|q−2un dx →

∫
Ω
|u|q−2u dx as n → +∞.
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Since J′λ(un) → 0 in W−1,q′(Ω) and un ⇀ u in W1,q
0 (Ω), it follows that J′λ(un)(un − u) → 0 and

J′λ(u)(un − u) → 0 as n → +∞. A straightforward computations shows that for 1 < p < +∞,

⟨(−∆)s1
p un − (−∆)s1

p u, un − u⟩ ≥ 0.

Therefore,

⟨J′λ(un)− J′λ(u), un − u⟩ = q
[
⟨(−∆)s1

p un − (−∆)s1
p u, un − u⟩

]
+ q

[
⟨(−∆)s2

q un − (−∆)s2
q u, un − u⟩

]
− λq

[∫
Ω

(
|un|q−2un − |u|q−2u

)
· (un − u) dx

]
≥ q

[
⟨(−∆)s2

q un − (−∆)s2
q u, un − u⟩

]
− λq

[∫
Ω

(
|un|q−2un − |u|q−2u

)
· (un − u) dx

]
.

Using Lemma 2.3, it follows that

⟨J′λ(un)− J′λ(u), un − u⟩ ≥ C∥un − u∥q
s2,q − λq

[∫
Ω

(
|un|q−2un − |u|q−2u

)
· (un − u) dx

]
.

Therefore ∥un − u∥s2,q → 0 as n → +∞ and un converges strongly to u in Ws2,q
0 (Ω).

Let Σ = {A ⊂ Nλ : A closed and − A = A} and Γj = {A ∈ Σ : γ(A) ≥ j}.
We show that Γj ̸= ∅, for j ∈ {1, . . . , k}.

Let λ ∈ (λj(s2, q), λj+1(s2, q)) and choose Sε
j ∈ Σ ∩ {

∫
Ω |u|q dx = 1} such that

sup
v∈Sε

j

[v]qs2,q ≤ λj(s2, q) + ε, ε :=
λ − λj(s2, q)

2
.

Then, for v ∈ Sε
j we set

ρ(v) =

[
[v]ps1,p

λ
∫

Ω |v|q dx − [v]qs2,q

] 1
q−p

,

with

λ
∫

Ω
|v|q dx − [v]qs2,q ≥ λ

∫
Ω
|v|q dx − (λj(s2, q) + ε)

∫
Ω
|v|q dx

= (λ − λj(s2, q)− ε)
∫

Ω
|v|q dx

= [λ − λj(s2, q)− (
λ − λj(s2, q)

2
)]
∫

Ω
|v|q dx

=
λ − λj(s2, q)

2

∫
Ω
|v|q dx > 0, for all v ∈ Sε

j .
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Hence, ρ(v)v ∈ Nλ, and then ρ(Sε
j) ∈ Σ, and γ(ρ(Sε

j)) = γ(Sε
j) = j for 1 ≤ j ≤ k.

It is then standard [1, Proposition 10.8] to conclude that

σλ,j = inf
A∈Γj

sup
u∈A

Jλ(u), 1 ≤ j ≤ k, for any k ∈ N∗

yields k pairs of nontrivial critical points for Jλ, which gives rise to k nontrivial solutions of problem
(1.1).

5.2 The case: 0 < s2 < s1 < 1 < q < p < ∞

Proof of Theorem 5.1. In this case, we will rely on the following theorem due to Clark [11].

Theorem 5.2. Let X be a Banach space and F ∈ C1(X, R) satisfying the (PS)-condition with F(0) = 0. Let

Γk = { A ∈ Σ : γ(A) ≥ k } with Σ = { A ⊂ X ; A = −A and A closed }.

If ck = inf
A∈Γk

sup
u∈A

F(u) ∈ (−∞, 0), then ck is a critical value.

We consider the C1 functional Jλ : Ws1,p
0 (Ω) ⊂ Ws2,q

0 (Ω) → R,

Jλ(u) =
q
p
[u]ps1,p + [u]qs2,q − λ

∫
Ω
|u|q dx.

Let Γk = {A ⊂ Ws2,q
0 (Ω)\{0}, A compact, A = −A, γ(A) ≥ k}, and for ε > 0 small let

Aε ∈ Γk such that
sup

{u∈Aε,
∫

Ω |u|qdx=1}
[u]qs2,q ≤ λk(s2, q) + ε.

We would like to show that
−∞ < αλ,k = inf

A∈Γk
sup
u∈A

Jλ(u) (5.2)

are critical values for Jλ. We clearly have that Jλ(u) is an even functional for all u ∈ Ws1,p
0 (Ω), and

also Jλ is bounded from below on Ws1,p
0 (Ω) since Jλ is coercive on Ws1,p

0 (Ω).
We show that Jλ(u) satisfies the (PS) condition. Let {un} be a Palais-Smale sequence, i.e., |Jλ(un)| ≤

M for all n, M > 0 and J′λ(un) → 0 in W−s1,p′(Ω) as n → +∞. We first show that {un} is bounded in
W1,p

0 (Ω). We have

M ≥ |C∥un∥p
s1,p − C′∥un∥q

s1,p| ≥ |C∥un∥p−q
s1,p − C′|∥un∥q

s1,p,

and so {un} is bounded in Ws1,p
0 (Ω). Therefore, u ∈ Ws1,p

0 (Ω) exists such that, up to subsequences
that we will denote by (un)n we have un ⇀ u in Ws1,p

0 (Ω) and un → u in Lq(Ω). Arguing as in Part
1, we obtain that ∥un − u∥s1,p → 0 as n → +∞, and so un converges to u in Ws1,p

0 (Ω) ⊂ Ws2,q
0 (Ω).
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As in section 4, we approximate Aε by a finite-dimensional set. Next, we show that there exists
sets Dε of genus greater or equal to k such that sup

u∈Dε

Jλ(u) < 0. For any t ∈ (0, 1), we define the set

Dε(t) := t · (Pn Aε) and so γ(Dε(t)) = γ(Pn Aε) ≥ k. We have, for any t ∈ (0, 1)

sup
u∈Dε

Jλ(u) = sup
u∈Pn Aε

Jλ(tu)

≤ sup
u∈Pn Aε

{
qtp

p
[u]ps1,p + tq[u]qs2,q − λtq

∫
Ω
|u|qdx

}
≤ sup

u∈Pn Aε

{
qtp

p
c(n)p∥u∥p

s2,q + tq(λk(s2, q) + ε − λ)

}
< 0

for t > 0 sufficiently small. Finally, we conclude that αλ,k are critical values for Jλ thanks to Clark’s
Theorem.
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