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ABSTRACT

In the manufacturing industry, mass production enables manufacturers to produce
parts with high precision and lower costs. Multiple shifts operate production pro-
cesses to maximize efficiency. Several researches have been conducted on the impact
of shift work on labor’s health and habits. However, there have been few studies
on the influence of shift work on the consistency of product quality. This paper
provides a methodology to analyze the impact of different work shifts in a real
electronic board manufacturing industry. The study uses big data and analytics to
assess product quality from data. Non-parametric kernel density estimation is used
to approximate the distribution of good products in each work slot. Then several
metrics are used to measure the dissimilarity between the estimated densities. The
approach can be leveraged in various problems related to process performance and
quality. The obtained results show that there is no significant difference in terms of
product quality between work shifts. These prove the consistency of the manufactur-
ing processes and the homogeneity of performance across work shifts in the studied
factory. In a situation in which the results would show a difference, the proposed ap-
proach provides valuable information for the company to improve the organization
of shift work. Compared to the literature, the paper presents the first quantitative
analysis to compare production process performance and product quality over shift
works.

KEYWORDS
Big data and analytics; Kernel density estimation; Industry 4.0; Shift work;
Production quality

1. Introduction

The manufacturing industry today is a highly competitive market. It becomes even
more blatant when the COVID-19 pandemic hits, causing a crisis in the global supply
chain and high energy prices (Panwar, Pinkse, and De Marchi 2022). To survive, man-
ufacturers must stay ahead of their competitors. The solution is to offer high-quality
and customized products with low cost and short production time (Cadavid et al.
2020). Companies must invest in new technologies to achieve these objectives. At the
Hannover Fair 2011 in Germany, the term “Industry 4.0” emerged to describe how to
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create a new industrial revolution in which virtual and physical manufacturing systems
flexibly cooperate (Schwab 2017). Among several technologies for Industry 4.0, such as
the Internet of Things (IoT), cloud computing, cyber-physical systems (CPS) or artifi-
cial intelligence (AI), big data and analytics (BDA) play a crucial role in applying the
analysis of the manufacturing big data to extract knowledge and intelligence (Qi and
Tao 2018). With the advancement of digital transformation in manufacturing, data
are being collected in real-time and automatically at every production stage, includ-
ing machines, devices, and operators. The comprehensive collection and evaluation of
data from different sources support real-time decision-making. Indeed, BDA identifies
problems such as bottlenecks or underperforming machines. These problems affect the
productivity of the whole process and need to be detected as soon as possible. By
analyzing historical data, more accurate predictions can be made to identify possible
failures before a breakdown occurs. These are just a few applications of BDA. There
are many others in supply chain management (Wang et al. 2016), quality control (Sto-
janovic et al. 2016), production process optimization (Ungermann et al. 2019; Chou
et al. 2005; Lin, Yu, and Chen 2019), etc.

This paper presents a use case of BDA for production process performance anal-
ysis at Vitesco Technologies, an automotive manufacturing company that assembles
electronic boards for electrified vehicles. Production data are collected in real-time
by manufacturing execution systems (MES). These data feed a digital twin, a virtual
representation of products and processes. Data processing and analysis allow us to
measure product quality and detect abnormal behavior. At Vitesco Technologies, as-
sembly processes run continuously, nearly seven days a week and 24 hours a day. Many
of these processes are automatic, and others are performed with the help of humans.
In order to satisfy customers, it is essential to ensure that the quality of final products
is uniform. However, it may differ in reality due to variations in the quality of the
raw materials and the environmental conditions of the factory. It also depends on the
performance of different lines and different work teams.

In this use case, the overall performance of the assembly process is analyzed and
compared across different time slots during one year. The objective of this study is to
verify if there is a difference in performance between the time slots and then to iden-
tify the factor that drives these differences. The proposed approach uses a 2D Kernel
Density Estimation (KDE) method to approximate the distribution of nominal prod-
ucts for each time slot and then compute their dissimilarity. The results are beneficial
for the factory to evaluate the impact of the work shift and work time on production
performance. From this point, the company can propose solutions to help improve the
quality of work Laosirihongthong, Teh, and Adebanjo (2013).

The paper is organized as follows. A literature review of big data analysis in the
context of Industry 4.0 is presented in Section 2. Section 3 describes the industrial
problem and the BDA use case. Section 4 presents the methodology used to answer
the problem. Results and discussion are presented in Section 5. In the end, Section 6
concludes the study.

2. Literature review

Data analytics is the use of advanced techniques on data to discover patterns, cor-
relations, trends, etc. It intends to help organizations increase efficiency and improve
performance by making better decisions. In the context of Industry 4.0, a huge amount
of data are collected every second from devices and can be managed and stored by



cloud computing services. Having this profusion of data, along with the increase in
computing power, makes the data analytics area crucial for accurate and timely de-
cision making (Giinther et al. 2017; Sagiroglu and Sinanc 2013; Cheng et al. 2018).
Several researches have been conducted in this area with various analysis methods and
use cases. A review of Big Data analysis in Smart Manufacturing, including the most
important research roadmaps in Europe related to this topic, is presented in (Nagorny
et al. 2017). This study shows that BDA has several use cases with a huge potential
exploitation field in Smart Manufacturing, but the growing amount of data poses a
challenge for extracting useful information.

Diverse datasets, including structured, semi-structured, and unstructured data, are
collected from different sources and of different sizes. Structured data are stored in
a predefined format, usually in a table with connected rows and columns. This type
of data can be easily processed. (Lépez-Escobar et al. 2012) presented an analysis of
the relationship between spectral vibration measurements and the quality of bearings
manufactured in an automotive bearing plant. Regarding unstructured data, images
from manufacturing processes have been used for online fault detection (Megahed
and Camelio 2012; Caggiano et al. 2019). (Kassner et al. 2015) presented an analytic
approach that integrates unstructured and structured data around the product life
cycle.

Another literature review on Big Data Analytics for manufacturing processes is in-
vestigated in (Belhadi et al. 2019). The study highlights that the most prominent chal-
lenges addressed by BDA in manufacturing are Quality and Process Control (Q&PC).
These challenges are followed by considerations for energy and environmental effi-
ciency, proactive diagnosis and maintenance, as well as safety and risk analysis. The
paper presents a specific use case of BDA, focusing on Q&PC for enhancing product
quality.

In today’s highly competitive market, product quality holds immense significance
in the manufacturing industry. The ability to effectively control and improve prod-
uct quality allows manufacturers not only to survive but also thrive in the market,
leading to long-term success. Extensive research has identified various factors that
can impact product quality in the manufacturing processes (Lombard, van Waveren,
and Chan 2014). These factors encompass raw materials (Fonteyne et al. 2014; Salim
and Johansson 2016), equipment (McKone, Schroeder, and Cua 2001), process design
(Foehr et al. 2011), human factors (Sgarbossa et al. 2020; Tuli and Manns 2023), and
environmental conditions (Waanders et al. 2020). This paper highlights a factor that
has received limited attention in the realm of manufacturing: shift work. Shift work
entails a work schedule where employees work in rotational shifts, including evenings,
nights, and weekends, in contrast to the conventional daytime schedule. Manufacturing
facilities often adopt multiple shifts to ensure uninterrupted production.

Many studies have been conducted on the matter of shift work. However, most of
them evaluate the impact of this type of workforce management on workers’ health
(Lowden et al. 2010; Akerstedt and Wright 2009; Kecklund and Axelsson 2016; Costa
2010; Boivin and Boudreau 2014). There is scarce research in the literature address-
ing the impact of work shift on production process performance and product quality
(Hanna et al. 2008). This study aims at filling this gap. While (Hanna et al. 2008)
addresses how the length and number of work shifts affect productivity, this paper
presents a production quality quantitative assessment over a set of work shifts in a
real electronic board manufacturing process.



3. Problem description

Much like numerous contemporary industries, Vitesco Technologies finds itself posi-
tioned at the core of the fourth industrial revolution. In this transformation, data and
connectivity enhance the automation of manufacturing processes and improve perfor-
mance while reducing costs and boosting quality. The present study leverages Big Data
analytics to assess the uniformity of the Printed Circuit Board (PCB) assembly pro-
cesses at a designated production facility within Vitesco Technologies. The assembly
process, illustrated in Figure 1, comprises two primary phases:

e Front End assembly (F'E): Electronic components are mounted and soldered
onto the PCB.

e Back End assembly (BE): Connectors are added to the electronic boards, and
the whole is covered by the housing.

Surface Mount Technology (SMT) line

\ SPP l SPI b# ! P&P ! h Reflow | | AOI '

* SPP: Solder Paste Printing
| « SPI: Solder Paste Inspection

* P&P: Pick & Placement
* AOI: Automatic Optical Inspection

Assembled Board

: Front end line

sub-panel 1 sub-panel 2 >—PCB assembly process

.

Back end line

C gt bbb

Figure 1.: A schematic view of PC B assembly process

On the Front End assembly, the electronic boards are assembled using surface mount
technology (SMT). A set of operations is performed on each side of the PCB. The pro-
cess for the first side is denoted as F'E1, and F'E2 is used for the second side. The
Back End phase consists of operations for functional tests and housing. This current
study is a continuation of our prior work as presented in (Duong et al. 2021). A more
comprehensive understanding of the process can be found within that publication. In
our previous work (Duong et al. 2021), a process mining framework was developed to
categorize products into different classes based on the deviation of their production
path from the nominal path, where a path indicates the sequence of operations and
their success or fail status as well as the distribution of time elapsed between opera-
tions. This framework employs production data in the form of event logs to construct
a process model. Subsequently, the path of products is compared with the nominal
process model, which embodies the standard behavior, thereby evaluating their qual-
ity across different classes. In that work, the “nominal” class includes all products
that follow the nominal path without fail and respect all the time constraints between
operations. Having a high proportion of nominal products means that the production
process works properly, with little interruption, and the quality of the product is guar-



anteed. Conversely, a low proportion reveals that an important number of products fail
at some inspection and test operation or fail to respect time constraints. In such cases,
the critical task involves pinpointing the underlying factors contributing to these de-
viations. Potential factors encompass malfunctioning processes, defects within batches
of raw materials, or even a change of work shift. This work focuses on the latter, pri-
marily attributed to the limited extent of research on this aspect within the existing
literature. An analysis of production performance through different work time slots is
performed to explore this matter. The amount and proportion of “nominal” products
produced every 30 minutes are used as performance metrics. A dissimilarity matrix is
built using the KDE to compare the performance between time slots. As considered
on the production site, the analysis also makes a distinction between weekdays and
weekends.

Focusing on the analysis between work slots of At = 30 minutes, the study compares
the performance between the 48 production slots of one day, denoted as wy, i.e.,
k € [1..48]. For each slot and each day along one year, data are collected and computed
to obtain the proportion and number of nominal products. Since the type and number
of products produced per day vary according to customer demand, the analysis indeed
considers both the proportion and the number of nominal products. Given a work
slot wyg, let us define zp = (x,lg,xi) € R?, a 2-dimensional vector, where x,lc and xi
are the variables representing the proportion and the number of nominal products in
the work slot wy, respectively. Daily samples are indexed by j, i.e., wy; = (:c,lg7j, xzd-),
where 7 = 1,..., Ng, and the set of samples for every slot wy is denoted by Wj =
{(a:,lc7j,xi’j)}1§j§1\zk. One important thing to remember is that the size Ny of Wy is
not the same for all slots, given that there is no production for particular time periods
on some days. These break times are either expected or not. For example, there is no
production from midnight to 5 a.m. every Monday in the studied plant, making these
periods expected breaks. An example of unexpected break time is a process breakdown
or unplanned maintenance.

The difference in the size of the sets Wy, k = 1,...,48, raises a challenge in defining a
dissimilarity metric. The most straightforward approach is to extend the size of all sets
to the same maximum size. However, this practice results in a loss of information and
could lead to an erroneous analysis. Therefore, the solution to overcome this issue is to
compare the two-dimensional distribution estimated from these data sets. The present
study uses a non-parametric method: the KDE (Parzen 1962). Then, the dissimilarity
is defined by the L, Lo, and Jensen-Shannon distances (Fuglede and Topsoe 2004)
between obtained densities.

4. Methodology

This section presents a method to compute the difference in performance between work
slots. Figure 2 gives the workflow of the proposed method. Firstly, raw data collected
by the MES are processed and converted to event logs. Then, following (Duong et al.
2021), a process mining framework is used to construct a process model and to cate-
gorize products into different quality classes according to the level of deviation from
the nominal path. Whereas the process mining framework is applied to one specific
product family in (Duong et al. 2021), in this study, it is extended to all product fam-
ilies produced during one year. From the outputs of the process mining framework,
only the nominal quality class is extracted for the performance analysis. The following
sections present the KDE method to approximate the distribution of nominal products



for each work slot and then compute their dissimilarity.

Data preparation g
-;OY@}OE- S=EED Process mining =

MES data Event logs Nominal products
by work slots

2D kernel (density estimation

L4, L, distance

Jensen-Shannon distance -..
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Results analysis

Dissimilarity matrix Estimated densities

Figure 2.: Performance analysis workflow

4.1. Kernel density estimation

In statistics and particularly in statistical estimation, there are two categories: para-
metric and non-parametric statistics. In parametric statistics, the information about
the distribution of a population is known and is associated with a finite set of parame-
ters. Parametric methods are used to estimate these parameters, such as the mean, the
variance, etc. On the contrary, non-parametric statistics are either distribution-free or
use a specified distribution whose parameters are unspecified.

The KDE method is the most common non-parametric method to estimate the
probability density function of continuous random variables. It is also known as the
Parzen-Rosenblatt window method (Parzen 1962).

The KDE method was selected due to its flexibility and simplicity. KDE is a non-
parametric technique and hence does not require any assumptions about the underly-
ing data distribution. This makes it versatile for modeling complex, multi-modal, or
irregularly shaped distributions where parametric methods might fail due to their as-
sumptions. KDE captures the local characteristics of the data distribution, providing
a smoother representation that respects the data’s variability. The bandwidth param-
eter, which controls the degree of smoothing applied to the data, enables to control the
trade-off between bias and variance, allowing to better tailor the density estimation
to the data. The smoothness of the estimated density can help reduce the impact of
noisy data. This makes KDE particularly useful when dealing with data that might
contain measurement errors or other forms of noise. KDE is relatively straightforward
to implement, which makes it a perfect candidate for industrial purposes.

Definition 4.1 (Kernel density estimator of univariate distribution). Consider
{Xi}ti<i<n, a random sample of size n drawn from an unknown probability density



f. The kernel density estimator of f is:

fi) =7fhif<’(X"h_”“”) Vo € R M
=1

where K is a kernel and h is the bandwidth or smoothing parameter.

Definition 4.2 (Kernel). A kernel is a non-negative real-valued integrable function
K such that

o [* K(u)du=1
e K is an even function, K(—u) = K(u)

Some commonly used kernels are given in Table 1.

Kernel K(u)
Gaussian \/%7 exp (—5u?)
Uniform (Tophat) %]l\ulél(u)
Epanechnikov %(1 — uz)]lwgl(u)
Exponential Aexp (—Au)
Linear (1 = u)Ljy<1 (u)
Cosine 7 cos (Fu) Ly <q (u)

Table 1.: Common kernels used in KDE

The smoothing parameter h controls the number of samples used to compute the
probability for a new point. According to (Parzen 1962) and Turlach (1993), the choice
of h is much more important than the choice of K for the behavior of ffl‘(x) The quality
of the approximation is controlled by the Mean Integrated Squared Error (MISE):

MISE() = Bx (172 - 11E.] = [ (#@) -~ 1(@) do &)
= /]R <bia32ﬁ};(aj) + VaT‘X(fT]Z(l’))> dx (3)

The error is decomposed into two terms. The first term is called bias and the second
term is variance. The quality of the estimation depends on the value of the bandwidth
parameter h. We have the following properties:

e Bias — 0 when h — 0
e Variance — 0 when nh — +o00

There is a trade-off between bias and variance. A large window of samples, i.e., a
large value of h, may result in a very smooth density with a high bias. In contrast, a
small window may have too much detail (high variance) and not be smooth or general
enough to correctly cover new or unseen samples. Several approaches were developed
to find the optimal value of h. Many of them are based on the assumption that data
are sampled from a normal distribution, i.e., Silverman’s rule (Silverman 2018), Scott’s



rule (Scott 2015), Sheather and Jones method (Sheather and Jones 1991), etc. Cross-
validation methods are another technique that does not use any assumptions about
the data. These methods aim to fit the model to part of the data and then evaluate
the remaining data.

The KDE can be extended to the multivariate case. The most general form is given
by Definition 4.3 (Wand and Jones 1994).

Definition 4.3 (Kernel density estimator of multivariate distribution). Consider
{Zi}1<i<n, a p-variate random sample of size n drawn from an unknown probabil-
ity density function f : RP — R. The kernel density estimator of f is:

flle) = 3" Kn (e - 2) (W
i=1

where z = (21, 22, ...,zp)" and Z; = (Z}, Z?,..., ZF)T. The bandwidth parameter H is
a symmetric positive definite p x p matrix, and

Kp(x) = |H|7?K(H?z) ()

The matrix H has % parameters. A simplified version of (4) can be obtained
in (6) by choosing the matrix H = diag(hi, h3, ..., h2), allowing different amounts of
smoothing in each of the coordinates.

2 1 1 - xr — 7} x —ZP)

H 1 % p 7

(X1, Tp) = —=5— E K s s 6
fa (@15 @p) n 1, = < h hy (6)

4.2. Dissimilarity metric for performance analysis

To measure the dissimilarity between probability distributions, several metrics exist.
Among those, both statistical and Euclidean distances are used. The aim is to learn
whether the difference in the distances leads to different conclusions. Regarding sta-
tistical distance, Jensen-Shannon (.J.S), a commonly used distance, has been selected.
The L, and Lo distances have been used for Euclidean distance. The L, Lo dis-
tances between two density probability functions g(z) and ¢'(z) on a domain S of the
euclidean space are defined as:

d1(9,9) = g — o'llz. = /S g — o\de (7)

dra(0,6") = g = &'l = /S (¢ - )2z (8)

The JS distance is the root square of the Jensen-Shannon divergence, which is an
extension of the Kullback-Leibler (KL) divergence (Fuglede and Topsoe 2004). KL
divergence is a very common measure used in probability and statistics that computes
a score indicating how much a probability distribution differs from another. Given
g and ¢’ the probability density functions of two continuous random variables, their



Kullback-Leibler divergence is given by:

“+oo

Dkr(gllg’) = /

—00

9(2)log (9(”“’) ) s (9)

g ()

This measure has two problems. First, it is defined only if Vz, ¢’(x) = 0 implies g(z) =
0. Second, the KL divergence score is not symmetrical, i.e. D1 (gllg") # Drr(d'|lg)-
The JS distance allows overcoming this later problem because it is symmetrical. The
formula of JS distance is as follows:

’
where, g = ggg )

4.3. Application to our use case

This study uses the non-parametric density estimation method KDE because there is
no assumption about the data distribution. Formula (6) is applied by choosing H as a
diagonal matrix. As defined in section 3, W}, = {(x}w-, wi,j)}lngNk is the set of data
representing the production in a 30-minutes work slot wy.

According to (6), the 2D probability density function estimated by the KDE for each

slot wy, is hence given by fkﬁ: (z),k = 1..48, simply denoted by fr (z) for convenience,
as follows:

Ny 1 2

. 1 1 k 1
o, a9) = — S K d 11
Jil@1, 22) Ny hia X hyo ; ( Iy Iy 2 ) (11)

where Hy, = diag(h? |, hi ,).

The goal is to assess the dissimilarity of the estimated probability density functions
over different time slots.

Computing the dissimilarity of probability density functions solves the problem
of sets (Wj)g=1.4s having different sizes. Indeed the density fi(z)r=1.48 estimated
respectively from (W )r=1. 48 can be compared as the dissimilarity between functions.

In this study, the Gaussian kernel is used as the basis function. The Leave One
Out (LOO) cross-validation method is used for parameter optimization as the data
are not normally distributed and the sample size is small (Sammut and Webb 2011).
The probability density function pairs (g,¢’) used in (7), (8), and (10) for the three
dissimilarity metrics Ly, Lo, and the JS distances, respectively, are instantiated with
all the possible pairs (f, fu), k,v = 1..48 and k > v.

5. Results and discussion

5.1. Dataset

In the context of Industry 4.0, data play a central role and are generated at every stage
of the production process. Since 2017, Vitesco Technologies has implemented a project
to collect data in a structured manner and store them in one location. Figure 3 presents



the cloud architecture developed in this project. The data collection is performed
directly from all machines or by the Manufacturing Execution Systems (M ES). Then,
the NiFi data broker collects and routes data from various sources, such as sensors or
log files, to a centralized location. The company uses a cloud storage service such as
the one from Amazon to manage these datasets. The collected data, which are stored
in Simple Storage Service (S3), are then passed to lambda functions which perform
various tasks, such as data transformation and filtering. Finally, the processed data
are extracted and executed for further analysis and downstream applications.

Figure 3.: Cloud architecture for the data collection at Vitesco Technologies.

The data employed in this research pertain to products and encompass event logs
detailing the entire production process. All the products at Vitesco Technologies plants
are tracked by a unique identifier which is encoded in the form of a data matrix marked
on the PCB. This matrix is read each time the PCB goes through an operation.
Information from all processes is collected in real-time or near-real-time by the M ES
and recorded as logs. An example of decoded messages from the cloud storage service of
Vitesco Technologies is presented in Figure 4. Each message contains product-related
and machine-related information. The main features of the messages are given below:

e Type of message (red): there are several types of messages, among which tran-
sitive messages and control messages are mainly used. While transitive messages
notify that the PCB has entered or exited some operations, control messages
give us information on whether or not the process passed as expected. Hence,
these messages have a feature of sanction that could be Pass (P) or Fail (F). An
example of a control message is the one generated from the AOI machine.

e Machine hostname/Machine ID (pink): the identification of the machine
or computer that performed an operation in the PCB.

e Description of operation (purple): description of the performed operation.

e Family code (green): product family that is being produced.

e Serial Number/Board_ID (orange): the identification number of the prod-
uct.

10



e Operation code/Operation_ID (blue): the identification number of the op-
eration being performed.

e Sanction (brown): for control messages, the sanction given by the operation
(F/P), F means the operation has failed; meanwhile, P letter means the opera-
tion has been performed successfully.

e Timestamp (magenta): the date and time an operation was performed.

P2|mid00002 |Ope7_Line2 |FamilyC128| | Operation_7 |FACE2 | |006380| U55H4583 | Line2-Config|2|1548866902 |
PS | mid00003 | Oped_Line3 |[FamilyC128 | 11548866935|

SF | mid00000 | Ope2_Line0|FamilyC128| | Operation_2|002|P | 1548858285 | [[ || TI1TITIEEEEEEEETEC e
SS|mid00000 | Opel5_Line0|FamilyC128 | |Operation_15|P|1546860302 |

Figure 4.: Snapshot of messages file from MFES. Data are anonymized to preserve
confidentiality.

In a prior study presented in (Duong et al. 2021), these data were utilized to cate-
gorize products into distinct classes based on the conformance between their product
path with the nominal path. This analysis employed a dataset spanning one year of pro-
duction activities, comprising over 100 million events associated with approximately
4 million products. For each 30-minute time interval, the number and proportion of
nominal products were computed. This study extends the groundwork laid out in the
previous work (Duong et al. 2021) by employing various dissimilarity metrics to as-
sess the fluctuations in performance across these time intervals and to investigate the
influence of shift work on product quality. This analytical process involves two pri-
mary steps. In the initial step, the distribution of nominal products within each time
interval is estimated using a set of samples extracted from a year-long timeframe.
Subsequently, the dissimilarity matrix for the different time intervals is calculated by
quantifying the dissimilarity between the corresponding probability density functions.

5.2. 2D Kernel Density Estimation

Regarding the density estimation step, the normality assumption on data samples is
examined to determine whether parametric estimation methods can be used. For that,
the Shapiro-Wilk test (Shapiro and Wilk 1965) is performed on all variables. Figure 5
shows the results of this test. Variables are separated into weekdays (a) and weekends
(b), for each phase (FE1, FE2, BE), as well as for the quantity represented by the
variable (either as the number of nominal products :13,1C or the proportion xi) Within
these tables, each column represents the test result based on the p — value across 48
variables, where k = 1..48, corresponding to 48 time slots within a day. If the null
hypothesis is rejected, it indicates that the specific variable does not conform to the
normal distribution.

This result shows that most variables do not fit the normal distribution, i.e., p-value
< 0.05. Then, parametric methods are not applicable in this use case. Consequently,
parametric techniques are unsuitable for application in this scenario. As a result, a
non-parametric approach is employed. Within the realm of non-parametric method-
ologies, KDE has emerged as the most suitable for this particular case study, owing
to its adaptability and simplicity. KDE offers a versatile and intuitive means of ap-
proximating the underlying probability distribution of data, while avoiding the need
to make rigid assumptions about its shape. This quality enables it to be well-suited
for a diverse array of data types.
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- FE1 FE2 BE - FE1 FE2 BE

xi xZ Xt x? xi x? Xt x2 xi x2 Xt x?

Null h}/pothesis Null h}/pothesis

a0 | 48 | 41 | 48 | 38 | 48 | 10 pvao oo | 48 | 43 | 48 | 40 | 48 | 34

Null hypothesis Null hypothesis

(p.viﬁﬁzpfg.os) 0 7 0 10 0 40 (p-va:uﬁipfg.om 0 5 0 8 0 14
Total 48 48 48 48 48 48 Total 48 48 48 48 48 48

(a) Weekday (b) Weekend

Figure 5.: Results of Shapiro-Wilk test on the normality assumption of data on week-
days (a) and weekends (b)

2D Kernel density estimation

0.0005
0.0004
0.0003
0.0002

0.0001

Figure 6.: Estimated density of nominal products in FE1 during time slot [12:00, 12:30]
on weekdays. The density is visualized both in 3D plot(left) and 2D plot (right).
The X-axis and the Y-axis represent the proportion of nominal products £E]1€ and the
normalized number of nominal products 5:%, with k& = 25 corresponding to the time
slot [12:00, 12:30], respectively.

As mentioned in Section 4, the choice of bandwidth parameter h is much more im-
portant than the choice of kernel K. Hence, the study focuses on finding the optimal
value of h. For this purpose, the well-known Gaussian kernel is used. As data are not
normally distributed, bandwidth selection techniques that rely on a reference distribu-
tion are not applicable. In this study, the cross-validation method is used. In particular,
the Leave One Out (LOO) cross-validation is used as the sample size is small. The
bandwidth parameter h is set among {0.03,0.031, ..,0.1} for the experimentation. The
criterion used is the log-likelihood of the data under the estimated model to find the
best parameter. Figure 6 presents an estimated 2D density obtained by the proposed
method. This is the distribution of nominal products obtained in the F'E'1 phase during
the time slot wy = [12:00, 12:30] on weekdays. The X-axis represents the proportion
of nominal products x,lc, while the Y-axis represents the number of nominal products
Tk, in, 7k

50% which is normalized by min-max normalization, i.e., :Ez =

max zZ— min x%°
k=1..48 k=1..48
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L1 distance matrix between time windows compared to nominal class in BE on weekday

L2 distance matrix between time windows compared to nominal class in BE on weekday
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Figure 7.: Dissimilarity matrices between 30 minutes time slots computed from 3
different metrics: Li(a), L2 (b) and JS (c).

5.3. Dissimilarity matrices

Given a production phase among FE1, FE2, and BE, a work slot wy, is represented
by a 2D density fk The dissimilarity matrix D is a symmetric matrix of size 48 x 48
where each row or column corresponds to a time slot. Each element Dy, k,v = 1..48,
of the matrix is the dissimilarity measure of two corresponding time slots w, and w,,
ie., Dy = d(wy,w,).

D is calculated as follows. First, the exact value of the two estimated densities f,i
and f, are computed at each point of a grid G. The grid is defined in [0, 1)% with size
of 100 x 100. Dy, k,v = 1..48, are then obtained with the three proposed metrics L1,
Lo, and JS distance, completing the calculation of D. Figure 7 shows the dissimilarity
matrices between time slots in the production phase BE on weekdays. The matrix in
Figure 7(a) is computed by L; metric. Figure 7(b), 7(c) represent the dissimilarity
matrices respectively computed by Lo and J.S metric. In all three figures, the darker
color represents a lower dissimilarity, and the lighter color shows a higher dissimilarity.
As the JS metric does not have the same scale as the L1 and Ly metrics, the JS based
matrix uses a different color bar to make it more readable.
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2D kernel estimation for time slot [15:30 - 16:00] 2D kernel estimation for time slot [20:00 - 20:30]

0.0006
0.0004
0.0002

0.0000

(a) (b)
005 1D kernel estimation for the proportion 005 1D kernel estimation for the normalized quantity
— [15:30- 16:00] ' — (15:30 - 16:00]
= [20:00 - 20:30] = [20:00 - 20:30]
0.04 0.04
0.03 0.03
> >
2 2
@ G
Z 2
o o1
a a
0.02 0.02
0.01 001
0.00 0.00
0.0 02 0.4 0.6 08 10 0.0 0.2 04 0.6 08 10
X Y
(c) (d)

Figure 8.: Visualization of two estimated 2D densities for work slot [15:30-16:00] (a)
and [20:00-20:30] (b) by the KDE method. The X-axis represents the proportion of
nominal products. The Y-axis represents the normalized number of nominal products.
The 1D densities for each axis X (c) and Y (d) are also plotted.

An interesting observation highlights that the differences between time slots are
more pronounced when employing the L1 distance than the L2 and JS distances. This
disparity becomes evident when comparing the dissimilarity matrices of L1 and L2
on the same scale. The L2 distance matrix appears darker due to the involvement of
the squaring operation in its calculation. As the discrepancy between two probabilities
inherently remains smaller than 1, squaring this value further diminishes its magnitude.
Consequently, the choice of metric plays a pivotal role in revealing the dissimilarity
between time slots. The L1 distance emerges as the most suitable option in our case
study.

Furthermore, the matrix displays several dark blocks, indicative of low dissimilarity.
These blocks correspond to neighboring time slots, implying that these proximate slots
exhibit more comparable performance in terms of product quality. This is coherent be-
cause adjacent time slots are executed under analogous conditions and configurations,
potentially linked to the same work shifts. However, the outcomes do not distinctly
point out these work shifts. It is essential to remember that on weekdays, there are
three work shifts: [5:30, 13:30], [13:30, 21:30], and [21:30, 5:30]. Moreover, the L; dis-
tance matrix highlights a few slots that significantly differ from the majority of others.
These are 15:30, 16:00, and 18:30.

From the engineering point of view, this evidence may lead to managerial decisions.
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If the manufactured products are similar over theses slots and the others, then a man-
agerial decision could be to check for existing skill/training gaps in the positions, to
review the organization, and to reinforce training. If the manufactured products are
different, the manager could think in adjusting the schedules so that the product(s)
with the lowest production performance from their team/staff are transferred to the
team/staff that has shown better performance, and strengthen training and supervi-
sion for the products/teams/staff facing challenges. 15:30, 16:00, and 18:30 are time
slots within the same work shift. In this case, if strong production imbalances are
shown, then the schedule must be clearly reviewed, and contingency plans (in case of
unforeseen events) should be prepared with the teams.

Figure 8 presents the estimated densities of two slots with the largest dissimilarity
in the L; distance matrix. Figure 8a, 8b present the 2D densities, and Figure 8c, 8d
present the 1D densities of each dimension. A key question that arises pertains to
determining the degree of dissimilarity that signifies sufficient differentiation between
two distributions. The 2D density associated with the slot [20:00-20:30] is flatter, and
more spread out than [15:30-16:00]. Regarding 1D density, there is not much difference
between the two densities in terms of the proportion of nominal products (X-axis).
According to the normalized quantity of nominal products (Y-axis), the distribution
that corresponds to the slot [20:00-20:30] is slightly shifted to the right compared
to that of [15:00-16:00]. This implies a tendency toward higher values. However, it’s
important to note that this distinction is not stark. These findings serve as motivation
for future work, suggesting the need to develop a metric capable of quantifying the
extent of performance differences between different time slots.

6. Conclusion

This paper presents a BDA use case from a real electronic board manufacturing indus-
try. The analysis aims to investigate the quality variability over work shifts. For that,
a comparison of distributions of nominal products produced in each 30-minutes slot
is carried out. Firstly, the study uses the KDE, a non-parametric method to approx-
imate a probability density from data. Secondly, statistical and general distances are
used to compute the dissimilarity between estimated distributions. The findings re-
veal certain adjacent time slot clusters exhibiting similar performance, although these
clusters do not align with the defined work shifts. This suggests that there is no dis-
cernible impact of work shifts on product quality. Consequently, these results indicate
to the operational team that their focus for performance analysis should shift towards
factors other than work shifts. Furthermore, the results identify specific time slots
with significantly divergent performance compared to others. This discovery prompts
managerial decisions. Overall, the presented work proves the ability of Industry 4.0,
in particular, Big Data Analytics, to analyze industrial production processes in sup-
port of their optimization. Our proposed approach has a limitation in that it can only
identify differences between time slots but cannot determine superiority of one over
the other. Therefore, it is not possible to determine which time slot performs better
in comparison to others. For future works, a new metric to measure such comparison
could be extended. Therefore, in future research, a novel metric could be developed
to measure such comparisons. Furthermore, performance analysis could consider ad-
ditional criteria such as the number of rejected products, failed operations, or average
cycle time. Furthermore, the proposed method can be adapted and implemented for
other processes in diverse Vitesco Technologies factories.
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