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Abstract

Science and technology have a growing need for effective mechanisms that ensure reliable, controlled performance
from black-box machine learning algorithms. These performance guarantees should ideally hold conditionally on the
input—that is the performance guarantees should hold, at least approximately, no matter what the input. However,
beyond stylized discrete groupings such as ethnicity and gender, the right notion of conditioning can be difficult
to define. For example, in problems such as image segmentation, we want the uncertainty to reflect the intrinsic
difficulty of the test sample, but this may be difficult to capture via a conditioning event. Building on the recent work
of Gibbs et al. [2023], we propose a methodology for achieving approximate conditional control of statistical risks—the
expected value of loss functions—by adapting to the difficulty of test samples. Our framework goes beyond traditional
conditional risk control based on user-provided conditioning events to the algorithmic, data-driven determination
of appropriate function classes for conditioning. We apply this framework to various regression and segmentation
tasks, enabling finer-grained control over model performance and demonstrating that by continuously monitoring and
adjusting these parameters, we can achieve superior precision compared to conventional risk-control methods.

1 Introduction
Conformal prediction [Vovk et al., 2005] has emerged over the last several years as a promising solution for quantifying
uncertainty in black-box machine learning models via prediction sets. Conformal risk control [Angelopoulos et al.,
2024] extends the conformal methodology to high-dimensional and structured data tasks, such as image segmentation,
where the standard notion of coverage does not naturally apply. These techniques are especially attractive due to their
model- and distribution-agnostic nature; their validity does not rely on any assumptions about the model class at hand
or the particular data distribution [Vovk et al., 2005]. A limitation of classical conformal techniques, however, is its
inability to provide conditional guarantees. Thus, the quality of the uncertainty quantification can depend on the input
covariates and degrade in some parts of the input space, especially where data is scarce, even if the average quality of
uncertainty quantification is controlled.

While conditional guarantees are impossible in full generality for any algorithm [Vovk, 2012], recent progress has
been made on tractable relaxations of conditional coverage. In particular, Gibbs et al. [2023] introduce an extension of
conformal prediction that gives exact coverage conditionally on overlapping groups, and additionally, can provide a
relaxed form of conditional coverage against certain covariate shifts parameterized by a user-chosen function class F .
For a non-expert user, however, specifying F can be hard, and in many prediction tasks, there is no clear choice even
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CRC - Threshold = 0.276 AA-CRC - Threshold = 0.330

CRC - Threshold = 0.276 AA-CRC - Threshold = 0.304

Figure 1: Example of polyp segmentations with conformal risk control (CRC) and our methodology (AA-CRC), where
the true positive pixels are in white and the false positives in blue. To guarantee the recall on the image, our method
outputs a threshold equal to 0.304 and 0.330 while the constant threshold of the CRC methodology is 0.276. This
difference implies a higher precision for our methodology.

for the expert user. Indeed, there are many tasks for which users do not have any conditioning events in mind, but rather,
simply want their uncertainty to adapt automatically to the difficulty of the test sample.

In this paper, we introduce a procedure— automatically adaptive conformal risk control (AA-CRC)—that involves
two innovations: (1) it obviates the need to pick a function class F in Gibbs et al. [2023] by providing a theoretically
motivated algorithm for selection of F , and (2) it extends the arguments of Gibbs et al. [2023] for conformal prediction
to conformal risk control. We also extend Gibbs et al. [2023] to handle label-conditional coverage. Auto-adaptive CRC
thus adapts more carefully to the difficulty of the input sample, and the resulting uncertainty better reflects the true
errors of the model. As an important practical side effect, AA-CRC generally has substantially better statistical power
than conformal prediction or conformal risk control alone. For an example of this improved performance, see Figure 1.
The code is available at https://github.com/vincentblot28/multiaccurate-cp and all datasets used
for the experiments are open source.

1.1 Problem statement
Consider a dataset of exchangeable feature-label pairs, (X1, Y1), . . . , (Xn+1, Yn+1) ∈ X × Y , where the last label
Yn+1 is our target (an unknown quantity we want to predict). Consider a set-valued predictor Cλ(x), indexed by λ. We
would like this set to have a low risk—or expected loss—as measured by a loss function ℓ(Cλ(x), y). An example of a
loss function is the false negative rate in multilabel classification: ℓ(Cλ(x), y) = |y\Cλ(x)|

|y| . Conformal risk control, as
defined in Angelopoulos et al. [2024], offers guarantees of the form

E
[
ℓ(Cλ̂(Xn+1), Yn+1)

]
≤ α, (1)

provided that ℓ is monotone nonincreasing when viewed as a function of λ. The goal of our work is to extend the above
guarantee analogously to (2.3) of Gibbs et al. [2023]:

E
[

λ(Xn+1)

E[λ(Xn+1)]

(
ℓ(Cλ̂(Xn+1)

(Xn+1), Yn+1)− α
)]

≤ 0, (2)
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for any λ ∈ Λ, where Λ is some class of functions that map X to R. Following Gibbs et al. [2023], the choice of
function class Λ will determine the type of multiaccuracy guarantees we are able to achieve.

To better understand the guarantee in (2), we give several examples.

1. When Λ = {x 7→ 1}, we recover standard, marginal conformal risk control, and (2) becomes equivalent to (1).

2. Let Φ map X to a d-dimensional binary vector. One can think of Φ(x) as a vector of group indicators. When
Λ = {Φ(x)⊤θ : θ ∈ Rd}, we obtain group-conditional conformal risk control with overlapping groups:

E
[
ℓ(Cλ̂(Xn+1)

(Xn+1), Yn+1) | Φ(Xn+1) = j
]
≤ α, ∀j ∈ [d]. (3)

3. Let Φ be a d-dimensional neural network embedding of X , and let Λ = {Φ(x)⊤θ : θ ∈ Rd}. Then our method
provides a risk control guarantee over a set of covariate shifts:

Eλ

[
ℓ(Cλ̂(Xn+1)

(Xn+1), Yn+1)
]
≤ α, ∀λ ∈ Λ, (4)

where Eλ is defined as the expected value when the covariate distribution is tilted by λ(Xn+1)
E[λ(Xn+1)]

. In other words,
our guarantee is robust to all covariate shifts that are linear in embedding space.

Related work
We study the topic of conformal prediction [Vovk et al., 2005] under relaxed notions of conditional coverage. There is a
large volume of work on conformal prediction and conditional coverage, most notably the foundational works of Vovk
[2012], Barber et al. [2021], and Jung et al. [2021, 2022], Bastani et al. [2022], the latter of whom explore a notion of
multivalidity that is closely related to that in Gibbs et al. [2023], albeit using different technical tools. We remark that
the guarantee in (2) resembles the multi-accuracy guarantee in (1) of Kim et al. [2019], although the mathematical tools
we use are unrelated, as far as we know. The closest ancestors of our work are Gibbs et al. [2023] and Angelopoulos
et al. [2024]. Our paper combines the guarantees from these two lines of work. As we will soon see, combining these
approaches is not trivial, and stems from a new reframing of conformal risk control as the solution to an implicit
optimization problem. An additional novelty as compared to Gibbs et al. [2023] is suggesting an automatic algorithm
for selecting the function class Λ in order to achieve better general purpose conditional performance—this is critical, as
there is no clear choice of Λ in many practical problems, so this improves upon the practical value of Gibbs et al. [2023]
even in the standard conformal setup. Along the same lines, we extend the guarantee of Gibbs et al. [2023] to handle
label-conditional coverage, and more generally allow F to be a class of mappings that depend on both the covariate and
the label. Finally, we refer the reader to the related concurrent work of Zhang et al. [2024] on fair risk control; their
problem setting is similar to ours, while their algorithms and guarantees are different but complementary to ours.

2 Theory

2.1 Background
We begin by reinterpreting conformal prediction in the language of the first-order optimality conditions of standard
quantile regression [Koenker and Bassett Jr, 1978]. Let Dy = ((X1, Y1), . . . , (Xn, Yn), (Xn+1, y)) denote a putative
dataset where the (n + 1)st label is replaced with the putative label y. Let s : X × Y → R be a conformal score.
Also, let Cλ(x) = {y : s(x, y) ≤ λ} be the split-conformal prediction set formed with quantile level λ. Finally, let
ρ(u) = αu1 {u ≥ 0}+ (1− α)u1 {u < 0} be the pinball loss.

The first step to understanding our approach is to reframe conformal prediction as a form of intercept-only quantile
regression. Let

J(λ,Dy) =
1

n+ 1

n∑
i=1

ρ(s(Xi, Yi)− λ) +
1

n+ 1
ρ(s(Xn+1, y)− λ), (5)

and let λ̂y = argminλ∈Λ J(λ,Dy). As in Gibbs et al. [2023], it is straightforward to verify that the standard split-
conformal prediction set is formed as

C(Xn+1) = {y : s(Xn+1, y) ≤ λ̂y}. (6)
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In addition to the procedure being equivalent to a form of quantile regression, the coverage guarantee can be rephrased in
the language of the first-order conditions of quantile regression as well. As in any optimization problem, the first-order
optimality condition states that 0 ∈ ∂J(λ̂y, Dy). Accordingly, for all i ∈ [n+ 1], we define gi(λ) to be a sequence of
subgradients of ρ(s(Xi, Yi)− λ) that are characterized as follows:

1. gi(λ) = 1 {Yi /∈ Cλ(Xi)} − α if λ ̸= s(Xi, Yi).

2. gn+1(λ) = 1 {y /∈ Cλ(Xn+1)} − α if λ ̸= s(Xi, y).

3. gi(λ) ∈ [−α, 1− α].

4. 1
n+1

n+1∑
i=1

gi(λ̂
y) = 0.

Using these constraints, and defining I = {i : λ̂ = s(Xi, y)}, we have:

n+1∑
i=1

gi(λ̂
Yn+1) = 0 (7)

⇐⇒ 1

n+ 1

n+1∑
i=1

1
{
Yi /∈ Cλ̂(Xi)

}
− α =

1

n+ 1

∑
i∈I

(1
{
Yi /∈ Cλ̂(Xi)

}
− α− gi(λ̂

Yn+1)). (8)

Note that for all i ∈ I, 1
{
Yi /∈ Cλ̂(Xi)

}
= 0, and gi(λ̂

Yn+1) ≥ −α. Thus, the right-hand side of the displayed

equation is nonpositive, implying that 1
n+1

n+1∑
i=1

1
{
Yi /∈ Cλ̂(Xi)

}
≤ α. The standard conformal argument completes

the proof:

P(Yn+1 /∈ C(Xn+1)) = P(Yn+1 /∈ Cλ̂Yn+1 (Xn+1)) = E

[
1

n+ 1

n+1∑
i=1

1
{
Yi /∈ Cλ̂Yn+1 (Xi)

}]
≤ α. (9)

The work of Gibbs et al. [2023] extends the above argument beyond intercept-only quantile regression; roughly, the
idea is to define a vector space of functions Λ whose elements map X to R, and then repeat the argument above. We
omit the details here, since the argument will be clear from the proof of our main theorem.

2.2 Main results
We now build up to our main result, which is analogous to Theorem 3 of Gibbs et al. [2023]. The main difference is
that we do not provide a conditional coverage guarantee, but rather, a conditional risk control guarantee. Furthermore,
we handle function classes that depend on both the input and output: Λ = {(x, y) 7→ λ(x, y)}. This allows the
methodology to capture both group-conditional and label-conditional coverage.

Consider a nested family of sets, Cu(x), indexed by u. Let ℓ : Y × 2Y → [0, 1] be a right-continuous and monotone
nonincreasing loss function:

C1 ⊆ C2 =⇒ ℓ(y, C1) ≥ ℓ(y, C2). (10)

For convenience we will abuse notation to write ℓ(x, y, u) = ℓ(y, Cu(x)). We also define a related indefinite integral,
I : X × Y × R → R, as

I(x, y, u) =

∫
(ℓ(x, y, u′)− α)du′. (11)

Because ℓ is a monotone loss function, we are guaranteed that I is a quasiconvex function; this will pose some interesting
challenges for forming the prediction set, as we will soon see. As an additional challenge, unlike the case of the pinball
loss, this indefinite integral can not be computed analytically in general.

We now define the following functions, analogously to the previous section:

Jy(λ) =
1

n+ 1

n∑
i=1

I(Xi, Yi, λ(Xi, Yi)) +
1

n+ 1
I(Xn+1, y, λ(Xn+1, y)) +R(λ), (12)
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where R : Λ → R is a regularizer,
λ̂y = argmin

λ∈Λ
Jy(λ), (13)

and
C(x) = Csupy∈Y λ̂y(x)(x). (14)

Then the set C(Xn+1) has the following guarantee.

Theorem 1. Consider a vector space Λ equipped with the standard addition operation, and assume that for all
λ, λ′ ∈ Λ, the derivative ϵ 7→ R(λ+ ϵλ′) exists. If λ is nonnegative and E[λ(Xn+1, Yn+1)] > 0, then

Eλ[ℓ(Yn+1, C(Xn+1))] ≤ α− 1

E[λ(Xn+1, Yn+1)]
E
[
d

dϵ
R(λ̂Yn+1 + ϵλ)

∣∣∣
ϵ=0

]
. (15)

Proof. Pick any λ ∈ Λ and ϵ ∈ [0, 1]. For all y ∈ Y , because λ̂y is a minimizer of Jy and Λ, we have that the first-order
optimality condition is satisfied. Thus, for Yn+1,

0 ∈ ∂ϵJ
Yn+1(λ̂Yn+1 + ϵλ)

∣∣∣∣
ϵ=0

. (16)

Now we will define any subgradients gi(λ) that satisfy a similar list of conditions as we previously defined in the proof of
conformal prediction. We start by defining some useful functions. Let Li(λ) = λ(Xi, Yi)(ℓ(Xi, Yi, λ̂

Yn+1(Xi, Yi))−
α), Ui(λ) = limϵ→0+ λ(Xi, Yi)(ℓ(Xi, Yi, (λ̂

Yn+1 + ϵλ)(Xi, Yi)) − α), and r(λ) := d
dϵR(λ̂Yn+1 + ϵλ)

∣∣∣
ϵ=0

, for

i ∈ [n + 1]. Importantly, Ui ≥ Li deterministically, since (λ̂Yn+1 + ϵλ)(Xi, Yi) = λ̂Yn+1(Xi, Yi) + ϵλ(Xi, Yi) and
λ(Xi, Yi) ≥ 0. Returning to the conditions for the subgradients, we pick any subgradients g1, . . . , gn+1 satisfying

1. gi(λ) ∈ [Li(λ), Ui(λ)].

2. 1
n+1

n+1∑
i=1

gi(λ̂
Yn+1) + r(λ) = 0.

Let
I1 = {i ∈ [n+ 1] : Li(λ) ̸= Ui(λ)} . (17)

Then, we can write

1

n+ 1

n+1∑
i=1

gi(λ̂
Yn+1) + r(λ) = 0 (18)

⇐⇒ 1

n+ 1

n+1∑
i=1

λ(Xi, Yi)(ℓ(Xi, Yi, λ̂
Yn+1(Xi, Yi))− α) (19)

=
1

n+ 1

∑
i∈I

(
Li − gi(λ̂

Yn+1)
)
− r(λ). (20)

But for all i ∈ I, gi(λ̂Yn+1) ≥ Li(λ). Thus, the right-hand side of the displayed equation is no greater than −r(λ),

implying that 1
n+1

n+1∑
i=1

ℓ(Xi, Yi, λ̂
Yn+1(Xi, Yi))− α ≤ −r(λ).

Now we apply our standard exchangeability arguments. By exchangeability and the symmetry of λ̂Yn+1 , we have that

E[λ(Xi, Yi)(ℓ(Xi, Yi, λ̂
Yn+1(Xi, Yi))− α)] (21)

= E

[
1

n+ 1

n+1∑
i=1

λ(Xi, Yi)(ℓ(Xi, Yi, λ̂
Yn+1(Xi, Yi))− α)

]
(22)

≤ −E[r(λ)]. (23)
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Thus, rearranging terms, Eλ[ℓ(Xi, Yi, λ̂
Yn+1(Xi, Yi))] ≤ α− 1

E[λ(Xi,Yi)]
E[r(λ)].

For the final conclusion, C(Xn+1) ⊇ Cλ̂Yn+1 , by definition we have that

Eλ[ℓ(Yn+1, C(Xn+1))] ≤ Eλ[ℓ(Yn+1, Cλ̂Yn+1 (Xn+1))] ≤ α− 1

E[λ(Xi, Yi)]
E[r(λ)]. (24)

2.3 Efficient computation of λ̂
The procedure we have outlined thus far is analogous to full conformal risk control (see Angelopoulos [2024]), in that
we must loop over all values of y ∈ Y to calculate λ̂. We have avoided including the model retraining as part of this
procedure, but regardless, it may be impossible or infeasible to loop through Y .

However, this can be avoided. In particular, assume for all λ ∈ Λ and all (x, y) that λ(x, y) ≤ ν(x). (An important
special case is when λ(x, y) does not depend on y, in which case ν exists trivially.) The following optimization problem
also provides risk control, but does not require looping through y ∈ Y:

λ̃ = argmin
λ∈Λ

J̃(λ) =
1

n+ 1

n∑
i=1

I(Xi, Yi, λ(Xi, Yi)) +
1

n+ 1
(1− α)ν(Xn+1) +R(λ). (25)

To see why this algorithm provides risk control, assume for convenience that ℓ is continuous in its last argument. Then,

1

n+ 1

n∑
i=1

λ(Xi, Yi)(ℓ(Xi, Yi, λ̃(Xi, Yi))− α) +
1− α

n+ 1
ν(Xn+1) = − ∂

∂ϵ
R(λ̃+ ϵλ) (26)

=⇒ 1

n+ 1

n+1∑
i=1

λ(Xi, Yi)(ℓ(Xi, Yi, λ̃(Xi, Yi))− α) ≤ − ∂

∂ϵ
R(λ̃+ ϵλ), (27)

from which we can then continue on with the same exchangeability arguments in Theorem 3 to prove a risk-control
bound.

We make some final observations about solving this optimization problem. In the absence of regularization, solving
an optimization problem over J(λ) is a quasiconvex optimization problem, and standard first-order methods can get
stuck in saddle points or local minima. However, a saddle point or local minimum is fine from the purpose of risk
control—our analyses rely only on local first-order optimality conditions. For maximum performance, it is best to
escape the saddle points to find the global minimum; noisy gradient descent has been shown to be an effective method
for this purpose [Jin et al., 2017]. All that said, in our experiments, we have never encountered a problem with the
standard SciPy automatic solvers, such as scipy.optimize.minimize.

3 Results
We have not yet discussed one of our main contributions: how do we pick Λ automatically? Our answer is straightfor-
ward: the preceding sections have shown that we should think of λ̂(Xi, Yi) as an error-prediction algorithm, much like
the scorecaster of Angelopoulos et al. [2023]. We use this perspective to parameterize the function class to yield the
best predictor possible.

For semantic segmentation tasks, we use a standard deep-learning approach in which we train a convolutional neural
network that predicts the highest threshold (on the softmax of pixels) such that the risk (on this single image) is lower
than α. We then slice off the last fully connected layer, and the resulting feature extractor becomes our Φ(x). The class
of functions Λ = {x 7→ Φ(x)⊤θ θ ∈ Rd} is defined as the space of linear functions of this embedding This procedure
is presented in Figure 3. This essentially amounts to a rigorous method for fine-tuning a fully-connected layer on a
pretrained network backbone to provide risk-controlled estimates.

For tabular regression tasks, where neural networks are not the tool of choice [Shwartz-Ziv and Armon, 2022], we
create an embedding with a Random Forest (RF) [Breiman, 2001], building on the work of Amoukou and Brunel
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[2023] for computing adaptive predictive intervals. Our Algorithm 1 is analogous to theirs. The main idea is to train a
RF model to learn quantiles of the error distribution of the base model, and then to consider each leaf a group. This
procedure assigns to each observation as many groups as there are trees in the RF. We then set Φ(x) to be the vector of
group indicators, and Λ to be the space of linear functions of Φ(x).

3.1 Regression task
Our first example is a simple simulation in the context of prediction intervals. This experiment is primarily meant to
visually showcase the automatic selection of groups. In this setting, let f be any regression model that takes as input
x ∈ R and predicts y ∈ R. The goal is to control the coverage of our prediction intervals; hence, our loss function will
be defined as follows:

ℓ(x, y, λ) = 1{y ∈ Cλ(x,y)(x)}, where Cu(x) = [f̂(x)± u] (28)

for all u ∈ R.

Algorithm 1 Random Forest Training and inference for automatic group creation
Require: Dres = {(X1, |y1 − ŷ1|), . . . , (XN , |yN − ŷN |)},Dcal = {(X1, y1), . . . , (Xm, ym)}
1: Initialize RF← RANDOMFOREST
2: Train RF onDres

3: for all element x inDcal do
4: G← [0]|RF| {|RF | is the number of leafs in the forest}
5: for all tree T ∈ RF do
6: for all leaf L ∈ T do
7: if x ∈ L then
8: G[L]← 1
9: end if

10: end for
11: end for
12: end for

We use a simulated dataset from Romano et al. [2019]. We used 2000 points for training, 1000 for the residual RF
training, and 9000 for calibration and 5000 test points. Results are reported in Figure 2. The obtained marginal coverage
is 0.897 with a target coverage 1− α = 0.9 and the coverage of each group varies between 0.886 and 0.913, which is
within the expected fluctuations for a test set of this size.
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Figure 2: Left figure. The blue curve is the model prediction, blue dots are test data points, and prediction intervals are
shown in orange. Right figure. The right figure shows the within-group coverage for each of the adaptively selected
groups. The red line is the target coverage level. The coverage is almost exact for all groups.

3.2 Semantic segmentation
In this setting, let f be any semantic segmentation model which takes as input x ∈ Rd1×d2×c and predicts sigmoids
f(x) ∈ [0, 1]d1×d2 . Our target is a binary segmentation mask in Y = {0, 1}d1×d2 , and for any y ∈ Y , we abuse notation
and refer to |y| = 1

⊤y1 as the sum of all the pixels. The objective here is to control the recall of the segmentation model.
In particular, we index our final segmentation with threshold u ∈ [0, 1] as Cu(x) ∈ Y , and Cu(x)i,j = 1 {f(x)i,j ≥ u}.
With this in hand, the loss function ℓ is defined as follows:

ℓ(x, y, λ) = 1− y ∩ Cλ(x,y)(x)
|y| . (29)
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1. Semantic segmentation

2. Learning of the optimal 
threshold

3. Solve optimization problem
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�̃ = arg min
�2⇤

J̃(�) with �(Xi, Yi) = h�(Xi), ✓i

Figure 3: Procedure to create the embedding of the images. The first step is the training of the segmentation model on
the Dtrain dataset. The second step is the learning of the embedding based on the segmentation output on the Dres

dataset. The third step is the solving of the optimization procedure and the Dcal dataset.

Polyp segmentation dataset. For this experiment, we used a PraNet [Fan et al., 2020] model for the semantic
segmentation and a ResNet-50 [He et al., 2016] for the embedding learning. We chose an embedding size of 1024. Both
models were trained on Kvasir-SEG [Jha et al., 2020] and CVC-ClinicDB [Bernal et al., 2017], and the calibration
and testing were performed on the CVC-300 [Vazquez et al., 2017], CVC-ClinicDB, CVC-ColonDB [Tajbakhsh et al.,
2015], ETIS-LaribPolypDB [Silva et al., 2014], and Kvasir datasets. In total, 1450 images were used for the training
and embedding learning, and 798 images were used for calibration and testing. Results are reported in Figure 4 with
α = 0.1.

The mean and standard deviation of the recall over 100 random splits are 0.906 and 0.021 respectively. The average
precision of the AA-CRC method is 0.457 versus 0.395 for standard CRC, showing a significant improvement of the
precision while guaranteeing the same level of recall.

Fire segmentation dataset. We next perform experiments on fire segmentation from image data, using the dataset
of [Aktaş, 2023]. We used a UNet [Ronneberger et al., 2015] for the segmentation backbone and a ResNet-50 to caculate
the score embedding. We chose the last hidden layer to have size 1024. We used 11671 images to train the UNet and
ResNet-50 models, and respectively, 3432 and 6865 images for calibration and testing. To achieve better results in
terms of precision, we performed a PCA [Wold et al., 1987] on the embedding and added an intercept. The number of
components was chosen such that explained variance ratio was equal to 0.85. Results are reported in Figure 5 with
α = 0.1. The mean and standard deviation of recall over 100 random splits of the data are 0.898 and 0.003 respectively.
The average precision of our method is 0.403, versus 0.363 for standard CRC, again improving the precision at the
same recall level.

4 Conclusion and future work
We have presented a generalization of Gibbs et al. [2023], AA-CRC that handles monotonic risks and adaptively chosen
groups. We demonstrated the benefits of AA-CRC through the improvement of the precision in semantic segmentation
tasks while controlling the recall. Moreover, we proposed a systematic methodology, for both tabular and image data, to
construct adaptive function classes Λ without needing any a priori knowledge. Future work will focus on the extension
of this methodology to multiclass semantic segmentation, as well as using exploring additional choices of function
spaces Λ. Proving extensions of the remaining theorems in Gibbs et al. [2023]—such as the bound in their (3.3), would
also be available via standard analysis (e.g., via analyzing the same jump function as in Angelopoulos et al. [2024]).
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Figure 4: Recall control for polyp segmentation. The top figure compares the control of the recall made with our
method (AA-CRC) to the control done with CRC. White pixels are true positives, blue pixels are false positives and red
pixels are false negatives. The bottom figures represents the distribution of the recall of our procedure and distribution
of the precision for both CRC and AA-CRC over 100 independent random data split.
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Figure 5: Recall control for fire segmentation. The top figure compares the control of the recall made with our method
to the control done with CRC. White pixels are true positives, blues are false positives and reds are false negatives. The
bottom figures represents the distribution of the recall of our procedure and distribution of the precision for both CRC
and AA-CRC over 100 independent random data split.
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