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Abstract—For years, the open-source RISC-V instruction set
has been driving innovation in processor design, spanning from
high-end cores to low-cost or low-power cores. After a decade
of evolution, RISC architectures are now as mature as the CISC
architectures popularized by industry giant Intel. Security and
energy efficiency are now joining execution speed among the
design constraints. In this article, we assess the benefits and
costs associated with integrating a micro-decoding unit inspired
by CISC processors into a RISC-V core. This unit, added in a
specific pipeline stage, should enable dynamic custom instruction
sequences execution whose usage could be, for instance to
compress binaries, obfuscate behavior, etc.

Index Terms—Architecture, RISC-V,
decoding

ISA, CISC, micro-

I. INTRODUCTION

The field of Internet of Things (IoT) [1] and Edge Comput-
ing [2] requires the production of a wide range of processor
architectures that meet various application constraints (com-
puting power, cost, energy, security, etc.). Currently, Complex
Instruction Set Architecture (CISC) and Reduced Instruction
Set Architecture (RISC) processors provide high levels of
performance, but in two different ways [3|]. The efficiency
of CISC architectures comes from their ability to implement
complex operations with a single assembler instruction. They
provide the compiler with many macro-instructions that are
efficiently decoded and executed by the hardware architecture.
These macro-instructions offer advantages from an application
perspective; for example, they allow for optimal utilization of
the hardware architecture on which the application is executed,
and they also enable a high density of binary programs.
These architectures are mainly developed by large industrial
groups such as Intel or AMD and are therefore closed. Efforts
from the scientific community have enabled the extraction of
microcode from AMD K8 and K10 processors and under-
standing the operation of their micro-decoding unit [4]. While
being transparent to the end user, the microcode (stored in
dedicated a memory) can be updated by the manufacturer to fix
potential bugs and/or counter certain post-fabrication attacks.
This is notably what allowed Intel to address the security
vulnerabilities SPECTRE [5]] and MELTDOWN |[6]].

RISC architectures are designed to integrate few instruc-
tions, thus lacking the micro-decoding mechanism. The open-
source RISC-V ISA (Instruction Set Architecture), in its RVI
configuration, provides the compiler with about fifty elemen-
tary instructions [7]. Many architectures, both low-cost [_8]]—

[12] and high-end [13]]-[15], implement this instruction set.
Currently, high-end RISC-V processors feature 64-bit data
paths, deep pipelines, and are capable of running a Linux-
type operating system thanks to their advanced architectural
optimizations. When using all these architectures, it is up to the
compiler to identify the appropriate instruction combinations
to generate efficient code. This inevitably leads to the produc-
tion of larger programs compared to their CISC counterparts,
despite the use of compressed instruction formats [16], [17].
Furthermore, unlike CISC architectures, hardware implemen-
tations of this reduced instruction set do not allow for post-
fabrication architecture updates necessary, for example, to
address security vulnerabilities, fix bugs, better adapt to the
application domains or support new instruction set extensions.

In this paper, we investigate the introduction of a micro-
decoder unit into RISC-V processor architectures to provide
flexibility. This mechanism, introduced into the architecture,
enables the decoding of custom instructions to RISC-V in-
structions, or from RISC-V instructions to RISC-V instruc-
tions. This work would allow the designer to: (1) dynamically
alter the behavior of the micro-architecture without modifying
the original binary, (2) compress the size of programs, or (3)
modify the execution of an instruction. To our knowledge,
there is no existing work in the literature addressing the
integration of such a unit into a RISC processor.

The rest of the article is structured as follows. Section
presents the study’s context and the selected RISC-V core
architecture. Section [[TI] discusses the strategies for integrating
the micro-decode unit, our chosen approach, and the necessary
architectural modifications. The testing environment, experi-
mental methodology, and initial results are detailed in Sec-
tion Section |V] discusses these results before concluding.

II. MICRO-DECODING UNIT PROPOSAL

Various high-end processor architectures compatible with
the RISC-V instruction set are currently available. The most
popular processor cores are BOOM [14], CVAG6 [13]], SHAKTI
and ROCKET cores. To achieve high-performance levels, they
incorporate many pipeline stages that partition the computa-
tions to be executed. The number of pipeline stages generally
varies from 5 to a dozen, depending on the core setup. In
the most traditional configuration, architectures supporting
compressed instructions, such as the CVA6 [13]], feature 6
pipeline stages. The first 2 stages, called Frontend, handle
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Fig. 1: CV64A6 core

PC generation, instruction cache access, branch prediction
and an instruction queue. The following stage (ID) realigns
compressed instructions and translates instructions into control
signals. The next stage, Issue, integrates the scoreboard. The
scoreboard controls the next 2 stages, scheduling the opera-
tions to be executed according to available resources. This is
where the register queues (GPR and FPR) are accessed. The
execution stage (EX) takes care of the execution of the oper-
ations by the functional units. Finally, the last stage, Commit,
removes the instructions from the pipeline and retrieves the
pending results.

The addition of a CISC-like micro-decoding unit can be
introduced at different levels. The simplest strategy is to
integrate it ahead of the instruction decoder (after the fetch
stage). The main advantage of this approach is that macro-
instructions can be easily detected, as they are still compressed
to 32 bits. In addition, it is possible to reuse the traditional
instruction decoder to generate the control signals that will
drive the architecture. However, this approach has some no-
table drawbacks. The main limitation is the impossibility of
addressing additional registers outside GPR space to store
temporary computation data, thus limiting the interest of the
approach. Indeed, it discards the possibility to store temporary
values. Consequently, it was decided to add a micro-decoding
unit between the Decode stage and the Issue one, as shown
in Figure [T} A specific pipeline stage, dedicated to this task,
is added to provide both (1) flexibility and modularity and (2)
to avoid impacting the critical path of the core.

III. MICRODECODING UNIT DESIGN

The micro-decoding unit must be able to generate sequences
of Np instructions for each of the P macro-instructions it
needs to handle. Different strategies are possible for generating
such sequences, such as the use of hardwired logic. However,
hardware complexity will quickly increase with the values
of Np and P, and the architecture of the micro-decoding
stage will need to be revised with each modification of
the sequences. Moreover, this approach disables post-design
microcode upgrade. The most generic approach is based on
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the use of memory, which is responsible for storing the P
sequences of Np micro-instructions.

Assuming that each macro-instruction is made up of a
maximum of NNp micro-instructions, and that for address
simplicity, macro-instructions reserve P slots for all macro-
instructions, then memory is made up of Np x P elements.
Instructions relating to the macro-instruction idx are stored in
the address range [idx x N, (idx + 1) x N - 1]. Each binary
word in this memory represents an instruction in the sequence
Np. To reduce the hardware complexity of the microdecoding
unit, it is important that these binary words are as compact
as possible. However, they must first indicate the functional
unit on which the operation is to be performed (e.g. ALU
(Arithmetic-Logic Unit), LSU (Load-Store Unit), ...) and the
operation to execute (e.g. ADD, XORI, ...). In the case of
the CVA core, this information is encoded using the fu and
opcode fields, as shown in Figure @ Initially, we assume that
the sequences of arithmetic and logical operations for the two
fields can be stored on 4 bits and 8 bits, respectively.

In addition, it is necessary to memorize the source (rs1 and
rs?2) and destination (rd) registers to be used by the micro-
instructions. When microdecoding a macro-instruction, the
rd register provisioned by the compiler for macro-instruction
execution may not be enough to store temporary data. Conse-
quently, the addresses of the rd, rs1 and rs2 registers are
encoded on 3 bits, enabling each instruction to access rsl,
rs2, rd as well as 5 additional registers (added to the GPR)
which are only accessible via the microdecoder. Finally, to
make the microdecoder more flexible, two additional fields
have been added. The first (imm), allows manipulation of
immediate values, while the second (skip) indicates the
current instruction is the last valid instruction in the sequence.

Without further optimization of the microdecoder’s memory
structure, and assuming that immediate data is encoded on 10
bits, the M size of each microinstruction is 32 bits. The overall
cost of memory would evolve linearly with P: P x N x M =
P x N x 32 bits. This format is consistent with the size of
the memory blocks available on FPGA circuits. It should be
noted that it would be possible to implement special coding of
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asm » CVA6 | rd rsl rs2 | imm fu op rd rs1 rs2 imm skip ROM @dr
srliw » SRLW| t2 rsl t1 7 0011 | 00001010 | 001 | 110 | 00O | 0000000111 | 1 A idxx32+0
slliw » SLLW| t3 rsl t1 1 0011 | 00001011 | 010 110 000 | 0000000001 1 idxx32+1

or >» ORL t2 t2 t3 0 0011 | 00000101 | 001 | 001 | 010 | 0000000000 | 1 idxx32+2
xor » XORL| t1 rsl t2 0 0011 | 00000100 | 000 | 110 | 001 | 0000000000 | 1 '
srliw » SRLW| t2 rsl t1 6 0011 | 00001010 | 001 | 110 | 00O | 0000000110 | 1
slliw » SLLW| t3 rsl t1 2 0011 | 00001011 | 010 | 110 | 00O | 0000000010 | 1

or » ORL t2 t2 t3 0 0011 | 00000101 | 001 | OO1 010 | 0000000000 | 1

xor > XORL| t1 t1 t2 0 0011 | 00000100 | 000 | 00O | 001 | 0000000000 | 1
srliw » SRLW| t2 rsl t1 5 :{> 0011 | 00001010 | 001 | 110 | 00O | 0000000101 | 1
slliw > SLLW | t3 rsl t1 3 0011 | 00001011 | 010 | 110 | 00O | 0000000011 | 1 .

or » ORL t2 t2 t3 0 0011 | 00000101 | 001 | 001 | 010 | 0000000000 | 1 - IdX = 0
xor » XORL| t1 tl t2 0 0011 | 00000100 | 000 | 00O 001 | 0000000000 | 1
srliw » SRLW| t2 rsl t1 4 0011 | 00001010 | 001 | 110 | 00O | 0000000100 | 1
slliw » SLLW| t3 rsl t1 4 0011 | 00001011 | 010 | 110 | 00O | 0000000100 | 1

or > ORL t2 t2 t3 0 0011 | 00000101 | 001 | 001 | 010 | 0000000000 | 1 |

xor » XORL| t1 t1 t2 0 0011 | 00000100 | 000 | 00O | 001 | 0000000000 | 1 idx x 32 + 15
xori » XORL| t1 tl t1 99 0011 | 00000100 | 000 | 00O 000 | 0001100011 1 idx x 32 +16
andi > ANDL [ rd t1 t1 255 0011 | 00000110 | 101 | 00O | 000 | 0011111111 | O idx x 32 + 17

0011 | 00000000 | 000 | OO0 | 00O | 0000000000 | O vy fdxx32+31

Fig. 2: Micro-decoding unit ROM content for macro-instruction encoding for S-Box computation

micro-instructions (type-R, type-I, etc.) to minimize memory
complexity, but this would require decoding logic.

The microinstruction memory is controlled and interfaced
with the processor pipeline by a state machine (FSM: Finite
State Machine). This machine has two modes of operation: (1)
a bypass mode that transmits conventional RISC-V instruc-
tions to the next pipeline stage; and (2) a mode for injecting
micro-instructions into the pipeline, which is triggered as soon
as a macro-instruction is detected. The microdecoding mode
includes address calculation based on the sequence to be
injected. Synchronization with other stages can be achieved
using a register barrier or even a register queue of the FIFO
(First In First Out) type.

As depicted in figure [T the additional pipeline stage inte-
grates 3 elements:

1) a FIFO in charge of synchronization (acknowledgement
signals) with the Issue stage. It enables instructions to be
delayed, as the microdecoder can generate one instruction
per cycle, thus saturating the scoreboard. Its depth has been
set at 2, while its width is linked to the control signals
carried in the pipeline, i.e. 364 bits. This is a FIFO of the
FWFT type (First-Word-Fall-Through), minimizing the data
access penalty.

an FSM associated with an address counter. In its initial
state, it behaves like a register barrier: it stores the relevant
information (PC, immediate value, rd, rsl, rs2, ...) of
decoded instructions. When a decoded macro-instruction is
presented, it triggers a microdecoding sequence. Based on
its idx € P, the FSM calculates the address corresponding
to the correct sequence in memory and enters the microde-
coding state. When the sequence run is complete, the FSM
returns to the (bypass) state.

2)

3) the memory containing the sequences of micro-instructions
described in the previous section. An example of memory
from one of the test applications (AES encryption/decryp-
tion) is shown in Figure [2] This calculation generates the
contents of the S-Box. It requires logical operations: SHIFT,
AND, OR, XOR in order to rotate on 8 bits (¥D). This
operation is broken down into 18 RISC-V instructions. In
the sequence, the registers marked ¢ refer to temporary
registers accessible only via the microdecoding unit.

IV. EXPERIMENTAL RESULTS

The impact of inserting the micro-decoding unit inside a
new pipeline stage was evaluated in terms of execution time
penalties of a set of test applications. To achieve this, we
modified a CV64A6 [13] core. The architecture was simulated
at cycle level using the Verilator tool (version 4.110) to
accurately evaluate the execution times of various benchmarks
from the literature [[18]—[21]. Benchmark execution times were
calculated from CSR registers. The foolchain used to generate
the test programs is based on GCC compiler version 12.1.0.

The results of the cycle accurate simulations show that when
the micro-decoding unit is included in the CVAG core, it has a
slight impact on program execution time, even if the program
does not use the micro-decoding unit. A slight variation of
up to +0.3% was observed on 25 benchmarked applications,
This penalty is due to the time taken to re-fill the pipeline
in the event of incorrect branch prediction at runtime. The
same protocol was followed for the two pedagogical examples,
including the S-Box generation and an AES encryption using
the microdecoding unit. In simulation, without using the
microdecoder, the blank CV64A6 completes the execution
in 55368 clock cycles. On the proposed architecture, when
the micro-decoding unit is used to deliver the 18-instruction



LUT SRL FF BRAM36 BRAMI8 DSP

baseline 44148 0 24076 36 0o 27
With pdec. 45880 0 25078 36 0o 27
@ instr)  +3.9% - 2% - - -
With pdec. 45922 0 25046 37 0o 27
(32 instr)  +3.8% - +3.8% +2,6% - -
With pdec. 45937 0 25068 38 0o 27
(64 instr.)  +4,1% - 1% +5.6% - -

TABLE I: Hardware complexity comparison

sequence, the timing is 54796 clock cycles. Performance is
better (-1% less clock cycles) when it is used. This is due to
the fact that ROM injects one instruction per clock cycle into
the pipeline, whereas the blank architecture has to fetch them
from its instruction cache or even its main memory, incurring
penalties. This finding is similar when the study is carried
out directly on an FPGA board. However, unlike simulation
results cycle-accurate, those obtained on circuit FPGA are
more difficult to obtain and interpret. This is due to the OS,
and more particularly the scheduler, which due to its regular
execution noises the measurements, making it impossible to
obtain accurate data when DDR memory and caches are no
longer simulated.

The impact on the core’s hardware complexity was also in-
vestigated. The architecture was synthesized and implemented
on a Kintex-7 FPGA (XC7K325T-2FFG900C) using Xilinx’s
Vivado 2020.2 tool. A summary of the results obtained after
placement and routing is provided in Table [I} In this assess-
ment, the maximum operating frequency set at 50 MHz is
not impacted by the micro-decoding stage, demonstrating the
absence of a critical path in our stage.

The first experiment illustrates the case where the micro-
decoding unit has only 2 micro-instructions. In this context,
there was a slight increase in hardware complexity of 3.9%
for LUTs and 4.2% for FFs. These increases are mainly due
to the addition of the FSM, 5 registers in the GPR queue (and
its multiplexing logic) and the insertion of a FIFO of depth
2 and width 364 bits between the microdecoding stage and
the execution stage. Note that in its version with more than 2
micro-instructions, the memory of our stage is implemented
by distributed memory. The type of implementation changes
as the size of the memory containing the micro-instructions
increases. For example, when 64 macro-instructions are stored,
2 RAM blocks are added to the LUTs and FFs.

V. CONCLUSION

In this article, a CISC-type microdecoding unit has been
implemented in a RISC-V ecosystem processor. This solution,
involving the addition of an extra pipeline slice, results in
only a small latency overhead for applications not using this
functionality. Moreover, the additional costs in terms of hard-
ware complexity are low in comparison with the complexity
of the CVA6 core. This work shows that it is possible to
hybridize a RISC-V architecture by adding a microdecoder.
This enhancement opens the way to new research perspectives

for: (1) binary size reduction, identifying recurrent instruction
patterns and incorporating them into the micro-decoding mem-
ory (2) for static code obfuscation purposes, adding specialized
instructions, akin to “black boxes,” (3) to address security con-
cerns for instance by injecting phantom instructions [22]], [23]]
into the processor pipeline and/or alter the way calculations
are performed to complicate attacks via side-channels.
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