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1.  Introduction
The Earth's outer radiation belt consists of trapped electrons in a broad energy range, from a few hundreds of keV 
to several MeV. Especially the MeV component of this population is known to present hazards to spacecraft, as 
these electrons can penetrate through satellite shielding potentially causing internal charging, leading to satellite 
loss in extreme cases. The dynamics of the electron population are driven by a complex interplay between accel-
eration and loss mechanisms (Daglis et al., 2019; Reeves & Daglis, 2016). One of the fundamental mechanisms 
that contributes to the dynamics of the outer belt is radial diffusion, as it can lead to both energization (Jaynes 
et al., 2018; Katsavrias, Daglis, Li, et al., 2015; Katsavrias, Sandberg, et al., 2019; Nasi et al., 2020, 2022) and 
loss of relativistic electrons (Katsavrias, Daglis, Turner, et  al., 2015; Katsavrias, Daglis, & Li, 2019; Morley 
et al., 2010; Olifer et al., 2021; Turner et al., 2012). Radial diffusion is frequently juxtaposed to local acceler-
ation when assessing the dominant acceleration mechanism (e.g., Allison and Shprits, 2020). Nevertheless, its 
importance in the accurate modeling of radiation belt dynamics has been well established (Li et al., 2016; Ma 
et al., 2016; Shprits et al., 2022).

Radial diffusion is a statistical description, often described as a stochastic process that results in the cross drift 
shell motion of particles through violation of their third adiabatic invariant via interactions with Pc4-5 ULF 
waves (roughly in the 2–22 mHz frequency range). The time evolution of the particles due to radial diffusion is 
described by the 1-D Fokker-Planck equation, which in its simplest form is given by Equation 1:

Abstract  Radial diffusion is one of the dominant physical mechanisms driving acceleration and loss of 
electrons in the outer radiation belt. Therefore, the accurate estimation of radial diffusion coefficients (DLL) 
is crucial for detailed radiation belt modeling. In recent years several semi-empirical (SE) models have been 
developed for the estimation of radial diffusion coefficients which predominantly rely on parameterizations of 
the Kp index. However, several studies have suggested that the estimations derived from such models can have 
large deviations from actual (measurement derived) DLL values. In this work we have used the extensive DLL 
database created in the framework of the Horizon 2020 SafeSpace project which spans 9 years of hourly DLL 
calculations to develop a model which uses solely solar wind parameters for the derivation of DLL values. The 
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provide realistic confidence levels on their estimation, which allows the transition from a deterministic 
paradigm to a robust probabilistic one. Evaluations on the performance of the EMERALD model are shown by 
comparing its outputs to the DLL data, and examining the reproduction of various DLL characteristics. Finally, 
comparisons with widely used SE models are shown and discussed.

Plain Language Summary  The Earth's outer radiation belt consists of high energy electrons which 
are characterized by intense variability during solar eruptions and geomagnetic storms. These high energy 
electrons can cause moderate or severe damage to satellite electronics, therefore the accurate forecasting of their 
variability is of outmost importance. Radial diffusion, which is quantified by the radial diffusion coefficients, 
has been established as one of the key mechanisms for the prediction of the electron variability. In this work, 
we present a new machine learning model for the estimation of the radial diffusion coefficients. The model's 
accuracy is demonstrated to be high and to outperform empirical forms which are currently used.
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where f is the particles' phase space density (PSD), L is Roederer's L* and DLL is the radial diffusion coefficient, 
which represents the mean square change of L* for a large number of particles over time. The DLL is one of the 
core inputs of the many physics-based models, which attempt to tackle the kinetic problem of the flow of charged 
particles within the confines of the Earth's magnetosphere, for example, ONERA's Salammbo model (Beutier & 
Boscher, 1995; Varotsou et al., 2005, 2008), the Versatile Electron Radiation Belt (VERB) code Subbotin and 
Shprits (2009), the British Antarctic Survey radiation belt model (BAS-RBM) (Glauert et al., 2014) and the 3-D 
radiation belt model by Ma et al. (2015, 2018).

Currently, there are two widely used formalisms employed in order to calculate radial diffusion coefficients, that 
of Fälthammar (1965) and that of Fei et al. (2006). Both approaches require detailed knowledge of the ULF wave 
power spectral density and, consequently, accurate magnetic and electric field measurements, which of course are 
not always available. Therefore, efforts have been devoted to describe empirical formulas for the radial diffusion 
coefficient where such parameterizations are typically based on the Kp index and the L* parameter, for example, 
Brautigam and Albert (2000), Ozeke et al. (2014), Liu et al. (2016), Ali et al. (2016) and Boscher et al. (2018). 
Nevertheless, it has been recently shown that such Kp-parameterized DLL can significantly deviate from DLL 
values calculated from electric and magnetic field measurements, especially during active conditions (Katsavrias 
et al., 2022; Sandhu et al., 2021).

Efforts have also been devoted in the estimation of DLL for event-specific cases based on sophisticated physics 
modeling. However, this requires full simulations of the radiation belts over timespans of the order of days 
which can be unpractical to be run in real-time, and in addition are often found to underestimate the observed 
magnetic and electric fields which are used in the derivation of DLL (see e.g., the discussion in Tu et al. (2012)). 
Finally, recently Sarma et  al.  (2020) developed a probabilistic approach by inferring the values of the radial 
diffusion coefficients and the loss term parameters, along with their uncertainty, in a Bayesian framework, while 
Camporeale et al.  (2022) used machine-learning methods and specifically Physics-Informed Neural Networks 
(NNs) to derive a parameterization for DLL at a specific value of the first adiabatic invariant μ as a fixed function 
of L-shell.

In this work, we present a method for the estimation of radial diffusion coefficients solely from solar wind 
(SW) characteristics; specifically, SW speed, SW density and the magnitude of the interplanetary magnetic field 
(IMF). The motivation behind this is to move away from the index-driven paradigm and connect the diffusion 
process dynamics directly with primary characteristics of the SW. To the best of our knowledge this has not been 
demonstrated before and it is a novel approach offering improved performance and capabilities. Regarding the 
operational aspect we aimed in developing a model which can be used with widely available historical SW param-
eters (hindcast), with real-time SW measurements (nowcast), as well as in conjunction with models which can 
forecast these SW variables with prediction horizons of up to a few days, see for example, Samara et al. (2021) 
and discussion therein. The core of the model consists of an ensemble of probabilistic NNs trained with the DLL 
dataset which was created in the framework of the Horizon 2020 SafeSpace project. Using the SW parameters the 
model provides expected (mean) values for both the electric and magnetic component of the DLL as well as uncer-
tainties on the provided mean values themselves, in the form of standard deviations. This allows the formulation 
of a probabilistic DLL output and the definition of confidence levels which is particularly useful for forecasting 
systems which aim to provide users with more elaborate information to base decisions upon.

2.  Data
In this study we make use of the extended SafeSpace radial diffusion coefficients database (Katsavrias et al., 2022), 
which is publicly available at https://synergasia.uoa.gr/modules/document/?course=PHYS120 and contains 
∼79,000 hourly DLL values that span 9 years (2011–2019). These DLL have been calculated directly from in-situ 
magnetic and electric field measurements, exploiting the fluxgate magnetometers (Auster et al., 2008) as well 
as the EFI instruments (Bonnell et al., 2008) on board the three THEMIS spacecraft (THEMIS A, D, and E). In 
this dataset the magnetic and the electric component of the DLL (henceforward 𝐴𝐴 D

𝐵𝐵

𝐿𝐿𝐿𝐿
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 , respectively), have 
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been calculated separately, based on the theoretical approach by Fei et al. (2006). We note that even though Fei's 
approach can lead to an underestimation of the total diffusion coefficient by a factor of two, due to the assump-
tion of electric and magnetic field independence (Lejosne, 2019), it is still more widely used due to the fact that 
it is very difficult to separate the total measured electric field from single point measurements in space into its 
convective and inductive components (Lejosne & Kollmann, 2020). Furthermore, it has been shown that this 
discrepancy by a factor of 2 is minor relative to the large variability in the observed values (Sandhu et al., 2021).

Here we use hourly measurements each of which contains data for L* values in the [3-7] range divided into 40 
bins with dL* = 0.1. As centroids we use the mean of the bin values, 3.05, 3.15 etc. The total DLL can be simply 
calculated as the sum of the two components as shown in Equation 2.

𝐷𝐷𝐿𝐿𝐿𝐿 = 𝐷𝐷
𝐵𝐵

𝐿𝐿𝐿𝐿
+𝐷𝐷

𝐸𝐸

𝐿𝐿𝐿𝐿
� (2)

Moreover, 𝐴𝐴 D
𝐵𝐵

𝐿𝐿𝐿𝐿
 has been calculated for 36 values of the first adiabatic invariant (μ) in the [300–20,000] MeV/

Gauss range, corresponding to relativistic electrons with E > 400 keV at the aforementioned L* range (see also 
Figure S1).

This dataset is complemented with 1-hr resolution historical measurements of the SW speed (Vsw) and density 
(Nsw), the magnitude of the IMF and the Kp index (for the estimation of the DLL from semi-empirical [SE] 
models) as provided by the OMNIWeb service of the Space Physics Data Facility at the Goddard Space Flight 
Center (http://omniweb.gsfc.nasa.gov/). For the calculation of the magnetic coordinates we have used the Inter-
national Radiation Belt Environment Modeling (IRBEM) library (Bourdarie & O’Brien, 2009) and the Olson 
Pfitzer quiet external magnetospheric field model (OP77). The DLL and SW parameters from the SafeSpace data-
base are used for the training of the NNs with the latter being used to define inputs and the former the outputs.

We pre-process the DLL values by applying a moving mean window containing the current hour and the previous 
23 hr. This is done in order to mitigate the uncertainties introduced by the partial azimuthal coverage in the DLL 
data derivation (see also Section 3 in Katsavrias et al., 2022) as well as fill the gaps in L* which are inherently 
present due to the THEMIS spacecraft orbit. The application of this moving mean can be roughly considered 
a trade-off, where some temporal resolution is sacrificed in order to increase the azimuthal one. We note that 
the temporal variance of the DLL is evidently logarithmic and therefore the moving mean is applied on the log 
values of the DLL. It is noted that for training and testing we use only values that were initially not empty except 
otherwise stated. For the same time window of the current and previous 23 hr we calculate the mean, the 25th 
and 95th quantiles, and the standard deviation (stdev) from the logarithms of each of the three SW variables (i.e., 
Vsw, Nsw, and IMF), thus having a total of 12 input parameters. These are the main inputs which are used for 
the estimation of the DLL.

Furthermore, the L* parameter is also included as an input for the NNs and specifically its logarithm and the 
square of its logarithm. It is well known that DLL has a very strong dependence on the L* parameter and several, 
if not all, widely used models to date use a parameterization of L* in analytical SE formulas, typically in the form 
of a power-law, for example, Ozeke, Boscher, Brautigam and Albert. Our objective is to construct a model which 
can provide DLL estimations for any L* value, in contrast to a predefined rigid grid, and therefore it is included as 
an input parameter itself. This approach is often named “degridification” and it has been used in other modeling 
efforts, see for example, Bortnik et al. (2016); Katsavrias et al. (2021).

Finally the model is trained to estimate the electric component 𝐴𝐴 D
𝐸𝐸

𝐿𝐿𝐿𝐿
 and the magnetic component 𝐴𝐴 D

𝐵𝐵

𝐿𝐿𝐿𝐿
 at 

μ = 1,000 MeV/G using the SW inputs. It is noted that the model 𝐴𝐴 D
𝐵𝐵

𝐿𝐿𝐿𝐿
 outputs are then extended for the whole μ 

range, this is discussed further below.

3.  Methodology and Machine Learning Model
3.1.  Model Structure and Outputs

The architecture of a single network is shown in Figure 1 and it can be seen it is a feedforward net with multiple 
hidden layers. The activation function used is the LeakyReLu function which has been shown to perform well in 
regression tasks, typically outperforming the more traditional sigmoid functions and the original ReLu. Addition-
ally, batch normalization (Ioffe & Szegedy, 2015), is applied at each layer prior to the non-linearities. The number 
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of neurons in the first layer is set to three times the input size (3 × 36) the middle layer consists of 200 neurons 
and the last layer to two times the input size (2 × 24) followed by the output layer which provides 4 outputs. The 
structure and the hyperparameters were optimized empirically with a sparse-grid approach. The network outputs 
are estimations of the logarithms of the electric and magnetic component of the DLL (eE, eB), along with their 
respective logarithmic standard deviations (σE, σB). The cost function used is the Gaussian log-likelihood seen 
below in Equation 3.

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =
1

2

𝑁𝑁
∑

𝑖𝑖=1

[

log
(

𝜎𝜎
2
𝑖𝑖

)

+
(𝑦𝑦𝑖𝑖 − 𝑒𝑒𝑖𝑖)

2

(

𝜎𝜎
2
𝑖𝑖

)

]

� (3)

Where N is the number of variables, in this case 2, (𝐴𝐴 D
𝐸𝐸

𝐿𝐿𝐿𝐿
 and 𝐴𝐴 D

𝐵𝐵

𝐿𝐿𝐿𝐿
 ), yi are the logarithms of the training data, ei the 

estimations of the network, and σi the standard deviations of the estimations. It can be seen that the cost function 
essentially consists of the simplified logarithm of a Gaussian. The function incorporates in the numerator of its 
second term the mean square error (MSE) which is the most commonly used cost function for regression tasks, but 
here it is modified by the presence of the stdev in the denominator. During training, the network is optimized to 
minimize the MSE and the stdev at the same time. It is noted that the latter cannot become arbitrarily large; while 
the second term would tend to zero resulting in a very low loss, the first term would tend to infinity countering 
the effect. This means that a trained network will always output a finite and non-zero stdev which is interpreted 
as the confidence the network has for its estimations of the DLL values, or as a quantification of the epistemic 
uncertainty of the network output. Using the mean and stdev from the model outputs, a normal distribution can be 
directly calculated and quantiles for the estimations can be derived for each component at each timestep. For the 
calculation of the total DLL random samples are derived for the two components and all possible combinations are 
calculated from which quantiles are derived. The output of the model is thus probabilistic/stochastic rather than 
deterministic, in contrast to more typical regression models which do not offer any additional information other 
than the estimated values. For the model initialization and training, we have used the ADAM algorithm (Kingma 
& Ba, 2015) using early stopping with 10% of the training set used for the internal validation subset. Finally, the 
model is comprised of an ensemble of five such networks that produce outputs in parallel and the final output is 
the average of the individual ones. The use of an ensemble improves the robustness of the model and reduces the 
significance of the initial random state of a network's internal parameters (weights and biases).

3.2.  Extension of  Outputs in the μ Range

As discussed the NNs are trained to output 𝐴𝐴 D
𝐵𝐵

𝐿𝐿𝐿𝐿
 values for μ = 1,000 MeV/G which is the geometric mean of the 

[300–20,000] MeV/G range of the dataset. In order to extend the 𝐴𝐴 D
𝐵𝐵

𝐿𝐿𝐿𝐿
 output of the NNs to the whole μ range of 

[300–20,000] MeV/G a simple but effective regression scheme is used here. For each L*, normalized 𝐴𝐴 D
𝐵𝐵

𝐿𝐿𝐿𝐿
 spectra 

are calculated by dividing the 𝐴𝐴 D
𝐵𝐵

𝐿𝐿𝐿𝐿
 dataset spectra with their respective values at μ = 1,000 MeV/G.

As seen in Figure 2 the normalized spectra are very consistent for a given L* showing minimal divergences at the 
two ends of the μ range, effectively being all constrained within very narrow limits. We note this is fully expected 
as the 𝐴𝐴 D

𝐵𝐵

𝐿𝐿𝐿𝐿
 in the dataset is calculated as a function of μ, for details see the discussion in Katsavrias et al. (2022). 

Figure 1.  The architecture of a single neural network from the ensemble used in the model.
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The mean of all normalized spectra, for a given L*, is then fitted with an analytical function of μ which can 
adequately describe it; we have used here a quadratic function in log-space seen below in Equation 4.

log
[

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
𝐵𝐵

𝐿𝐿𝐿𝐿
(𝜇𝜇𝜇𝜇𝜇∗)

]

= 𝑎𝑎 (𝐿𝐿∗) + 𝑏𝑏 (𝐿𝐿∗) ⋅ log(𝜇𝜇) + 𝑐𝑐 (𝐿𝐿∗) ⋅
[

log(𝜇𝜇)
]2� (4)

The a–c fit parameters are calculated for each L* and they demonstrate smooth profiles as seen in Figure 2 allow-
ing a safe interpolation for any L*. With this scheme, the values estimated from the model at 1,000 MeV/G can 
be used to directly calculate the 𝐴𝐴 D

𝐵𝐵

𝐿𝐿𝐿𝐿
 spectrum for the whole μ range by using the fit parameters and performing 

this process in reverse.

Figure 2.  (Top panel): All normalized 𝐴𝐴 D
𝐵𝐵

𝐿𝐿𝐿𝐿
 spectra from the dataset and the analytical fit for L* = 5.5. (Bottom panels): the a–c, factors used for the calculation of the 

𝐴𝐴 D
𝐵𝐵

𝐿𝐿𝐿𝐿
 spectrum for the whole μ range as derived at all L* values.
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4.  Results
4.1.  Model Performance

4.1.1.   ,  and Total DLL Estimation

We evaluate the performance of the model on the estimation of 𝐴𝐴 𝐴𝐴
𝐸𝐸

𝐿𝐿𝐿𝐿
 and 𝐴𝐴 𝐴𝐴

𝐵𝐵

𝐿𝐿𝐿𝐿
 , as well as the total DLL, by using a 

leave-one-out cross-validation scheme. This is a typical approach for evaluating a trained model on the entirety of 
a dataset without the need for additional reference data, see for example, Aminalragia-Giamini et al. (2021) and 
is detailed in the steps below. We divide here the data in nine calendar years (2011, 2012, …, 2019), and for each 
year we train the model with the other 8 years and then test it with the one left out. We iterate this process over 
the 9 years of the dataset and train a different NN ensemble in each iteration which then provides DLL outputs for 
the left-out year.

1.	 �The algorithm defines a specific calendar year and isolates the corresponding hourly DLL as well as the input 
parameters.

2.	 �The training of the NNs is performed with the rest of the dataset. For example, if we consider the year 2011, 
the training will be made using the DLL values and SW parameters from the 2012–2019 time period.

3.	 �The now trained model from the previous step is used to estimate the DLL values of the excluded year using 
the also excluded input parameters.

4.	 �The process repeats iteratively for all the available years in the dataset.

This way, in each iteration we test our model with data it has not been trained with and after all iterations we have 
derived outputs for the entirety of the dataset. Crucially, this approach ensures an objective and fair evaluation of 
the model performance.

Figure 3 shows density plots for the electric and magnetic component at 1,000 MeV/G, as well as the total DLL, 
with comparisons of the data and the medians derived from the models outputs at all L* bins. For the density 
plots we have used 200 logarithmic bins, equality lines are in white, dark gray lines denote a factor of 3, and 
black lines a factor of 10. The density plots also show metrics from the comparisons, where R3 is the percentage 
of model values being within a factor of 3 of the dataset values, R10 is the same for a factor of 10, and RMSElog10 
is the root mean square error (RMSE) calculated for the log-base-10 values. The results show that the DLL and 
its components are estimated from the SW with a high degree of accuracy. In all three cases more than 50% of 
the values are within a factor of 3 while more than ∼88%, and up to ∼98%, of the values are within a factor of 
10 the data. The highest densities appear along the equality lines with clear linear/log-linear trends seen across 
several orders of magnitude. It is noteworthy that the two DLL components are not equally well estimated, with 

𝐴𝐴 𝐴𝐴
𝐵𝐵

𝐿𝐿𝐿𝐿
 at 1,000 MeV/G showing less scattering, higher clustering along the equality line, and better metrics over-

all. This is expected and understood by the fact that 𝐴𝐴 𝐴𝐴
𝐵𝐵

𝐿𝐿𝐿𝐿
 was shown in Katsavrias et al. (2022) to have stronger 

correlations with the used SW variables. It is also worth mentioning that there are deviations at the lowest values 

Figure 3.  Density cross-plots for the electric (left panel) and magnetic (middle panel) components, as well as the total DLL (right panel) at 1,000 MeV/G showing 
comparisons of the median estimations from the model with the data. The white, gray and black solid lines correspond to the equality line, factor of 3 and factor of 10, 
respectively.
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where background tails can be seen, especially for 𝐴𝐴 𝐴𝐴
𝐸𝐸

𝐿𝐿𝐿𝐿
 , and some underestimation on some of the highest values. 

However, even in these cases these areas are of very low density and the majority of the values are within the 
denoted limits.

We also investigate in more detail the performance of the model with respect to L*. Figure 4 shows the percentage 
of the model's median outputs that are within a factor of x = 3, 4, 5,…,10 of the data as a function of L* for the 
whole [3, 7] range and the Pearson correlation coefficients calculated for the logarithmic values of the data and 
the model outputs. For both 𝐴𝐴 𝐴𝐴

𝐸𝐸

𝐿𝐿𝐿𝐿
 and 𝐴𝐴 𝐴𝐴

𝐵𝐵

𝐿𝐿𝐿𝐿
 at 1,000 MeV/G, and total DLL, it can be seen that the model performs 

optimally for L* values roughly in the [4, 6] range, that is, for the core of the outer belt. This is primarily attrib-
uted to the correlation of the DLL components with the SW parameters we use as inputs, where the highest corre-
lations for both DLL components occur roughly in the same [4, 6] L* range (Katsavrias et al., 2022). Therefore the 
peak performance of the model is indeed expected to be found in this range.

An additional important reason is that the amount of available data at L* values lower than ∼4 is reduced in the 
dataset (see also Figure S2) resulting in the model having less data in this region to be trained with. Data at lower 
L* values were originally removed from the dataset due to the effects of magnetic field gradients which make 
an accurate derivation of DLL coefficients very difficult (see also Section 2.1 in Katsavrias et al. (2022)). Finally, 
for higher L* values (L* > 6), an additional potential reason for the comparatively lower performance are the 
uncertainties in the L* derivation introduced by the use of the Olson-Pfitzer quiet model. These uncertainties, 
which are not trivial to quantify and beyond the scope of this work, are expected to affect more 𝐴𝐴 𝐴𝐴

𝐵𝐵

𝐿𝐿𝐿𝐿
 compared 

Figure 4.  (a–c) Curves of percentages of median model outputs that are within a factor of the data as a function of L*. (d) 
Pearson correlation of logarithmic values of data and median model outputs as a function of L*.
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to 𝐴𝐴 𝐴𝐴
𝐸𝐸

𝐿𝐿𝐿𝐿
 , as is indeed seen, since the former is primarily driven by ULF waves generated at high L-shells by SW 

pressure pulses. However, we note that the lower performance is primarily seen for factors 3, 4, and 5, while the 
differences are much smaller across L* for higher factors.

Overall, there is a large jump in performance going from a factor of 3 to factor of 4 while more than 90% of the 
model outputs are within a factor of 10 of the data in almost all cases. Furthermore the Pearson correlation shows 
again that 𝐴𝐴 𝐴𝐴

𝐵𝐵

𝐿𝐿𝐿𝐿
 is estimated optimally, and for the total DLL the model achieves significant correlations r > 0.5 

for L* values above ∼3.75. These results illustrate that the model can successfully estimate DLL solely from SW 
parameters while achieving good accuracy. Finally we must note that the performance for 𝐴𝐴 𝐴𝐴

𝐵𝐵

𝐿𝐿𝐿𝐿
 at all μ values is 

very similar with the one shown here at 1,000 MeV/G. This is important, as for higher μ values 𝐴𝐴 𝐴𝐴
𝐵𝐵

𝐿𝐿𝐿𝐿
 becomes 

on average comparable and then dominant with respect to 𝐴𝐴 𝐴𝐴
𝐸𝐸

𝐿𝐿𝐿𝐿
 , and the total DLL behavior resembles that of the 

former increasingly. While the opposite is also true for lower μ values, this means that for the largest part of the 
μ range of [300–20,000] MeV/G we use here, the total DLL performance is even better than that of 1,000 MeV/G, 
as shown further below.

4.1.2.  Reproduction of the Relationship of  and 

The model's simultaneous estimation of both 𝐴𝐴 𝐴𝐴
𝐸𝐸

𝐿𝐿𝐿𝐿
 , and 𝐴𝐴 𝐴𝐴

𝐵𝐵

𝐿𝐿𝐿𝐿
 allows us to investigate here whether the model 

outputs reproduces any relationship of 𝐴𝐴 𝐴𝐴
𝐸𝐸

𝐿𝐿𝐿𝐿
 and 𝐴𝐴 𝐴𝐴

𝐵𝐵

𝐿𝐿𝐿𝐿
 as existing in the dataset. It is noteworthy that the relation-

ship of the two components is not broadly investigated in the literature with only a few recent works reporting on 
quantitative comparisons, such as Sandhu et al. (2021) and Katsavrias et al. (2022). Moreover most established 
models directly estimate the total DLL making investigation of this relationship impossible in these cases. The 
modeling approaches of Ali et al. (2016) and Ozeke et al. (2014) do estimate separately both 𝐴𝐴 𝐴𝐴

𝐵𝐵

𝐿𝐿𝐿𝐿
 and 𝐴𝐴 𝐴𝐴

𝐸𝐸

𝐿𝐿𝐿𝐿
 but, 

including these works, we cannot find in the literature any such investigations. Therefore, to the best of our knowl-
edge this is the first time the 𝐴𝐴 𝐴𝐴

𝐵𝐵

𝐿𝐿𝐿𝐿
 -𝐴𝐴 𝐴𝐴

𝐸𝐸

𝐿𝐿𝐿𝐿
 relationship is demonstrated to be successfully modeled.

Figure 5 shows density plots of 𝐴𝐴 𝐴𝐴
𝐵𝐵

𝐿𝐿𝐿𝐿
 at 1,000 MeV/G versus 𝐴𝐴 𝐴𝐴

𝐸𝐸

𝐿𝐿𝐿𝐿
 for the data values and the values predicted from 

the model in 150 logarithmic bins. For each prediction of the model 200 randomly sampled values are derived 
using the predicted means and stdevs of 𝐴𝐴 𝐴𝐴

𝐵𝐵

𝐿𝐿𝐿𝐿
 and 𝐴𝐴 𝐴𝐴

𝐸𝐸

𝐿𝐿𝐿𝐿
 , and of those we keep the 180 that are within the 5th and 

95th quantiles to avoid errantly large or small samples. The occurrences for the model are normalized with this 
factor. It is seen that the model outputs reproduce very well the inter-relationship of the two DLL components 
across several orders of magnitude of values. The trend between the two variables is clearly visible and well 
represented in the model outputs. Even features at very low densities of occurrence such as the “shoulder” at low 

𝐴𝐴 𝐴𝐴
𝐵𝐵

𝐿𝐿𝐿𝐿
 values (∼10 −4 days −1) and moderate 𝐴𝐴 𝐴𝐴

𝐸𝐸

𝐿𝐿𝐿𝐿
 values (∼10 −1 days − 1) and the light blue “halo” around the denser 

(cyan to red) areas are clearly seen in the model outputs. Finally, in the denser areas with the highest occurrences 

Figure 5. 𝐴𝐴 𝐴𝐴
𝐵𝐵

𝐿𝐿𝐿𝐿
 versus 𝐴𝐴 𝐴𝐴

𝐸𝐸

𝐿𝐿𝐿𝐿
 density plots in logarithmic scale. Left are the dataset values and right the values derived from the model outputs.
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there is remarkable agreement with the model outputs essentially producing a smoothed version of the data 
distribution.

Moreover, the relationship of the two components varies with L* and we show that the model captures this behav-
ior beyond the overall comparison for all L* values. Figure 6 shows two examples for L* = 4.55 and L* = 6.65. 
It is seen that for the different L* values the distributions are very different; both in terms of absolute values as 
expected, and more importantly here, in terms of the relationship of the two components. However in both cases 
the model-derived values reproduce well the distributions of the data.

4.2.  Comparisons of Total DLL With Semi-Empirical Models

In this section we perform comparisons of the total DLL from the dataset with the outputs of the Electric and 
MagnEtic RAdiaL Diffusion (EMERALD) model and two established SE models, namely the Brautigam & Albert 
(B&A) model (Brautigam & Albert, 2000), and the Ozeke model (Ozeke et al., 2014). The parameterizations of 

Figure 6. 𝐴𝐴 𝐴𝐴
𝐵𝐵

𝐿𝐿𝐿𝐿
 versus 𝐴𝐴 𝐴𝐴

𝐸𝐸

𝐿𝐿𝐿𝐿
 density plots in logarithmic scale at L* = 4.55 and L* = 6.65 for the data and the model outputs.

 15427390, 2023, 1, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022SW

003283 by O
N

E
R

A
, W

iley O
nline L

ibrary on [18/06/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Space Weather

AMINALRAGIA-GIAMINI ET AL.

10.1029/2022SW003283

10 of 17

the models are seen in Equations 5–7 below. We have applied the previously discussed 24 hr moving mean on the 
SE DLL values so as the comparisons will be fair to the SE models.

𝐷𝐷
𝐸𝐸𝐸𝐸

𝐿𝐿𝐿𝐿
[𝐵𝐵𝐵𝐵] = 10(0.506⋅𝐾𝐾𝐾𝐾−9.325)

⋅ 𝐿𝐿
10� (5)

𝐷𝐷
𝐵𝐵

𝐿𝐿𝐿𝐿
[𝑂𝑂𝑂𝑂] = 6.62 ⋅ 10−13 ⋅ 10(−0.0327⋅𝐿𝐿

2+0.625⋅𝐿𝐿−0.0108⋅𝐾𝐾𝐾𝐾
2+0.499⋅𝐾𝐾𝐾𝐾)

⋅ 𝐿𝐿
8� (6)

𝐷𝐷
𝐸𝐸

𝐿𝐿𝐿𝐿
[𝑂𝑂𝑂𝑂] = 2.16 ⋅ 10−8 ⋅ 10(0.217⋅𝐿𝐿+0.461⋅𝐾𝐾𝐾𝐾)

⋅ 𝐿𝐿
6� (7)

We present results for several values of μ in order to cover a wide range. We note that as the NN ensemble outputs 
the 𝐴𝐴 𝐴𝐴

𝐵𝐵

𝐿𝐿𝐿𝐿
 at 1,000 MeV/G these results at different μ values include the 𝐴𝐴 𝐴𝐴

𝐵𝐵

𝐿𝐿𝐿𝐿
 regression scheme discussed previ-

ously. The comparisons are made for the whole dataset as well as for a time period of three consecutive geomag-
netic storms which occurred during December 2013 and resulted in some of the highest DLL values of our dataset. 
Additionally we have examined a quiet period from December of 2012 to January of 2013. The quiet period was 
selected due to the absence of significant geomagnetic activity as well as both chorus and ULF wave activity 
(Jaynes et al., 2014). These two time periods are examined complementarily to the whole dataset comparisons in 
order to illustrate in more detail the model performance in shorter time scales.

4.2.1.  Comparisons for All Values of the Dataset

Figure 7 shows density cross-plots with comparisons at three μ values, 500, 3,000, and 10,000 MeV/G, of total 
DLL with the model's median output and DLL values calculated from the SE models. We note that as the latter 
ones do not include a μ dependence only the data they are compared with change. There are several observations 
to be made here. The first one is that similar to what was shown at Figure 3 for 1,000 MeV/G our model shows 
a consistent linear/log-linear relationship with the data for all μ values and across several orders of magnitude 
capturing the full L* range. Its performance, as quantified by the R3, R10, and RMSE metrics, is only slightly 
lower for 500 MeV/G than for 1,000 MeV/G whereas it improves for higher μ values as the magnetic component 
becomes more dominant in the total DLL. We note there is a systematic overestimation at the lower extreme of 
the distribution at very low DLL values with the formation of a “background tail”, for example, below 10 −3 days −1 
at 3,000 MeV/G. This is primarily related to low L* values, which also have lower DLL values, and occurs for 
reasons previously discussed in Section 4.1.1.

Apart from this, the overall model's performance remains consistently good for all cases. The high density areas 
are always clustered along the equality lines and the majority of values is within a factor of 3 of the data with 
the remaining cases being again predominantly within a factor of 10 while also achieving good RMSE scores. 
However, this is not the case with the DLL values from the SE models. As there is no μ dependence these models 
cannot capture this dependence of the DLL and show increasingly large deviations as μ also increases quantified in 
the shown metrics. Furthermore there are clear trends which deviate from the ideal linear/log-linear relationship 
with the data; apart from the absolute magnitude of DLL, the SE models systematically underestimate the low 
and high values relative to values close to the mean. This results in a non-linear relationship with the data and a 
characteristic curve seen here. These findings on the SE models are in agreement with Katsavrias et al. (2022) and 
can be explained by the fact that these Kp-driven formulations have been derived from analytical fits to long-term 
averages. Due to this, the divergence of the lower and upper ends of the DLL distribution cannot be well taken into 
account and such fits will be dominated by the large majority of values that are closer to the mean or median. 
However, our model does not use such long-term averages and is able to capture optimally the behavior of the DLL 
using the SW parameters as input.

4.2.2.  Comparisons for a Radiation Storm Event and a Quiet Period

Figure 8 shows the comparison of the EMERALD DLL with the data DLL values and the SE models of Brautigam 
& Albert and Ozeke during the December 2013 period. The comparison is performed for μ = 500 MeV/G at 
L* = 6.45 (∼500 keV) and for μ = 5,000 MeV/G at L* = 4.45 (∼3 MeV), corresponding respectively to low energy 
particles' inward transport from the outer boundary, and diffusion of relativistic and ultra-relativistic electrons in 
the heart of the outer belt. As shown, the median output of EMERALD can capture both the dynamic  evolution 
of the DLL as well as its magnitude in both pairs of μ and L* values, compared with the SE models (Table 1).
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In detail, concerning the 500 MeV/G at L* = 6.45, EMERALD reproduces quite well both the high and low 
DLL values, while the majority (62.15%) of the estimations are within a factor of 3 of the data with the remain-
ing cases being again predominantly within a factor of 10 (panel f). On the other hand, the two SE models 
exhibit very similar behavior between them, differing only by a small multiplying factor. Their behavior consist-
ently underestimates the high DLL values on average by a factor of 10 or more (panel g). Furthermore, the SE 
models fail to capture the low DLL values, exhibiting a strong flattening behavior, which also contributes to 
the lower R3 and higher RMSE values shown in Table 1. This comparison is in agreement with the results of 
Katsavrias et al. (2022) who illustrated, in the simulations of the March 2015 time period that the SafeSpace DLL 
produced a more realistic radial transport of 500 keV electrons than the one produced by the SE model of Boscher 

Figure 7.  Density cross-plots for total DLL showing comparisons of the data with the model's median output and the Brautigam and Albert and Ozeke models at μ 
values of 500 MeV/G (top row panels), 3,000 MeV/G (middle row panels), and 10,000 MeV/G (bottom row panels). The white, gray and black solid lines correspond to 
the equality line, factor of 3 and factor of 10, respectively.
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Figure 8.  Timeseries and cross-plots of total DLL for the December 2013 active period showing comparisons of the data with the model's median and quantile outputs 
and the 24 hr moving mean of the Brautigam Albert and Ozeke models at L* = 6.45 − μ = 500 MeV/G, and at L* = 5.45 − μ = 5,000 MeV/G. The black, blue, and red 
lines in the cross-plots correspond to the equality line, factors of 3 and 10, respectively.
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et al. (2018), which shares strong similarities with the Brautigam & Albert 
formalization and model.

Concerning the 5,000 MeV/G at L* = 4.45, EMERALD successfully repro-
duces both the magnitude and dynamic evolution of the DLL (panel i), while 
the large majority of the estimations (87.24%) are clustering along the equal-
ity line and within a factor of 3 (panel j). Once again, the two SE models 
exhibit very similar behavior and, even though they capture the dynamical 
behavior of the DLL (panel k) and exhibit similar scores with EMERALD 
(Table 1), they consistently underestimate the DLL values by approximately a 
factor of 2 (panel l). The underestimation of the higher and lower DLL values 
by the SE models is in agreement with the results shown in Figure 7 for the 
3,000 and 10,000 MeV/G. We note that the SE models results presented in 
Figure 8 correspond to a 24 hr moving mean, therefore the actual variation of 
the SE DLL is much higher and follows the variation of the hourly Kp index 
shown in Figure 8d.

It is worth mentioning that even though the higher DLL values as well as the general trend of EMERALD DLL is 
primarily driven by Vsw (panel a), Nsw and IMF play a crucial role in capturing the small scale dynamics. Char-
acteristic examples are the DLL decrease which occurs on December 2 driven solely by Nsw and the DLL increase 
on December 25-28 which is driven by both Nsw and IMF.

Similar to Figure 8, Figure 9 shows the comparison of the EMERALD DLL with the data DLL values and the 
24  hr moving mean of the SE models of Brautigam & Albert and Ozeke during the 23 December 2012–12 
January 2013 quiet period. Once again, concerning the 500 MeV/G at L* = 6.45, EMERALD reproduces quite 
well the dynamics of the DLL values, closely following the decreases and increases while also showing a mostly 
linear/log-linear cross-plot (panel f). On the other hand, the two SE models fail to capture both the DLL dynamics 
and magnitude (panel g) estimating values in a relatively narrow range and exhibiting a pronounced flattening 
(panel h). This difference is also illustrated in the scores shown in Table 2, where the SE models exhibit signifi-
cantly higher RMSE values, compared to EMERALD, as well as lower R3 and R10 values.

Concerning the 5,000 MeV/G at L* = 4.45, here all three models fail to capture the magnitude and the dynamic 
evolution of the DLL values. The only exception is that EMERALD somewhat manages to reproduce the DLL 
evolution on the final week of the data (6–13 January). The SE models again produce DLL in a narrow range, 
following the very small variation of the Kp index (panel d), showing a mostly flat cross-plot (panel l), while they 
completely fail to capture the dynamics of the DLL values, especially at the second half (after 1 January) of the 
examined time period. Their notably better scores (R3 ∼ 88% and RMSE ∼ 0.32 as shown in Table 2) stem mostly 
from the fact that their values are closer to the overall mean of the data during this period for this combination 
of μ and L*.

The overestimation of the 5,000 MeV/G DLL values in this very quiet period, especially for the first 2 weeks, is in 
agreement with the results of Figure 7 and a fair representation of our model's performance is part of the reason 
we have made these comparisons. The 5,000 MeV/G DLL values in this period hover around 10 −3 days −1 which is 
at the lowest end of the distribution where the model tends to overestimate. We note however, that even here all 
the values are at most within a factor of 10.

The above discussed results, combined with the results shown in Figure 7 for the whole dataset, show that EMER-
ALD outperforms the SE models in a wide μ and L* range, and emphasize the importance of modeling the DLL 
μ dependence.

5.  Conclusions
In this work, we have used the SafeSpace database of radial diffusion coefficients, spanning 9 years (2011–2019), 
and we have developed EMERALD, a NN based model for the estimation of the DLL in the outer radiation belt, 
using solely SW parameters (Vsw, Nsw, IMF) and L* as an input. The approach we have employed is a signif-
icant departure from the common Kp-driven paradigm for the estimation of DLL. Rather than using as driver of 
the model an index which is a proxy of the effects of SW on the global magnetospheric activity, we have directly 

Model R3 R10 RMSElog10

L* = 6.45 EMERALD (median) 62.15 95.03 0.510

B&A 59.32 92.35 0.571

μ = 500 MeV/G Ozeke 46.17 86.84 0.678

L* = 4.45 EMERALD (median) 87.24 100 0.300

B&A 88.99 100 0.300

μ = 5,000 MeV/G Ozeke 86.57 100 0.310

Table 1 
RMSElog10 and Percentage of Points Within a Factor of 3 and 10 for the 
Electric and MagnEtic RAdiaL Diffusion (EMERALD), Brautigam & Albert 
and Ozeke Models During the December 2013 Time Period
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Figure 9.  Same as Figure 8 for the 23 December 2012–12 January 2013, quiet period.

 15427390, 2023, 1, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022SW

003283 by O
N

E
R

A
, W

iley O
nline L

ibrary on [18/06/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Space Weather

AMINALRAGIA-GIAMINI ET AL.

10.1029/2022SW003283

15 of 17

connected SW characteristics to the evolution of the radial diffusion process. 
The use of these specific SW parameters is based on the correlation analysis 
by Katsavrias et al. (2022). The latter authors discussed the correlation of the 
aforementioned parameters with the DLL components and linked them with 
the two main physical mechanisms that enhance the ULF wave power, that 
is, the Kelvin-Helmholtz instabilities and the SW pressure pulses. This is in 
agreement with the results of Bentley et al. (2018) who indicated that ULF 
wave power increases for increasing Vsw, strongly negative Bz, and increas-
ing perturbations in Nsw. Special reference should be made to the signifi-
cance of SW speed which is shown to be crucial for recent modeling efforts 
of the outer radiation belt electrons (Chu et al., 2021; Katsavrias et al., 2021; 
Smirnov et  al.,  2020). We must emphasize that even though geomagnetic 
indices, such as SYM-H and AE, have been shown to also correlate well with 

the DLL components, they are not used as inputs in this model. Beyond the discussed aim of this work another 
practical reason for this is the fact that these indices are not provided in near real-time and thus the model would 
lack the ability of estimating the DLL in a nowcasting or forecasting framework.

EMERALD provides estimations of the radial diffusion coefficients in a broad L* range [3–7] covering the outer 
radiation belt including the geosynchronous orbit. The two DLL components (electric and magnetic) are estimated 
separately but simultaneously, thus maintaining the coherency and interrelationship between them. The model, 
also provides energy (μ) dependence for the magnetic DLL in the (300–20,000 MeV/G) range. This is especially 
important for high μ values where 𝐴𝐴 𝐴𝐴

𝐵𝐵

𝐿𝐿𝐿𝐿
 is on average comparable or higher than 𝐴𝐴 𝐴𝐴

𝐸𝐸

𝐿𝐿𝐿𝐿
 and for periods with intense 

magnetospheric compression, where the total DLL can be dominated by the magnetic component even at low μ 
values (Katsavrias et al., 2022; Thanasoula et al., 2022).

Comparisons with established SE models show that EMERALD can successfully estimate the total DLL achieving 
equal and mostly higher performance. Thus, it can be used to optimally estimate the process of radial diffusion in 
radiation belt dynamics in conjunction with physics-based models. Finally, the probabilistic approach adopted for 
the model provides confidence levels of the DLL estimations. These are important in quantifying the uncertainties 
of the estimations, and moreover such outputs can be readily used in data assimilation tools, employed by many 
recent space weather prediction efforts.

Data Availability Statement
The DLL dataset used for the training of EMERALD can be found in https://synergasia.uoa.gr/modules/docu-
ment/index.php?course=PHYS120. The authors acknowledge the THEMIS/FGM and THEMIS/EFI teams for 
the use of the corresponding datasets which can be found online in http://themis.ssl.berkeley.edu/data_products/
index.php, the developers of the International Radiation Belt Environment Modeling (IRBEM) library and the 
NASA/GSFC's Space Physics Data Facility's OMNIWeb service in https://spdf.gsfc.nasa.gov/pub/data/omni/
high_res_omni/.
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