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Yu Zhou a, Andrey Polyakov a, Gang Zheng a
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Abstract

The attitude tracking problem for a full-actuated rigid body in 3D is studied using a system model based on Lie algebra
so(3). A nonlinear homogeneous controller is designed to track a smooth attitude trajectory in a finite/fixed time. A global
settling time estimate is obtained, which is easily adjustable by tuning the homogeneity degree. The input-to-state stability
of the control system with respect to measurement noises and additive perturbations is studied. Simulations illustrating the
performance of the proposed algorithm are presented.
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1 Introduction

The problem of rigid body attitude control is well-
known in a variety of applications such as satellites,
robots, and aerial/underwater vehicles. There are three
commonly-used global mathematical descriptions of the
rigid body’s attitude (orientation): Special Orthogonal
Group SO(3), quaternion, Lie algebra so(3) (also known
as exponential coordinates or Chevalley’s coordinates,
see Chaturvedi et al. (2011)). Indeed, the manifold
SO(3) consists of all possible rotation matrices in 3D
space. The quaternion also represents the global orien-
tation of a rigid body but with an ambiguity, which may
cause an unwinding phenomenon in attitude control
Wen and Kreutz-Delgado (1991). Lie algebra so(3) is
a minimal (three parameters) representation that con-
tains ambiguities, as it was stated in Stuelpnagel (1964)
that any representation with three parameters cannot
uniquely represent the global orientation of a rigid body.

Based on the above mentioned three representations,
different attitude control techniques have been devel-
oped in the literature. Notice that a topological struc-
ture of the group precludes the existence of continuous
time-invariant feedback control for a global asymp-
totic attitude stabilization Bullo and Murray (1995);
Chaturvedi et al. (2011); Mayhew and Teel (2013).

⋆ The material in this paper was partially presented at Eu-
ropean Control Conference 2022. Corresponding author Yu
Zhou.

Email addresses: yu.zhou@inria.fr (Yu Zhou),
andrey.polyakov@inria.fr (Andrey Polyakov),
gang.zheng@inria.fr (Gang Zheng).

Several switching-based algorithms of a global asymp-
totic/exponential attitude control design have been
developed for the system described by quaternions (see,
e.g., Mayhew et al. (2011);SO(3) group (see, e.g., May-
hew and Teel (2013), Lee (2015), Berkane et al. (2017))
and the Lie algebra so(3) (see, e.g., Bharadwaj et al.
(1998) and Yu and Ding (2016)).

A non-asymptotic (i.e. finite/fixed-time) attitude con-
trol of rigid body has also been intensively studied in
the last decade. However, due to the topological con-
straint, non-asymptotic stabilization and robustness
analysis on the manifold SO(3) are not trivial. Thus,
most of non-asymptotic attitude control algorithms are
currently based on quaternion and Lie algebra so(3).
There are two approaches to non-asymptotic attitude
control design: direct Lyapunov methods (see, e.g., Zou
(2013), Huang et al. (2018), Chen et al. (2018), Zou
et al. (2020)) and homogeneity-based methods. The
direct Lyapunov methods provide an estimate of the
settling time but it involves a complicated Lyapunov
construction. Homogeneity-based methods simplify the
design of finite-time control because an asymptotically
stable homogeneous system with a negative degree is
finite-time stable. Several attitude controllers inspired
by the ideas of homogeneity can be found in the litera-
ture. They provide local ( Guo et al. (2019), Gui et al.
(2015)) and global (Du and Li (2012), Gui and Vukovich
(2016), Shi et al. (2018)) stabilization, and combined
with sliding mode algorithms in (Zhu et al. (2011),
Tiwari et al. (2015), Shi et al. (2017), Guo et al. (2019)).

The mentioned homogeneity-based finite-time global
attitude control design follows the idea of combining
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a negative-degree locally homogeneous feedback with
globally asymptotically stabilizing algorithm Hong et al.
(2001). The main drawbacks of this approach are the
absence of a settling time estimate, the sophisticated
Lyapunov analysis, and the impossibility of fixed-time
stabilization. The aforementioned observation moti-
vates us to develop a new homogeneity-based attitude
control.

Continuous homogeneous control systems inRn have the
following advantages: finite-time and fixed-time conver-
gence rates, Bhat and Bernstein (2005), Andrieu et al.
(2008); local stability is equivalent to global one even in a
nonlinear case, Zubov (1958), Rosier (1992); homogene-
ity ensures robustness with respect to a larger class of
uncertainties Ryan (1995), Hong (2001), Andrieu et al.
(2008); an elimination of an unbounded peaking effect,
(Polyakov, 2020, Chapter 1) and a reduction of over-
shoots (Polyakov and Krstic (2023)).

The aim of this paper is to develop a homogeneous
attitude control on Lie algebra. However, the global
model on Lie algebra so(3) is a specific impulsive sys-
tem (Bharadwaj et al. (1998)). The jump behavior may
destroy the above mentioned advantages. There are few
studies on the impulsive homogeneous system and its
stability (e.g., Tuna and Teel (2006), Goebel and Teel
(2008), Forni and Teel (2010)), but they require the
scaling invariance of jump set (i.e., if the state in the
jump set, then the arbitrarily scaled state must remain
in the jump set). This condition is not satisfied in the
case of attitude control. This motivates us to study
a specific class of impulsive system that admits an
analysis based on the homogeneous implicit Lyapunov
function method Polyakov et al. (2015). To the best of
authors’ knowledge, no research has been done for this
class of systems before.

For homogeneous control design, the implicit Lyapunov-
function-based methods Adamy and Flemming (2004),
Korobov (1979) are well-developed for robust homoge-
neous finite/fixed-time stabilization of continuous-time
linear control systems (Polyakov et al. (2015), Polyakov
(2020), Zimenko et al. (2020)), this paper extends the
mentioned control technique to a nonlinear (impulsive)
system and applies it to an attitude control design. The
main contributions of our work are as follows.

• The homogeneous implicit Lyapunov function method
is extended to a specific class of impulsive systems such
that various convergence rates (finite-time, exponen-
tial or nearly fixed-time) can be assessed by a proper
selection of the homogeneity degree. An estimate of a
convergence time is given.

• A homogeneous attitude control for global attitude
tracking is developed using the implicit Lyapunov
function technique. The design procedure repeats the
linear control case but allows the tracking error to
converge to zero in a finite/fixed time or exponentially

dependently of the homogeneity degree. The conver-
gence time is estimated. The homogeneous algorithm
becomes the classical linear PD controller (see e.g.,
Bullo and Murray (1995), Yu and Ding (2016)) in a
particular case.

• Globally fixed-time stable attitude controller is de-
signed by a commutation of two homogeneous con-
trollers as in Polyakov et al. (2015). Robustness (
Input-to-State Stability) of the closed-loop system
with respect to various perturbations is studied.

A preliminary version of this work has been presented at
European Control Conference, Zhou et al. (2022), where
local homogeneous attitude control has been developed.
The present paper extends this local result to a global
homogeneous attitude controller. The paper is organized
as follows. The problem of attitude tracking is stated in
Section 2. In Section 3, some preliminaries about gener-
alized homogeneous stabilization and new results about
homogeneous stabilization of linear impulsive systems
are given. A homogeneous attitude tracking control is
designed in Section 4. The performance and robustness
of the developed control algorithm are demonstrated in
Section 5 in numerical simulations. Some properties of
SO(3) group and so(3) algebra are given in Appendix.

Notation

R is the field of reals, R+ = {x ∈ R : x ≥ 0}; | · | is the
Euclidean norm in Rn ; 0 denotes the zero element of
a vector space; diag {λi}ni=1 is the diagonal matrix with
elements λi;P ≻ 0(≺ 0,⪰ 0,⪯ 0) for P ∈ Rn×n means
that the matrix P is symmetric and positive (negative)
definite (semi-definite); C(X,Y ) denotes the space of
continuous functions X 7→ Y , where X,Y are subsets
of normed vector spaces; Cp(X,Y ) is the space of func-
tions continuously differentiable at least up to the or-
der p; λmin(P ) and λmax(P ) represent the minimal and
maximal eigenvalue of a matrix P ; for P ⪰ 0 the square
root of P is a matrix M = P

1
2 such that M2 = P ;

SO(3) ⊂ R3×3 is a special orthogonal group (see Ap-
pendix) and so(3) is the corresponding Lie algebra con-
sisting of the skew-symmetric 3 × 3 matrices; the map-

ping (·)∧ : R3 7→ so(3) is given by x∧ =
[

0 −x3 x2
x3 0 −x1
−x2 x1 0

]
,

where x= [x1, x2, x3]
⊤ ∈ R3, and (·)∨ : so(3) 7→ R3 is

the inverse mapping to (·)∧; Exp(·) = exp((·)∧) defines
a mapping from R3 to SO(3), Log(·) = (log(·))∨ defines
a mapping from SO(3) to R3, where exp and log are the
matrix exponential and the matrix logarithm, respec-
tively;K denotes a class of continuous strictly increasing
positive definite functions R+ 7→ R+ with α(0) = 0. KL
denotes a continuous function β : R+ × R+ 7→ R+, if,
for each fixed s, β(·, s) ∈ K and for each fixed r, β(r, ·)
is strictly decreasing to zero.Bn[r] = {x ∈ Rn : |x| ≤ r}
and Bn(r) = {x ∈ Rn : |x| < r} denote the closed ball
and open ball of the radius r on Rn. ∂C and C denote
the boundary and closure of an open set C ∈ Rn. L∞
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denotes the function space that its elements are the es-
sentially bounded measurable function. For f ∈ L∞,
∥f∥∞ = inf {c ∈ R≥0 : |f(x)| ≤ c for almost every x}.

2 Problem statement

The dynamics of a fully-actuated rigid body rotation
motion is governed by the following nonlinear differential
equation (see, e.g. Bharadwaj et al. (1998)):

Ṙ = Rω∧, t > 0, R(0) = R0, (1a)

ω̇ = J−1 (−ω × Jω +M) , ω(0) = ω0, (1b)

where R(t) ∈ SO(3) is the rotation matrix with respect
to the inertial frame, ω ∈ R3 is the angular velocity
expressed in body frame, J ∈ R3×3 is the inertia matrix
with respect to rigid body’s mass center, M(t) ∈ R3 is
the torque expressed in body frame (control input).

This paper investigates how to design a feedback con-
troller M that can ensure a global uniform finite/fixed-
time attitude tracking, i.e.,

∀R0∈SO(3),∀ω0 ∈ R3,∃T ∈R+ : R(t)=Rd(t),∀t≥T,

where T is independent of R0, ω0 in the fixed-time case.
For this purpose, this paper adopts the so-called implicit
generalized homogeneous algorithms (Polyakov (2020),
Zimenko et al. (2020)) to treat the global finite/fixed
time attitude trajectory tracking problem, since they
can ensure faster (finite/fixed-time) convergence, better
robustness, less overshoots.

3 Homogeneous Stabilization

In this section, we briefly recall some fundamental con-
cepts of generalized homogeneous control design.

3.1 Linear dilations in Rn

By definition, the homogeneity is a dilation symmetry
Zubov (1958), Kawski (1991), Fischer and Ruzhansky
(2016), Polyakov (2020), and the dilation (see Husch
(1970); Kawski (1991)) in a normed vector space is a one-
parameter group d(s), s ∈ R of transformations satisfy-
ing the limit property lims→±∞ ∥d(s)x∥ = e±∞,∀x ̸= 0,
where ∥ · ∥ is a norm in Rn. In the general case, the dila-
tion may not be a Lie (continuous) group. In this paper
we deal only with the linear (geometric) dilation in Rn

which is defined as follows

d(s) = esGd :=

+∞∑
i=0

siGi
d

i! , s ∈ R, (2)

where Gd ∈ Rn×n is an anti-Hurwitz 1 matrix being the
generator of the dilation d. A dilation d is monotone if

1 A matrix Gd ∈ Rn×n is anti-Hurwitx if −Gd is Hurwitz.

s 7→ ∥d(s)x∥ is a strictly increasing function for any x ̸=
0. It is worth noting that monotonicity of the dilation
may depend of the norm ∥ · ∥ in Rn. Also, any linear
dilation in Rn is monotone Polyakov (2020) provided
that the norm in Rn is defined as follows

∥x∥ =
√
x⊤Px, PGd +G⊤

dP ≻ 0, P ≻ 0. (3)

The linear dilation introduces an alternative norm topol-
ogy in Rn by means of a homogeneous norm (see, e.g.,
Grüne (2000)).

Definition 1 The scalar-valued function ∥ · ∥d : R 7→
[0,∞) defined as ∥0∥d = 0 and

∥u∥d = esu ,where su ∈ R : ∥d(−su)x∥ = 1,

is called the canonical d-homogeneous norm inRn, where
d is a monotone dilation in Rn.

For any linear monotone dilation in Rn, the canonical
homogeneous norm is continuous on Rn and locally Lip-
schitz continuous on Rn\{0}. Moreover, it is differen-
tiable on Rn\{0} :

∂∥x∥d

∂x = ∥x∥d x⊤d⊤(− ln ∥x∥d)Pd(− ln ∥x∥d)
x⊤d⊤(− ln ∥x∥d)PGdd(− ln ∥x∥d)x

(4)

provided that the canonical homogeneous norm is in-
duced by the Euclidean norm (3). Below we use the
canonical homogeneous norm as an implicit Lyapunov
function for an analysis impulsive locally homogeneous
systems and define the d-homogeneous projector on the
unit sphere (Polyakov, 2020, p. 159) as follows

πd(x) = d(− ln ∥x∥d)x, x ̸= 0. (5)

Indeed, for any x ̸= 0, by definition of the canonical
homogeneous norm, we have ∥πd(x)∥ = 1.

3.2 Homogeneous Systems

Definition 2 Kawski (1991) A vector field f : Rn →
Rn (resp. a function h : Rn → R) is said to be d-
homogeneous of degree µ ∈ R if

f(d(s)x) = eµsd(s)f(x), (resp. h(d(s)x) = eµsh(x)),

∀x ∈ Rn, ∀s ∈ R, where d is a linear dilation in Rn.

Any d-homogeneous system

ẋ = f(x), t > 0, x(0) = x0 ∈ Rn (6)

is diffeomorphic on Rn\{0} and homeomorphic on Rn to
a standard homogeneous system (Polyakov (2020)). The
following result is the straightforward corollary of the
Zubov-Rosier Theorem (Zubov (1958), Rosier (1992)).

Theorem 1 Let a continuous vector field f : Rn 7→ Rn

be a d-homogeneous of degree µ ∈ R. The system (6)
is globally uniformly asymptotically stable if and only if
there exists a positive definite d-homogeneous function
V : Rn 7→ [0,+∞) such that V ∈ C (Rn)∩C1 (Rn\{0}),
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V̇ (x) ≤ −ρV 1+µ(x), ∀x ̸= 0, ρ > 0. Moreover, the sys-
tem (6) is globally uniformly finite-time stable for µ < 0;
globally uniformly exponentially stable for µ = 0; globally
uniformly nearly fixed-time stable for µ>0.

More details about finite/nearly fixed-time stability and
their differences with respect to other stability concepts
are given in Definition 3 in Appendix.

4 Main results

In this section we design a global homogeneous attitude
control. First, we study the problem of homogeneous
stabilization of a class of impulsive systems. Then we
apply the obtained results to design global homogeneous
controller for an attitude control of rigid body, based
on the fact that system (1) can be re-formulated as an
impulsive system on Lie algebra so(3).

4.1 Homogeneous Lyapunov function for Impulsive
Nonlinear Systems

Let us consider the following impulsive system{
ẋ = f(t, x), x− ∈ C,
x = Πx−, x− ∈ D,

(7)

where t > t0, x ∈ Rn, f ∈ C(Rn+1,Rn), the matrix Π ∈
Rn×n defines a linear reset map, x− = limh→0− x(t+h),

C={x∈Rn :g1(x)<0},D=
{
x∈Rn : g1(x)=0,

g2(x)>0

}
(8)

are subsets of Rn, g1, g2 ∈ C1(Rn,R). Inspired by Hes-
panha et al. (2008), a solution of (7) is a right-continuous
function x satisfying the differential equation almost ev-
erywhere, belonging to C almost everywhere and having
left limits at each t > t0. The following theorem pro-
vides a sufficient condition for the existence of solutions
and a finite/fixed-time stability analysis of the impulsive
system (7) by means of implicit homogeneous Lyapunov
function designed for the impulse-free system.

Theorem 2 Let C given by (8) be an open connected set
such that 0 ∈ C, ΠD ⊂ ∂C\D,

∂g1
∂x f(t, x) < 0, ∀x ∈ ∂C\D, ∀t ∈ R (9)

and for any r > 0 there exists γ > 0 such that

∂g1
∂x f(t, x)≤0, ∂g2

∂x f(t, x)≤−γ, ∀x∈∂D∩Bn[r], ∀t∈R.
(10)

Let the canonical homogeneous norm induced by the
weighted Euclidean norm (3) be a local Lyapunov func-
tion V (x) = ∥x∥d of the impulse-free system ẋ = f(t, x)
satisfying

∂V
∂x f(t, x) ≤ −ρV 1+µ(x), ∀x ∈ C\{0},∀t ∈ R, (11)

where µ ∈ R and ρ > 0. If

GdΠ = ΠGd, (12)

y⊤Π⊤PΠy ≤ 1, ∀y ∈ πd(D) (13)
then the closed-loop impulsive system (7) is

• uniformly finite-time stable for µ < 0 and

x(t) = 0, ∀t ≥ t0 +
∥x(t0)∥−µ

d

−ρµ ,∀x(t0) ∈ C,∀t0 ∈ R;

• uniformly exponentially stable for µ = 0 and

∥x(t)∥d ≤ ∥x(t0)∥d

eρ(t−t0) , ∀t ≥ t0,∀x(t0) ∈ C,∀t0 ∈ R;

• uniformly nearly fixed-time stable for µ > 0,

∥x(t)∥d≤r, ∀t≥ t0 +
1

ρrµ ,∀r>0,∀x(t0)∈C,∀t0∈R.

Proof : Since f ∈ C(Rn+1,Rn), C is an open connected
set and D ⊂ ∂C, then for any initial value x(t0) ∈
C, t0 ∈ R the impulsive system (7) has a solution de-
fined as long as x− /∈ ∂C and |x−| < +∞. The condi-
tion (9) implies that for any t ∈ R and any y ∈ ∂C\D,
the vector field f(t, y) is oriented inside the open con-
nected set C, so ∂C\D is a repealing set of the system
(7). Hence, for any initial value x(t0) ∈ C\D the system
H has a solution x(t) (belonging to C for t > t0) as long
as x− /∈ D and |x−| < +∞. Similarly, the condition (10)
guarantees that for any y ∈ ∂D the vector field f(t, y)
is oriented inside the set C\{D}. So, for any initial value
x(t0) ∈ C\D the system (7) has a solution x(t) (belong-
ing to C for t > t0) as long as x− /∈ D and |x−| < +∞.
Since ΠD ⊂ ∂C\D then ΠD ∩ D = ∅ and there are no
multiple values at the instant of jump and the solution
enters in C after the jump, so it can be continuously pro-
longed till the next jump. Let tk with k = 1, 2, ... denote
time instances such that x−(tk) ∈ D. Let us prove that
the sequence tk does not have an accumulation point.
Suppose the contrary, tk → t∗ ̸= +∞ as k → +∞
provided that x(t) is uniformly bounded ∥x(t)∥ < r on
[t0, t

∗]. Since the solution is continuous and uniformly
bounded between jumps, then due to continuity of f ,
its derivative is uniformly bounded ∥ẋ(t)∥ ≤ p, ∀t ∈
(tk, tk+1), where p = maxt∈[t0,t∗],x∈Bn[r]) ∥f(t, x)∥.Thus
δk = x−(tk+1)− x(tk) =

∫ tk+1

tk
ẋ(τ)dτ → 0 as k → +∞.

By Bolzano-Weierstrass Theorem there always exists a
subsequence tki such that x−(tki) → x∗ ∈ D ∩Bn[r] as
i → +∞. In this case, Πx−(tki) → Πx∗ as i → +∞.
Since Πx−(tki) = x−(tki+1) − δki and δki → 0 as i →
+∞ then Πx∗ = x∗∗ := limi→+∞ x−(t−ki

) ∈ D ∩ Bn[r].

Notice that x∗ ∈ ∂D ∩ Bn[r], otherwise Πx∗ = x∗∗ ∈
∂C\D, but this contradicts to x∗∗ ∈ D. The condition
(10) together with the continuity of f and the smooth-
ness of g2 imply that for a sufficiently small δ > 0 we
have ∂g2

∂x f(t, x) ≤ −γ/2 for all x ∈ (∂D∩Bn[r])+̇Bn[δ],

where +̇ denotes the geometric sum of sets. Moreover,
there exists ir ∈ N such that for all i ≥ ir we have
x(t) ∈ x∗+̇Bn[δ],∀t ∈ (tki , tki+1). Taking into account
g2(x(tki

) < 0 we derive g2(x
−(tki+1)) = g2(x(tki

) +∫ tki+1

tki

∂g2
∂x ẋdt < 0. This contradicts to x−(tki+1) ∈ D.

Therefore, any initial value x(t0) ∈ C, t0 ∈ R the system
(7) has a solution defined as long as ∥x−∥ < +∞.
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For any x(t0) ∈ C, due to the condition (11) and the
above explanations, the function t 7→ V (x(t)) decreases
for t > t0 as long as x− /∈ D. On the one hand, since

d(s) = eGds =
∑∞

k=0
skGk

d

k! , then the identity (12) im-
plies that:

d(s)Π = Πd(s), ∀s ∈ R. (14)

On the other hand, the Lyapunov function V (x) = ∥x∥d
decreases during the jump if ∥x∥d ≤ ∥x−∥d. The latter

is equivalent to ∥x∥d

∥x−∥d
= ∥d(− ln ∥x−∥d)x∥d ≤ 1 and to

x⊤d⊤(− ln ∥x−∥d)Pd(− ln ∥x−∥d)x ≤ 1. (15)

Denoting s− = ln ∥x−∥d and using (14), we derive

x⊤d⊤(−s−
)
Pd

(
−s−

)
x=(Πx−)⊤d⊤

(
−s−

)
Pd

(
−s−

)
Πx−

=
(
x−)⊤ d⊤ (

−s−
)
Π⊤PΠd

(
−s−

)
x−, x−∈D.

(16)
Since ∥d(−s−)x−∥d = 1 then d(−s−)x− ∈ πd(D),
where πd(D) is the d-homogeneous projection of the
set D on the unit sphere. It is well defined since 0 /∈ D.
Therefore, the condition (13) and the identity (16) im-
ply the inequality (15), or equivalently, ∥x∥d ≤ ∥x−∥d
for any x− ∈ D. The latter means that the function
t 7→ V (x(t)) is monotone decreasing along any trajectory
x(t) of the system and the sequence tk of time instances
(of jumps) has no accumulation points (see the above
explanations). In this case, the inequality (11) holds
almost everywhere along the trajectory of the system

and the inequality V (x(t)) ≤ V (0)− ρ
∫ t

0
V 1+µ(x(τ))dτ

is fulfilled due to monotonicity of t 7→ V (x(t)). Hence,
we conclude that (−µ)−1(V −µ(x(t))− V −µ(x0)) ≤ −ρt
for µ ̸= 0 and V (x(t))≤ e−ρtV (x0) for µ=0. The proof
is complete. □

Notice that, the existence of a Lyapunov function in the
form of a canonical homogeneous norm is not a conser-
vative condition for the class of stable d-homogeneous
vector fields f (see, Polyakov (2020) for more details).
Theorem 2 can also be utilized for non-homogeneous vec-
tor fields, which are close to homogeneous in some sense.
Below, we investigate the stability of a specific impulsive
system, which is common in practice of attitude control.

Remark 1 If x ∈R2n, u ∈Rn, Gd = diag(g1In, g2In),

g1 > 0, g2 > 0, P =
[
p11In p12In
p12In p22In

]
, pi,j > 0, ∀i, j ∈ N≤2,

Π =
[−In 0

0 In

]
, C = {x ∈ R2n : x⊤H⊤Hx < r}, D ={

x ∈ R2n : x⊤H⊤Hx = r, x⊤Qx > 0
}
, where r > 0 is a

constant, and Q=
[

0 In
In 0

]
and H ∈ Rn is an arbitrary

non-zero matrix, then ΠD ⊂ ∂C\D and the conditions
(12) and (13) are fulfilled.

Proof : The identity Π⊤QΠ = −Q implies that ΠD ⊂
∂C\D. On the one hand, for Gd = diag(g1In, g2In) we
haveGdΠ=ΠGd. On the other hand, if x = [x⊤

1 , x
⊤
2 ]

⊤ ∈
D, then x⊤Qx = 2x⊤2x1 = 2x⊤1x2 > 0. In this case, for
p11 > 0, p12 > 0, p22 > 0, we derive

x⊤Π⊤PΠx = p11x
⊤
1 x1 − 2p12x

⊤
1 x2 + p22x

⊤
2 x2 ≤

p11x
⊤
1 x1 + 2p12x

⊤
1 x2 + p22x

⊤
2 x2 = x⊤Px.

Since y ∈ {πd(x),∀x ∈ D}, according to the latter in-
equality, we have y⊤Π⊤PΠy ≤ y⊤Py. Then, the def-
inition of canonical homogeneous norm indicates that
∥y∥ = ∥d(− ln ∥x∥d)x∥ = 1, we have y⊤Π⊤PΠy ≤ 1.
Thus, we conclude that the condition (13) is fulfilled as
well. □

4.2 Global Homogeneous Attitude Control

The linear dilations, as well as the generalized homo-
geneity, are introduced for normed vector spaces, there-
fore the SO(3) group does not admit a dilation in the
above sense. So, the homogeneity-based control cannot
be introduced directly for the model (1a). However, the
Lie algebra so(3) is equivalent to a vector space, so the
homogeneous control can be designed for a model ex-
pressed in terms of the exponential coordinates, which
will be discussed below.

4.2.1 Global Attitude Dynamics on Lie Algebra so(3)

Let us introduce an attitude tracking error

Re = RR⊤
d = eθ

∧
e = Exp(θe) (17)

whereRd ∈ C2 (R+, SO(3)) represents a desired smooth
attitude trajectory and θe ∈ R3. For a given smooth
trajectory, the attitude error dynamics can be derived
in the exponential coordinates, and the relation between
θe and ωe is (see, e.g., Chirikjian (2012))

θ̇e = J−1
r ωe, (18)

where Jr = Jr(θe) is the right Jacobian defined in (37),

ωe = Rd (ω − ωd) and ωd = (R⊤
d Ṙd)

∨ is the desired
angular velocity in body frame. The error θe ∈ B3[π] can
capture all elements ofRe, but the ambiguity appears on
the sphere

{
θe ∈ R3 : |θe| = π

}
. The map from SO(3)

to so(3) is a bijection when θe ∈ B3(π), to complete the
dynamics on B3[π] × R3, a jump mechanism θe = −θ−e
is introduced for |θ−e | = π and d

dt |θ
−
e | > 0 (see Appendix

or Bharadwaj et al. (1998) for more details).

Given a smooth attitude trajectory Rd, the global error
dynamics of (17) can be then formulated as an impulsive
system (Bharadwaj et al. (1998)){

ξ̇ =
[
0 J−1

r
0 0

]
ξ +Bu, ξ− ∈ C,

ξ = Πξ−, ξ− ∈ D,
(19)

with ξ =
[
θe
ωe

]
, D =

{
ξ ∈ B3[π]× R3 : ξ⊤H⊤Hξ = π2

and ξ⊤Qξ > 0
}
, C = B3(π)× R3, where H =

[
I3 0
0 0

]
,

B = [0, I3]
⊤, the matrices Π and Q are as described in

Corollary 1 with n = 3. Then u = ω̇e denotes the virtual
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stabilizing control that needs to be designed. Since (1)
is equivalent to (19), so the asymptotic stability of (19)
implies R → Rd and ω → ωd as ξ → 0.

4.3 Homogeneous attitude control on so(3)

As stated in the introduction, there is no continuous
time-invariant feedback control for global asymptotic at-
titude stabilization. The jump behavior of (19) reveals
this statement. A continuous feedback may generate a
discontinuous signal due to the state jump.

Theorem 3 Let

uhom=∥ξ∥1+µ
d Kd(− ln ∥ξ∥d)ξ, ξ =

[
θ⊤e , ω

⊤
e

]⊤
(20)

be a d-homogeneous controller with µ ∈ [−1, 1), K =
[−K1 − k2I3], 0 ≺ K1 ∈ R3×3, k2 > 0, the dilation
d(s) = esGd , s ∈ R, the canonical homogeneous norm

induced by the Euclidean norm
√
ξ⊤Pξ and

Gd=
[
(1−µ)I3 0

0 I3

]
, P =

[
I3 εI3
εI3 K−1

1

]
, 0<ε<min{ϵµ, ϵ̃}, (21)

ϵµ=
2(1−µ)

1
2

(2−µ)λ
1
2
max(K1)

, ϵ̃= 4k2

2cλmax(K1)+k2
2
, c= max

|θe|≤π
λmax(J

−1
r +

J−⊤
r ). Then the impulsive system (19) with u = uhom is:

• globally uniformly finite-time stable for µ < 0:
ξ(t) = 0, ∀t ≥ ∥ξ(0)∥−µ

d /(−µρ̃);
• globally uniformly exponentially stable for µ = 0:

∥ξ(t)∥d ≤ e−ρ̃t∥ξ(0)∥d, ∀t ≥ 0;
• globally uniformly nearly fixed-time stable for µ > 0:

∥ξ(t)∥d ≤ r, ∀t ≥ 1
ρ̃µrµ ,∀r > 0;

ρ̃ =

λmin

(
P

−
1
2

[
2εK1 εk2

εk2 2k2K
−1
1 −εcI3

]
P

−
1
2

)
λmax(P 1/2GdP−1/2+P−1/2G⊤

d
P 1/2)

. (22)

Moreover, the selection

M=J
[
R⊤

d uhom− ω∧
d ω+ω̇d

]
+ ω×Jω (23)

where ω̇d=
d
dt (R

⊤
d Ṙd)

∨=(R⊤
d R̈d−(ω∧

d )
2)∨ ∈ C(R+,R3),

solves the finite-time attitude tracking problem for the
system (1a) and (1b) if µ < 0.

Proof : For ωe = Rd(ω − ωd) we derive

ω̇e = Rdω
∧
d (ω − ωd) +Rd(ω̇ − ω̇d). (24)

Since ω∧
d ωd = 0, then using (1b) and (23) we obtain

ω̇e = uhom and the dynamics of the closed-loop system
becomes (19) with u = uhom. The dilation d is monotone
since PGd+G⊤

dP ≻ 0⇔2(1− µ)I3− 1
2ε

2(2−µ)2K1 ≻ 0,

P ≻ 0 ⇔ K−1
1 ≻ ε2. The latter inequalities hold for ε <

ϵµ. For the Lyapunov function candidate V (ξ) = ∥ξ∥d,
we have

d
dt∥ξ∥d=∥ξ∥d ξ⊤d⊤(−sξ)Pd(−sξ)ξ̇

ξ⊤d⊤(−sξ)PGdd(−sξ)ξ
, ∀ξ−∈C. (25)

Hence, using the representation

ξ⊤d⊤(−sξ)Pd(−sξ)ξ̇ =

[
∥ξ∥µ−1

d
θe

∥ξ∥−1
d

ωe

]⊤
P

[
∥ξ∥µ−1

d
θ̇e

∥ξ∥−1
d

ω̇e

]
= ∥ξ∥2(µ−1)

d θ⊤e J
−1
r ωe + ε∥ξ∥µ−2

d ω⊤
e J

−1
r ωe

+ εθ⊤e

(
−∥ξ∥3µ−2

d K1θe − ∥ξ∥2(µ−1)
d k2ωe

)
+ ω⊤

e K
−1
1

(
−∥ξ∥2µ−2

d K1θe − ∥ξ∥µ−2
d k2ωe

)
=−ε∥ξ∥3µ−2

d θ⊤e K1θe+∥ξ∥µ−2
d ω⊤

e (εJ
−1
r −k2K

−1
1 )ωe

+ ∥ξ∥2(µ−1)
d θ⊤e (J

−1
r − (εk2 + 1)I3)ωe

where sξ = ln ∥ξ∥d, we derive

d
dt∥ξ∥d=∥ξ∥1+µ

d
ξ⊤d⊤(−sξ)W0d(−sξ)ξ
ξ⊤d⊤(−sξ)PGdd(−sξ)ξ

, ξ−∈C (26)

where W0 =

[
−εK1

1
2 (J

−1
r −(εk2+1)I3)

∗ ε
J
−1
r +J

−⊤
r

2 −k2K
−1
1

]
. Taking into ac-

count the form of J−1
r given by (37) we conclude

θ⊤e J
−1
r ωe = θ⊤e ωe. (27)

Since J−1
r is bounded for |θe| ≤ π, then

d
dt∥ξ∥d≤

∥ξ∥1+µ
d

ξ⊤d⊤(−sξ)Wd(−sξ)ξ

ξ⊤d⊤(−sξ)(PGd+G⊤
d
P )d(−sξ)ξ

, ξ−∈C, (28)

where W =
[
−2εK1 −εk2I3
−εk2I3 εcI3−2k2K

−1
1

]
and c is defined in the

statement of Theorem 3. Using Schur Complement we
deriveW ≺ 0 if ε < ϵ̃. Therefore, for ε < min {ϵµ, ϵ̃} , we
have P ≻ 0,W ≺ 0. Using the definition of the canonical
homogeneous norm, we obtain ξ⊤d⊤(−sξ)Pd(−sξ)ξ =
1 and

V̇ ≤ −ρ̃∥ξ∥1+µ
d , ξ− ∈ C\{0}. (29)

In the view of Remark 1, to complete the proof by ap-
plying Theorem 2, we just need to show that conditions
(9) and (10) are fulfilled for g1(ξ) = θ⊤e θe − π2 and
g2(ξ) = ω⊤

e θe. Indeed, for ξ ∈ ∂C\D we have g2(ξ) < 0
and

∂g1
∂ξ f(ξ, t) = 2θ⊤e J

−1
r ωe = 2θ⊤e ωe < 0, ξ ∈ ∂C\D

but for ξ ∈ ∂D we have g1(ξ) = θ⊤e θe − π2 = 0, g2(ξ) =
ω⊤
e θe = 0, and

∂g1
∂ξ f(ξ, t) = 2θ⊤e J

−1
r ωe = 2θ⊤e ωe = 0, ξ ∈ ∂D,

∂g2
∂ξ f(ξ, t)=2ω⊤

e J
−1
r ωe+2∥ξ∥µ+1

d θ⊤e Kd(−sξ)ξ, ξ ∈ ∂D.

For θ⊤ωe = 0, using (37), we derive ω⊤
e J

−1
r ωe = |ωe|2 +

ω⊤
e

(
θ∧
e

|θe|

)2

ωe = ω⊤
e

θeθ
⊤
e

|θe|2 ωe = 0. Since θ⊤e Kd(−sξ)ξ =

−∥ξ∥µ−1
d θ⊤e K1θe − ∥ξ∥−1

d k2θ
⊤
e ωe, then

∂g2
∂ξ f(ξ, t) = −∥ξ∥2µd θ⊤e K1θe < 0, ξ ∈ ∂D.

Taking into account the equivalence of Euclidean norm
and the canonical homogeneous norm, we conclude that
for any ∀r ∈ R+ there exists γ > 0 such that

∂g2
∂ξ f(ξ, t) < −γ, ξ ∈∂D ∩Bn[r].

The proof is complete. □
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Due to the monotone decay of the Lyapunov function,
the states of the closed-loop system (23) and (19) will
eventually enter an invariant set (a neighborhood of the
origin). For any bounded initial condition, the system
trajectory state will have a finite number of jumps (see
the proof of Theorem 2). Clearly, for µ < 0, finite-time
convergence to the origin is guaranteed but the settling
time depends on the initial states; for µ > 0 the algo-
rithm ensures a fixed-time convergence to a neighbor-
hood of the origin independently of the initial state of
the system. Using a commutation of the homogeneous
controller (as in Polyakov et al. (2015)), a global fixed-
time stabilization of tracking error at zero can be guar-
anteed. The nearly fixed-time controller in Theorem 3 is
a supporting result for the following fixed-time control
design.

Corollary 1 (Fixed-time stabilization) Let −1 ≤
µ2 < 0 < µ1 < 1, K = [−K1 − k2I3], 0 ≺ K1 ∈
R3×3, k2 ∈ R+and

ufxt =

{
∥ξ∥1+µ1

d1
Kd(− ln ∥ξ∥d1)ξ if ξ⊤Pξ≥1,

∥ξ∥1+µ2

d2
Kd(− ln ∥ξ∥d2

)ξ if ξ⊤Pξ≤1,
(30)

where the dilationsd1,d2 and the canonical homogeneous
norms ∥ · ∥d1 , ∥ · ∥d2 are defined as in Theorem 3 for
µ = µ1 and µ = µ2, respectively, but the matrix P is
defined as in Theorem 3 with ε ∈ (0,min{ϵµ1 , ϵµ2 , ϵ̃}).
Then the impulsive system (19) with u = ufxt is globally
uniformly fixed-time stable:

∀ξ(t) = 0, ∀t ≥ 1
−ρ̃2µ2

+ 1
ρ̃1µ1

,

where ρ̃1 > 0 and ρ̃2 > 0 are defined by the formula
(22) with µ = µ1 and µ = µ2, respectively. Moreover,
the selection of M in the form (23) replacing uhom with
ufxt solves the fixed-time attitude tracking problem for
the system (1a) and (1b).

Proof : Since ξ⊤Pξ = 1 (resp., ≤ 1, ≥ 1) is equiva-
lent to ∥x∥d1

= 1 (resp., ≤ 1,≥ 1) and it is equiva-
lent to ∥x∥d2

= 1 (resp., ≤ 1,≥ 1), then, in both cases
µ = µ1 and µ = µ2, the unit ball {ξ : ξ⊤Pξ ≤ 1} is
a strictly positively invariant and globally uniformly at-
tractive set of the system (19) with the homogeneous
control (20). So, when ξ⊤(t)Pξ(t) ≤ 1 and µ = µ1 > 0,

due to the estimate V̇ ≤ −ρ̃1V
1+µ (see the proof of The-

orem 3) and the nearly fixed-time stability, any trajec-
tory of the closed-loop system (19) with (30) converges
to the unit ball in a fixed time independent of the initial
time. Namely, ∥ξ(t)∥d2

≤ 1, ∀t ≥ T1 = 1
ρ̃1µ1

. The lat-

ter means that ξ⊤(t)Pξ(t)≤ 1 for all t ≥ T1. When the
state lies inside the unit ball, we have µ = µ2 < 0. Ac-
cording to Theorem 3, the closed-loop system (19) with
(30) converges to zero in finite time. Thus, the system
converges to zero in a fixed time, and ξ(t) = 0 for all
t≥T1+

1
−ρ̃2µ2

independently of the initial state ξ(0). □

The switching control (30) combines two homogeneous

controllers Polyakov et al. (2015) to guarantee a global
fixed-time tracking. Since ∥ξ∥d1 = ∥ξ∥d2 = 1 for
ξ⊤Pξ = 1 and d1(0) = d2(0) = I6, then the control
ufxt is continuous on {ξ : ξ⊤Pξ = 1}.

4.4 Robustness analysis of homogeneous controller

Any control system is subjected to perturbations and
measurement noises in practice. In this case, it is impor-
tant to investigate its robustness in the sense of Input-
to-State Stability (ISS), Sontag (1989), Hespanha et al.
(2008). Below we also prove the so-called finite-time and
fixed-time ISS developed in Hong et al. (2010), Lopez-
Ramirez et al. (2020), Aleksandrov et al. (2022). Notice
that the noised measurement of R ∈ SO(3) can be mod-
eled as follows

R̃ = dRR,

where R̃ ∈ SO(3) is a measured/estimated rotation ma-
trix, and dR ∈ SO(3) models measurement noise on
SO(3). In this case, we derive

θ̃∧e = log(dRRR⊤
d ) = log(Re) + log(dR) = θ∧e + log(dR),

i.e. the model of measurements in exponential coordi-
nates (on the Lie algebra so(3)) includes the noise in the
additive manner. So, the perturbed closed-loop attitude
control system can be modeled as follows{

ξ̇=Ãξ+Bu(ξ + δ1)+δ2, ξ− ∈ C,
ξ = Hξ−, ξ− ∈ D,

(31)

where Ã =
[
0 J−1

r
0 0

]
, ξ, u, C,D are as before, δ1 =

[(log(dR)
∨)⊤, d⊤ω ]

⊤ ∈ R6 is a measurement noise,
δ2 ∈ R6 is an exogenous perturbation and dω ∈ R3 is
the measurement noise of the angular velocity.

Corollary 2 Under conditions of Theorem 3 (Corollary
1), the impulsive system (31) with u=uhom (u=ufxt) is

• locally ISS with respect to δ = [δ⊤1 , δ⊤2 ]⊤ ∈ L∞(R,R6),

• (fixed-time) ISS with respect to δ=[δ⊤1 , δ⊤2 ]⊤ ∈ ∆,

for µ > −1, where ∆ ⊂ L∞(R,R6) is the set of pertur-
bations such that the system (31) is forward complete 2 .

Proof : Let the vector field f : R18 7→ R6 be defined as

f(ξ, δ) = ξ̇ = Ãξ +Buhom(ξ + δ1) + δ2,

where ξ ∈ R6, δ1, δ2 ∈ R6, δ = (δ⊤1 , δ⊤2 )⊤ ∈ R12. For
V = ∥ξ∥d we have

∂V (z)
∂z

∣∣
z=d(s)ξ

d(s) = es ∂V
∂ξ ,∀ξ ̸= 0,∀s ∈ R. (32)

In this case, using the identity d(s)B = esB we derive

2 The system is forward complete if all solutions of the sys-
tem exist globally in the forward time.
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∂V
∂ξ f(ξ, δ)=

∂V
∂ξ f(ξ, 0)+

∂V
∂ξ (f(ξ, δ)−f(ξ, 0)) =

∂V
∂ξ f(ξ, 0) +

∂V
∂ξ (Buhom(ξ + δ1)−Buhom(ξ) + δ2) =

∂V
∂ξ f(ξ, 0)+

∂V (z)
∂z (B(uhom(ξ+δ1)−uhom(ξ))+d(s)δ2),

where z = d(s)ξ. The d-homogeneity of uhom gives

uhom(y) = e−(1+µ)suhom(d(s)y),∀y ∈ R6,∀s ∈ R.
Taking s = − ln ∥ξ∥d we derive ∥Buhom(ξ + δ1) −
Buhom(ξ)∥ = ∥ξ∥1+µ

d ∥Buhom(z + d(− ln ∥ξ∥d)δ1) −
Buhom(z)∥, where z = d(− ln ∥ξ∥d)ξ belongs to the
unit sphere ∥z∥ = 1. Since uhom ∈ C1(R6\{0},R3),
then for ∥d(− ln ∥ξ∥d)δ1∥ ≤ 0.5, by using mean value
inequality we derive

∥Buhom(z + d(s)δ1)−Buhom(z)∥ ≤∥∥B 1

∫
0

∂uhom(y)
∂y

∣∣
y=z+λd(s)δ1

d(s)δ1dλ
∥∥ ≤ C1∥d(s)δ1∥,

where s = − ln ∥ξ∥d, C1 = sup0.5≤∥y∥≤1.5 ∥B
∂uhom(y)

∂y ∥.
Since C2 = sup∥z∥=1 ∥∂V

∂z ∥ < +∞ then

∂V
∂x f(ξ, δ) ≤

∂V
∂x f(ξ, 0) + V 1+µC̃

2∑
i=1

∥d(− ln ∥ξ∥d)δi∥,

where C̃ = C2 max{C1, 1}. In Theorem 3, it is
shown that ∂V

∂x f(ξ, 0) ≤ −ρ̃V for all ξ ∈ C. If

ξ ∈ C, then ∥d(− ln ∥ξ∥d)δi∥ ≤ ρ̃

4C̃
, i = 1, 2 imply

∂V
∂x f(ξ, δ) ≤ − ρ̃

2V
1+µ. Since ∥d(− ln ∥ξ∥d)δi∥ ≤ ρ̃

4C̃
is

equivalent to ∥4C̃δi/ρ̃∥ ≤ ∥ξ∥d, then for ξ ∈ C we have

V (ξ) ≥ ∥4C̃δi/ρ̃∥ ⇒ V̇ (ξ) ≤ − ρ̃
2V

1+µ(ξ). (33)

In the case of the impulse-free continuous time system,
the latter implication guarantees that V is an ISS Lya-
punov function (see, Sontag and Wang (1995)). Since C
is an open connected set and 0 ∈ C, then for sufficiently
small perturbations and initial conditions, the system
(31) has no impulse, so it is locally ISS. Using the con-
tinuity of f and smoothness of V we expand (33) to
ξ ∈ C\D. In Theorem 3, it is shown that V (Πξ) ≤ V (ξ)
for any ξ ∈ D. Hence, if the impulsive system (31)
has solutions (in the sense of Hespanha et al. (2008))
belonging to C almost everywhere, then the function
t 7→ V (ξ(t)) with t ≥ t0 is strictly decreasing as long as

V (ξ(t)) ≥ 4C̃∥δi∥L∞(t0,t)

ρ̃ . Using conventional arguments

(see, Sontag and Wang (1995), Hespanha et al. (2008))
we derive ISS of the impulsive system. Moreover, from
(33) with µ < 0 it follows the finite-time ISS (Hong
et al. (2010)), but the fixed-time ISS (Lopez-Ramirez
et al. (2020), Aleksandrov et al. (2022)) of the system
(31) with u = ufxt follows from (33) with µ2 < 0 for
V (ξ) ≤ 1 and from (33) with µ = µ1 > 0 for V (ξ) > 1.
The proof is complete. □

5 Numerical Simulation

A simulation of a quadrotor attitude tracking is created
in Simulink with the step size 0.001 sec. Themodel corre-

sponds to QDrone platform manufactured by Quanser:
J = 10−2diag(1.0, 0.82, 1.48) kg· m2. The initial states
are given by ω(0)=[0,−1, 0]⊤rad· sec−1 and R(0)=I.

The parameters of the finite-time homogeneous con-
troller (20) are selected as follows: µ = −1/3 and
Kfnt = [−9I3,−5I3], Gd = diag( 43I3, I3), ε = 0.05,

P =
[

I3 0.05I3
0.05I3 0.083I3

]
. Hence, we have ρ̃ = 0.2985. The

parameters of the fixed-time homogeneous controller
(30) are selected as follows: µ1 = 0.1, µ2 = −1/3
and Kfxt = [−9I3,−5I3], Gd1 = diag(0.9I3, I3),

Gd2
= diag( 43I3, I3), ε = 0.05, P =

[
I3 0.05I3

0.05I3 0.1I3

]
,

ρ̃1 = 0.3983, ρ̃2 = 0.2985. By ufnt and ufxt we denote
the proposed finite-time and fixed-time homogeneous
controllers, respectively.

For comparison, we consider the finite-time controller
proposed in Shi et al. (2018), Shi et al. (2017)

u1 = J−1
r kpsign(θe)

α1 + kdsign(ωe)
α2 , (34)

where α1 = α, α2 = 2α/(1 + α), α ∈ (0, 1);
x = [x1, x2, x3]

⊤ ∈ R3, sign(x)α = [|x2|αsign(x1),
|x2|αsign(x2), |x3|αsign(x3)]

⊤. Since the tracking error
system with u1 is d-homogeneous with degree α−1

α+1 , so,

for a fair comparison, we select α = 0.5 ⇒ α−1
α+1 = µ =

−1/3 to have the same homogeneity degree for both
controllers. The linear controller proposed in Yu and
Ding (2016):

u2 = klpθe + kldωe (35)
is also utilized for comparison. The controller u2 cor-
responds to our homogeneous controller if µ = 0. We
use the same gains for all controllers: Kfnt = Kfxt =
[kp, kd] = [klp, k

l
d] = [−9I3,−5I3] (the gain selection

takes into consideration that each element of torque is
bounded by [−0.5, 0.5]). In all cases, the torque M is
given by (23).

The desired trajectory is generated byωd=[–0.2t, –0.2t+

3, t]⊤ and Rd obtained by integration of Ṙd = Rdw
∧
d

with the initial condition Rd(0) = e([−0.1π,0.95π,0]⊤)∧ .
Two cases are studied by numerical simulations:
Case 1 : no measurement noises or perturbations;
Case 2 : the measurement noise δ1 is modeled by the
uniformly distributed random variables dR and dω sat-
isfying ∥dR∥∞ ≤ 0.05 and ∥dω∥∞ ≤ 0.05, but the addi-
tive perturbation is deterministic, state-dependent and
defined as δ2 = [0, 0.01 diag(2, 2, 1)ω)]⊤.
The simulation results are shown in Figs. 1, 2, and

3. The control energy E = (∫ tf0 ∥M∥2dτ)1/2 on the
time interval [0, tf ] is compared in Table 1. In the
disturbance-free case, as shown in Fig. 1, the system
with finite/fixed-time controls exhibits faster conver-
gence than the linear one. The proposed finite/fixed-
time homogeneous controllers ufnt, ufxt are faster than
u1. Moreover, ufxt demonstrates fastest convergence
but ufnt requires less control energy (see Table 1). In
Fig 1, the chattering of u1 is caused by numerical errors
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of calculation of J−1
r = J−1

r (θe) (see the formula (37)).
Fig. 2 illustrates the state-dependent jump and the de-
cay of the canonical homogeneous norm during the jump
with finite/fixed-time controllers. Measurement noises
and perturbations destroy the ideal asymptotic and
finite/fixed-time stability properties. However, in this
specific case, the finite/fixed-time controllers ufnt, ufxt

and u1 ensure higher accuracy than the linear controller
(see Fig. 3). Similarly to the disturbance-free case, the
homogeneous controllers ufnt, ufxt respond faster than
the finite-time controller u1. Additionally, as shown
in Table 1. the proposed homogeneous controller ufnt

consumes less energy providing better control quality
(faster response and/or better precision) than u1. The
proposed fixed-time controller can achieve fastest robust
tracking, but more energy consumption. For the finite-
time homogeneous controller, the settling time estimate
obtained in Theorem 3 gives 13.99 sec. This estimate is
rather conservative, but it is obtained for the first time
for the global homogeneous attitude control system.
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Fig. 1. The norm of the tracking error ξ (Case 1).
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Fig. 2. The jump behavior under proposed homogeneous
controller (Case 1).

Table 1
The control energy E for tf = 4.

ufnt ufxt u1 u2

E(case1) 0.095 0.146 0.117 0.127

E(case2) 0.141 0.185 0.197 0.173

0 1 2 3 4
0

2

4

0 1 2 3 4

t(s)

0

4

8

Fig. 3. The norm of the tracking error (Case 2).

6 Conclusion

In this paper, a global attitude tracking control for a
fully-actuated rigid body is developed using various sym-
metries of the system. First, a rotation symmetry of
the system is utilized in order to derive an impulsive
linear system, which describes the rigid-body dynam-
ics on the Lie algebra so(3). Next, a dilation symme-
try (generalized homogeneity) is applied for finite/fixed-
time controller design. The control law is formulated
in terms of the canonical homogeneous norm being the
strict Lyapunov function of the closed-loop error sys-
tem. For homogeneity-based methods, a global estimate
of the settling time is provided for the first time. A global
fixed-time attitude control approach is designed using
a switching strategy, which offers global boundedness
of the settling time independently of initial conditions,
simplifying control tuning, providing better robustness.
Future research may focus on deriving of a better set-
tling time estimate and its tuning as well as on exploring
the issues of the digital implementation of the proposed
homogeneous controllers.
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Appendix

Let us recall briefly some results (see, e.g., Chirikjian
(2012) for more details) about SO(3) and so(3). SO(3) :
{R ∈ R3×3 : RRT = I3, det(R) = 1}, so(3) : {X ∈
R3×3 : X⊤ = −X}. The so(3) consists of 3 × 3 skew-
matrices with the Lie bracket given by the commutator
[X1, X2] = X1X2 −X2X1, where X1, X2 ∈ so(3). Since
any X ∈ so(3) can be uniquely represented by X = x∧

with x ∈ R3, then so(3) is isomorphic to R3. Notice also
that for x ∈ R3 and R ∈ SO(3) one holds Rx∧R⊤ =
(Rx)∧. The exponential map exp(·) is a surjective map
from so(3) to SO(3). For X ∈ so(3) the exponential
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map is given by exp (X) =
∑∞

n=0
1
n! (X)

n ∈ SO(3). Any

X ∈ so(3) (resp. any vector x ∈ R3 : X = x∧) uniquely
defines a R = exp(X) ∈ SO(3). For R ∈ SO(3) :
trace(R) ̸= −1, the exponential map exp(·) and its in-
verse map log(·) can be defined as follows:

R = exp(X) =I3+
sin |x|
|x| X+ 1−cos |x|

|x|2 X2

X = log(R) = ϕ
2 sinϕ

(
R−R⊤) (36)

where ϕ ∈ (−π, π) is a solution of the equation 1 +
2 cosϕ = trace(R). For trace(R) = −1 then there is
an ambiguity in the definition of X, since in this case
X = (±πy)∧, where y ∈ R3 is a unique unit vector
(y⊤y = 1) satisfyingRy = y. In fact, SO(3) group in the
exponential coordinates has a correspondence with the
closed ball B3[π]. The transformation Log(·) = log(·∧) :
R3 → SO(3) is a bijection on B3(π). The ambiguity
appear on the sphere S3(π). The left Jacobian of the
group SO(3) is

Jr(x
∧) = I − 1−cos |x|

|x|2 x∧ + |x|−sin |x|
|x|3 (x∧)2,

J−1
r (x∧) = I + 1

2x
∧ +

(
1

|x|2 − 1+cos |x|
2|x| sin |x|

)
(x∧)2.

(37)

Hence, J−1
r bounded for |θe| ∈ [0, π].

Definition 3 Efimov and Polyakov (2021) The origin
of the system ẋ(t) = f(x(t)), t ≥ 0, x(0) = x0, is said
to be
• globally uniformly Lyapunov stable if ∃α ∈ K such

that ∥x(t)∥ ≤ α(∥x0∥), ∀t > 0;
• globally uniformly asymptotically stable if it is glob-

ally Lyapunov stable and ∀r > 0,∀R > r, ∃Tr,R > 0:
∥x0∥≤R ⇒ ∥x(t)∥≤r, ∀t≥Tr,R;

• globally uniformly nearly fixed-time stable if it is
globally Lyapunov stable and ∀r > 0,∃Tr > 0, such
that ∥x(t)∥ ≤ r ∀t ≥ Tr, ∀x0;

• globally uniformly finite-time stable if it is globally
Lyapunov stable and ∀x0, ∃Tx0 ∈ (0,+∞), such that
x(t) = 0, ∀t ≥ Tx0 ;

• globally uniformly fixed-time stable if it is globally
Lyapunov stable and ∃Tmax > 0, such that x(t) =
0, ∀t ≥ Tmax, ∀x0.
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