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Sparse approximations for contact mechanics

Kiran Sagar Kollepara José V. Aguado Yves Le Guennec
Luisa Silva Domenico Borzacchiello

Abstract

Low-rank model order reduction strategies for contact mechanics show limited dimension-
ality reduction due to linear inseparability of contact pressure field. Therefore, a dictionary
based strategy is explored for creating efficient models for frictionless non-adhesive contact.
A large dictionary of contact pressure trajectories is generated using a high-fidelity finite
element model, while approximating the online query with a small number of dictionary en-
tries. This is achieved by inducing sparsity in the approximation. Accuracy, computational
effort and limitations of such methods are demonstrated on few numerical examples.

Keywords: contact mechanics, variational inequalities, reduced order models, sparse ap-
proximations, dictionary based approximation

1 Introduction

Contact mechanics deals with multi-body mechanical problems with the possibility of the outer
surfaces coming to contact. The occurrence and position of contact between bodies is generally
unknown a priori, which adds non-linearity to the problem. Such problems have a wide range of
applications; including tribology [1], crash simulations [2], manufacturing [3] and biomechanics [4]
to name a few. Important contributions to numerical treatment of contact problems have been
made in the past few decades with advances in algorithms as well as the interface physics [5-9].
The complexity of the contact model can have varying degrees, with as simple as hard contact
with only compressive surface traction, to as complex as frictional and adhesive contact. Also,
the search for contact pairs can be a computationally intensive task.

In the context of finite element methods (FEM), major bottlenecks include solving contact
detection and associated non-linearities. Contact mechanics problems are usually variational
inequalities, in other words, they are inequality constrained minimization problems. In the
simplest case of non-adhesive frictionless contact, the inequality constraint is essentially a non-
penetration condition. Such problems involve the computation of mainly two physical unknowns:
the displacement field (primal) and a non-negative contact pressure (dual). Various methods
exist to resolve the mixed problem, such as the Lagrange Multiplier method (LMM), Augmented
LMM, and the mortar method, among others. In the LMM, the so-called Karush-Kuhn-Tucker
(KKT) conditions impose the non-negativity of contact pressure, non-penetration of contact
surfaces and finally a complimentary slackness condition which forces either the contact pressure
or the gap between surfaces to be null at every position on the potential contact surface [8, 10].

As the importance of real time mechanical simulations across industries grows rapidly [11, 12],
it is important to address reduced order modelling (ROM) methods applied to contact mechanics.
Usually, ROM methods typically consist of an offline and online stage. In the offline stage, a high-
fidelity model is evaluated for different parametric instances to obtain training data, referred to as
snapshots. The reduced model is then built using the offline data and the governing equations. In



the online phase, the user can evaluate the reduced model very efficiently, permitting exploration
of the parametric space.

In an LMM-based approach to reduced modelling of contacts, two reduced basis are sought.
This can be seen in one of the earliest contributions from Haasdonk et al. [13], where the reduced
contact pressure space is defined as the span of contact pressure snapshots. Compression of con-
tact pressure data was explored by Balajewicz et al. [14] and [15, 16] using Non-Negative Matrix
Factorization and greedy algorithms with a non-negativity preserving projection, respectively. A
reduced integration domain (RID) based approach is presented in Fauque et al. [17], Le Berre
et al. [18], where the surface integrals and contact pressure degrees of freedom (dofs) are evalu-
ated only on the surface of the RID in a reduced setup, followed by recovery of contact pressure
through a non-negative least-squares interpolation from a training set.

Some works have bypassed the creation of dual reduced bases. For example, Bader et al.
[19], Niakh et al. [20] use the penalty approach instead of LMM which eliminates the dual
variable at the cost of allowing small penetration values. On the other hand, [21] puts forward
the argument that reducing the dual dofs is unnecessary as the number of surface dofs is much
less than the number of internal dofs. However, such assumptions may not always hold true in
examples such as membrane-like or shell-like geometries that experience contact [13, 22].

Most works mentioned above assume the presence of a low-dimensional contact pressure space
for building the reduced model. However, as shown recently in our recent work Kollepara et al.
[23], contact problems have a peculiar feature that renders this assumption untrue in many cases.
This feature is the contact zone, that exhibits a local nature. The contact zone is a function of
the state of the system, and hence, may strongly depend on the loading, geometry, and other
physical parameters.

In general, for variational inequalities, only some of the constraints are usually active. An
inequality constraint is referred to as active only if the current state of the problem satisfies the
equality. The so-called complementarity slack KKT condition implies that the Lagrange multi-
pliers assume a non-zero value only where constraints are active. In other words, contact pressure
is non-zero only at parts of the surface where contact is established. The strong dependence of
the active zone on the state of the system leads to the so-called linear inseparability of contact
pressure. In such a situation, contact pressure field cannot be approximated well using linear
combinations of other snapshots. Thus, the snapshots can neither be compressed nor do they
generalise' well [23]. This has two implications from an ROM point of view:

e It becomes necessary to generate a large training set of contact pressure snapshots.

e The low-rank contact pressure basis will have approximately the same dimension as the
high-fidelity solution space; thus, offering negligible reduction.

The first problem cannot be avoided, as a large database of snapshots is required for a
satisfactory interpolation of the non-linear manifold. However, it is possible to mitigate the
second one, the ideas for which are discussed using the visual aid of Fig. 1. The figure illustrates
the high-dimensional solution space, inside which snapshots lie in a low-dimensional solution
manifold. If the solution manifold is significantly non-linear, a low-rank approximation will
generally not be satisfactory (Fig. 1la). To capture the manifold, a better strategy would be to
generate an approximation based on snapshots nearby the queried point. This can be done in
two ways:

1. Multiple localized solution subspaces will better approximate the curvature of the mani-
fold [25], as depicted in Fig. 1b. However, to construct localized subspaces, a clustering
technique is needed to group snapshots into sets based on distance.

I Generalisation ability is a measure of model error outside the training set [24]



2. Sparse regression methods can be used to select the best snapshots from the training set
to render a close approximation (Fig. 1c). In other words, the sparse algorithm is allowed
to select the locally significant snapshots, without the need for clustering. Indeed, this
approach is equivalent to finding the best “cluster” for the queried point on-the-go. Thus,
there is no need of “discretizing” the manifold into local subspaces. Also, the reconstruction
quality in regions near intersection of two local subspaces need not be compromised.

3. Another possibility is to use non-linear approximation techniques [26], which is outside the
scope of this article (and will be explored in a future article).

In this article, we propose to use sparse approximations from the domain of dictionary learn-
ing [27, 28]. Dictionary-based sparse approximations have already been applied to various nu-
merical models including transport, acoustics [29] and biomedical [30] applications. In contrast
to a reduced basis, an over-complete dictionary contains a large number of snapshots, some of
which would essentially contain redundant information. For an approximation using linear com-
binations of the dictionary elements, multiple solutions would likely exist. The idea is to induce
sparsity in the coefficients of the online problem, encouraging selection of a few snapshots that
are the best candidates for the problem. The reader should beware that the underlying linear
inseparability is not resolved by this approach. While the use of large dictionaries provide a
better resolution of the non-linear manifold, the primary focus of this work is overcoming the
added complexity resulting from use of large dictionaries.

Our work has some similarities as well as differences with earlier approaches. While Haasdonk
et al. [13] uses snapshots to define solution subspaces, sparse regularization is not imposed for the
dual reduced variable. Moreover, our approach does not attempt to compute a dual reduced basis
like the works of Balajewicz et al. [14], Niakh et al. [15], Benaceur et al. [16]. Both Haasdonk
et al. [13], Fauque et al. [17] tackle problems with node-to-node interaction, whereas our work
includes problems with node-to-segment interactions and large “slip” between contact surfaces.

The article is structured as follows: first a very brief introduction to the discretized contact
problem is given, followed by a brief introduction to sparse regression methods. Then, two
proposed formulations of dictionary-based sparse methods to contact mechanics are introduced
with numerical examples. Finally, some observations on the two methods are discussed and
analyzed, prior to concluding the article.

2 Model Problem

Typical contact problems can be framed as inequality constrained minimization problems. Con-
sider two elastic bodies with frictionless and non-adhesive surfaces, that might come into contact
in a deformed state (Fig. 2). The contact problem can be framed as a minimization of the in-
ternal elastic energy while respecting the non-penetration constraints. To remain concise, the
discretized version of this problem is given here. For a more detailed formulation, the reader
may refer to the preceding publication [23] as well as the literature [5, 6, 8].

1
arg min fthK(u)vh — UhTf(ﬂ)
2 (1)
Clu, o) — gl v") <0

where
ol
o vh = L}}L] is the stacked nodal displacement vector
2
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Figure 1: Hlustration of low-rank, localized low-rank and dictionary-based approximation. Snap-
shots (green circles) in an n-dimensional system lie on a manifold (green-curve) of dimension lower
than n. Low-rank subspaces have a dimension < n. The approximation to the queried solution
(®) and its closeness to the manifold can be visualized for the three methods.

Ki(y) 0
K(u)[ R

M)] is the block elastic stiffness matrix

o f(pn)= H;EZ;] is the stacked nodal loading vector

e g(u,v") is the node-to-segment distance between the surfaces of two bodies in reference
configuration 2

e C(u,v")v" gives the change in distance between the surfaces in the deformed configuration.

with the subscripts 1 and 2 referring to the two bodies.

2This quantity depends on v because contact pairs are established in deformed configuration. See [23] for
details.



Figure 2: Kinematic description of two body contact problems with possibility of contact

Solution to such an inequality constrained problem is given by the following Karush-Kuhn-Tucker
(KKT) conditions, where an additional variable i.e. the Lagrange Multiplier A\* is introduced:

K(p)u — (1) + C7 (p,uh)A" = 0 (2)
A >0 (2b)

Cp, u")u" — g(u,u") <0 (2c)

X (O, uyu" — g, u)] = 0 (24)

In this case, the Lagrange Multiplier A" corresponds to the contact pressure between the two
surfaces.

3 Dictionary learning with sparse methods: a brief overview

Before getting started with the contact problem, sparse regression techniques and corresponding
literature are briefly introduced. This is followed by a brief discussion on their application to
partial differential equations (PDEs).

3.1 Sparse regression methods

Sparse regression techniques have been under development in recent decades across various fields,
especially in signal processing and statistics[31, 32]. The main idea behind these techniques is
to approximate a signal with the few most suitable elements of a precomputed dictionary of
signals [33], or to develop the simplest predictive model [34]. A typical sparse regression can be
written as the following optimization statement:

minHaHp

3)

st.]le —Da|| <e



where « is the signal being approximated, D could either be a dictionary of signals or a basis that
possibly admits sparse representation, e is a vector of coefficients, |||, is a sparsity inducing
norm, and ¢ is the tolerance on the approximation error. It is also possible to write other forms
of sparse regression problems where the approximation error is minimized and p-norm term is
constrained to stay under a specific tolerance of sparsity or the minimization of a penalty form
with a weighted sum of the two terms. A primer on sparse regression methods can be found
in Mairal et al. [35].

It is common knowledge in the communities using sparse regression methods that the £g-
norm is a measure of cardinality, hence (3) with p = 0 is the natural choice in a theoretical sense.
However, this problem is NP-hard in general, and therefore, it is more common to use £,-norm
with p €]0,1]. Examples of such methods include the LASSO [36] and Dantzig Selector [37],
which use p = 1. Other possibilities include the use of greedy algorithms, such as Orthogonal
Matching Pursuit (OMP) [38] and weight f2-norm minimization such as FOCUSS [39]. OMP
and FOCUSS methods, which will be referred to in upcoming sections, are briefly detailed in
Appendix A.

3.2 Numerical modelling using sparse methods

Sparse regression methods, though originally developed for application on pure data approxi-
mation or data compression problems, have seen recent interest in applications towards physics
problems [34, 40, 41]. The methods that have been discussed previously are also meant for data
approximation. At this point, the application of such methods to unconstrained PDE is dis-
cussed, which can be formulated as a residual minimization problem involving dictionary-based
approximation and sparse regression. Consider a discretized problem with the state vector v
and residual r(v). Given a dictionary D, the basic idea is find an approximation v =~ Dv that
minimizes a sparsity inducing £,-norm of ¥ but also keeping the residual (D7) is below a certain
tolerance, as given in (4).

min|[v]],

. (4)
s.t. ||r(DY)|| <€

Dictionary-based sparse approximation for PDEs has been discussed in [29], along with the
application of random sketching to residual evaluation which provides an efficient way of solving
the minimization problem. This is similar to the approach of randomized SVD proposed in [42],
where random combinations of rows/columns are used. The idea is to project the residual on a
low-dimensional subspace in colsp(D), where colsp denotes the column-space. The matrix B,
containing a basis corresponding to a random linear combination of dictionary columns, is used for
this projection in (5). This projection essentially reduces the complexity of enforcing the residual
constraint. Given a dictionary D of size m X n, a smaller matrix that has information from all
columns of D can be generated by multiplying a matrix R of size n x L with L < min (m,n).
After orthogonalization, the output matrix B can be used for projecting the residual r.

min|[3]|, (5a)
s.t. |[BTr(D)|| <e (5b)
where B = orth(DR), R € U[%Xl][‘ (5¢)

where orth(-) denotes an orthogonalizing operation and U[%X”L denotes a random matrix of size
n x L whose entries are drawn on the interval [0, 1] using a uniform distribution. The number L



can be tuned to not only control the complexity of the minimization problem but also to crudely
constrain the sparsity of the solution. For L <« n, colsp(B) C colsp(D) is low-dimensional and
hence, the projection BT r is a “weaker” evaluation of r, which allows for a sparser ¥ at the price
of permitting residuals orthogonal to B.

Another related approach in which snapshots are directly used for reducing the model without
any explicit compression is the so-called CUR, decomposition [43]. In this method, not only
columns but also rows from the snapshot matrix are used for developing a parametric regression.
It works by algorithmically selecting a column and row subset from the snapshot matrix, and
using them for developing a regression model. A contrasting feature of the CUR approach is the
use of regression without invoking the partial differential equation or its weak form, resulting in
a non-intrusive method.

In the proposed dictionary-based approach for contact mechanics, unlike the low-rank ap-
proach [14, 16], no compression of the contact pressure snapshots is applied. The dual solution
can simply be restricted to the column-cone® of the dictionary D, which might be reasonably
rich to approximate the true contact pressure subcone. In the online phase, only a few snapshots
will be selected to estimate the contact pressure field. This is justified because not all infor-
mation in the dictionary is necessary for the reconstruction of a particular instance and hence,
the dual reduced dofs will admit a sparse solution. Therefore, enough motivation exists to use
sparsity-enforcing methods to choose a few columns of a large dictionary to approximate the
dual solution.

4 Dictionary-based sparse methods for contact problems

This section introduces a dictionary-based sparse approximation algorithm for inequality-constrained
problems. For the contact pressure dictionaries, the term “over-complete” is used loosely. It is
simply used to imply that the dictionary has numerous snapshots, possibly larger than the num-
ber of contact dofs in the high-fidelity problem.

Remark 1. The authors investigated another idea to solve the dictionary-based sparse problem.
It involved strong assumptions about the convexity of the feasible region defined by the mon-
penetration constraint. Therefore, the method is not included in the main article because of its
limited scope. However, it is briefly explained in the Appendix B with an illustration.

A greedy method inspired by the Orthogonal Matching Pursuit (OMP) (see Appendix A)
and the active set method is devised, referred to as greedy active-set method. The primal and
dual reduced spaces are defined using a reduced basis and a dictionary, as detailed below :

e Primal reduced basis ® is defined using the left singular vectors of primal snapshots,
ie. ® + svd(D,,d) where § is the truncation tolerance. The first singular vectors that
contribute to 1 — ¢ fraction of total energy (computed using squared singular values) are
kept.

e The dual dictionary D, contains all the snapshots from the training phase.

The above choice is justified since the displacement field is known to be relatively separable
compared to the contact pressure[23]. The unknowns of the online problem are the reduced
displacement dofs @ and the sparse contact pressure dofs S\I. Using the defined notations, a
projection-based, sparse problem can be stated as:

3column-cone can be thought of as the subset of the column-space restricted to non-negative coefficients.



min ‘ ’X’ ‘ (6a)
0

dTK® ®TCTD, | [u] [&TF
S R IR o
and D (C®u —g) <7 (6¢)
x>0 (6d)

where 7 indicates the active set and Dy 7z = Dy[:,Z]

(6b), (6¢) and (6d) are based on the same principle as the KKT conditions (2), but applied over
solution spaces defined by the reduced basis @ and the dictionary D, (rather than a low-rank
dual basis). Comparing (6) with the generic form of sparse regression statement (4), the balance
equation is imposed as an equality constraint, instead of an inequality constraint where the
residual norm is limited to a certain tolerance. Imposing limits on the residual norm is usually
more relevant when using random sketching, like in (5) when the system is under-determined.
Also, it is not straightforward to use standard sparse regression algorithms to solve inequality
constraints (6¢) and (6d).

The truncated primal basis ® cannot contain the entire information learnt from the training
set. The solutions generated using the resulting subspace tend to have some false penetrations,
which tend to drive the selection of some additional but irrelevant contact pressure snapshots
from the dictionary D, (see Appendix C). To avoid this issue, a small penetration 7 is permitted
in (6¢) to avoid this spurious selection of snapshots. Since the unwanted spurious effects were
observed to increase with truncation, the permitted penetration 7 must be linked to the tolerance
0. Unless specified, the 7 := ¢ is used in the rest of the article.

Remark 2. As a consequence of (6¢), the non-penetration condition is not satisfied exactly by
the sparse model. Thus, one might question the interest of using of an LMM-based model over a
penalty-based unconstrained model that is simpler to reduce. While this is a valid argument, the
community remains interested in reduction of LMM-based models [13, 14, 16-18], possibly for
reasons such as avoiding ill-conditioning problems of penalty methods.

The primary notion in greedy algorithms is to enrich the approximation by a rank-1 term
in each step. For standard sparse regression problems like (4), the OMP algorithm starts with
an empty coefficient vector and adds a single non-zero entry in one step. The position of the
new non-zero entry corresponds to the vector in dictionary with the highest correlation to the
residual. Using the same idea, the greedy active-set algorithm devised here performs enrichment
by correlating the contact pressure snapshots with the violation of inequality constraint (6¢).
More precisely, the algorithm starts with a zero X and in each enrichment step, the dictionary
column with the highest correlation to the violations of the non-penetration condition is added
in the greedy enrichment. Thus, enrichment index of the dictionary p.¢q can be computed as:

~ +,7
Paga := arg max D[z, p|]” (C<I>u]~C — g) (7)
P

where (z)7 := {Zl Uz > T , is a hard-thresholding operator giving the part greater than 7.

0 otherwise



(7) can be computed more efficiently using the reduced operators a(u, ab~1) and g(p, u*1):
Sk~ +,7
Paqd := arg max (Cu — g) [p] (8)
P

where

C(u, ﬁk_l) = DZ;C(/J,, ak—l)q)
g(n,a* ") = Dgg(p,u"")

However, to satisfy the inequality constraint (6d) that prohibits non-negative pressures, it
is necessary to not only enrich but also to eliminate terms that violate the constraints in each
greedy step. This is done by eliminating the largest negative X i.e. setting the largest negative
entry to zero. In the absence of a negative entry, elimination is not performed. The elimination
index prey 1S computed as:

Prem = arg min (X’“) - [p] (9)

p

_ zi iz <0
where (2); = 0 otherwise

Although the motivation for this algorithm was based on the OMP, the greedy active-set
algorithm ultimately resembles a fixed-point active-set method. However, a maximum of one
dual dictionary column is activated in a given iteration, thereby maintaining a small active set
in intermediate iterations. The algorithm is given in Alg. 1, where Steps 8 to 10 contain the
enrichment and the elimination process. In each iteration, only one of the two operations is
performed. Due to the architecture of the algorithm, the complexity of operations does not scale
with the dictionary size, except enrichment/elimination Steps 8 to 10. The small sizes of active
set Z, which is directly related to the sparsity of X, prevent the size of mixed system in Step 6
from growing significantly during the iterative process.

Note that at any given greedy step, pren Will never be same as paaq. For any active dual dof
indexed p € Z, (6b) implies C[p]u* — g[p] =0 = paga ZD = Dada # Prem; SINCE Pren € T.
Moreover, to avoid any possibility of an endless loop between same pagq and pren, an upper limit
to number of iterations k. is added.

4.1 Application to the Hertz problem

The Hertz contact problem between two half cylinders (Fig. 3) is considered, with Ry = Ry = 1.
A finite element model with 466 quad elements in each half-cylinder is used as a high-fidelity
model. Bilinear shape functions describe the displacement field, while node-centered piece-wise
constant shape functions at the boundary describe the contact pressure field. Surface nodes also
serve as Gauss quadrature points for boundary integration. The imposed displacement on the
top cylinder d € (0,0.3) is considered as the parameter. Each half-cylinder has 513 nodes and
466 elements of which 78 elements lie of the potential contact surface, that is, the semi-circular
edges. Computational time for each snapshot is around 0.4-1.0s.

Details of the offline phase :

e Training set: Primal and dual snapshots were computed for four training sets of sizes 12,
30, 60, and 120 in the offline stage. The training points Py, are distributed uniformly in
parametric space P = (0, 0.3].



Algorithm 1 Greedy active-set algorithm

—

: Input: Queried value of parameter u

2: Given: Primal basis ® and dual Dictionary Dy
Reduced operators ®"K® and ®7 f > can be built offline
3: Initialize: k=0, Z=10
4: while © and Z not converge AND k < kmax do
5. Build reduced constraint operators C(u,u*~1) and g(u, a*~1)
6 Solve the linear system (6b)
7 Set A*[Z] < Az and A¥[Z¢] <0 > Z€ is the complementary set of 7
Enrich/Eliminate decision :
8: if A* >0 : then > All multipliers are non-negative, so enrich
~ N\ T
Paga = argmax, (C@uk — g)
T + 1TU {padd}
9: else: > Eliminate negative multiplier
Prem = aIg minp (Xk> [p]
T <+ I\ {prem}
10: end if
11: k+—k+1
12: end while R
13: Reconstruct u = ®u and A = DgA
14: Output: u, A
d
RZ — d=03
3l — d=0275
d=0.25
— d=0225
ol — d=02
R; — d=0175
d=0.15
— d=0.125
1k — d=01
d=0.075
m — d=005
0 | . . —— d=0.025

77777777 7777777777 04 —02 00 02 o4

(a) Hertz problem (b) Contact pressure snapshots

Figure 3: Hertz problem: two half cylinders loaded against each other and the resulting contact
pressure snapshots. Displacement d, imposed on the top cylinder, is treated as a parameter in
the reduced model.
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e Validation Set: Pya1 C P consisting 119 points, which are also the mid-points of the fourth
(and largest) training set points, is used to study reconstruction errors.

The primal basis is computed using SVD with truncation parameter d, while the dual dictio-
nary is composed of contact pressure snapshots. A spy plot of the dual dictionary is shown in
Fig. 4.

0 5 10 15 20 25
Op » v

10
20 F

30 F
sl
50 F

60 F
70 ¢

Contact dof index

Snapshot index

Figure 4: A spy pattern of dual dictionary with 30 elements for the Hertz problem. The 79
points on the y-axis are the dofs on the potential contact surface. The dictionary columns are
arranged in the increasing order of loading parameter d.

Using the greedy active-set method, two instances of contact pressure reconstructions are
shown in Fig. 5. The dictionary snapshots selected by the algorithm for reconstruction are also
displayed. As expected, only a few dictionary elements, two in this case, are chosen. These
two selected snapshots match the contact position required for the specific instance, indicating
that the enrichment and elimination process is effectively selecting the correct snapshots for
reconstruction.

Mean reconstruction errors over the validation set improve by more than an order of magni-
tude as dictionary size is increased from 12 to 120 for the case § = 107!° (Fig. 6a). However,
such gains with over-complete dictionaries diminish for the case § = 1075, probably because the
primal truncation starts to become the dominant source of error, rather than the lack of contact
pressure separability.

Mean computational time on the validation set (Fig. 6¢) initially increases with the dictio-
nary size, but later stabilises. However, it is evident that the computational time is primarily
influenced primarily by the number of iterations (Fig. 6b). This observation is further supported
by Fig. 6d, where the computational time per iteration remains relatively constant w.r.t. the
dictionary size. The small increases in computational time per iteration with dictionary size can
be explained due to the increase in the dimension of primal basis ®, especially in the case of
§ = 107'° where the primal rank is strongly dependent on the training set size.

Detailed plots of reconstruction errors over the validation set Pya.1 are shown in Fig. 7 for
primal truncation tolerance 6 € {1071°,107%,1076}; and each curve corresponds to one of the
training sets. An unexpected observation in the case of § = 1076 is that certain regions have
higher dual errors for larger training sets. This happens due to the spurious penetrations dis-
cussed previously (Section 4) and in Appendix C. Even after relaxation of the non-penetration
constraint by the value of 7 (see (6¢)), spurious selections are still possible for higher values of
0. Moreover, the errors tend to be larger in general near d = 0.0, due to higher sensitivity w.r.t.

11



3.0 - reconstruction 3.0¢
95 _ active snapshots 95k
2.0F 2.0F
15F 15}
1.0 - 1.0F
0.5 - 0.5F
O.QE-I --------- — | — | 00— - | — ,
-1.0 -0.5 0.0 0.5 1.0 -1.0 —0.5 0.0 0.5 1.0
(a) d=0.14 (b) d=0.26
Recon. error 1.6 x 1072 Recon. error 2.5 x 1073

Figure 5: Greedy active-set reconstruction of contact pressure for certain parametric instances in
the validation set of the Hertz problem. Elements of the dictionary chosen by the algorithm are
shown and the reconstruction errors are given. Dictionary of size 12 is used in these examples.

d in this region. The cross (X ) markers, indicating cases where algorithm does not converge due
to oscillations between pagq and preq- R

The sparsity pattern of the dual reduced dofs A for the training set of size 30 is shown in
Fig. 8. As the snapshots in Dy are arranged in increasing order of d, most of the columns of
the sparsity pattern have two close non-zeros, indicating that the nearest two snapshots to the
targeted reconstruction were chosen by the algorithm. Spurious selections are seen in some rows,
but the values of corresponding coefficients are quite small and do not have any significant impact
on the solution.

4.2 Application to the Ironing problem

Unlike the Hertz problem, other contact problems might exhibit larger changes in the contact
zone, like the ironing problem, where an iron block is pressed against a flat slab and moved along
its length (Fig. 9). The contact zone varies strongly with the horizontal displacement parameter
d, (Fig. 10), which worsens the separability [23]. Therefore, over-complete dictionaries might be
more relevant in generating an effective reduced model.

The ironing problem is considered with two simplifications: the surfaces are assumed to be
frictionless and the problem is quasi-static, i.e. the iron is moved very slowly on the slab surface.
The two bodies and surfaces are discretized using same type of elements as the Hertz problem.
The iron is discretized using a structured mesh of 15 x 15 nodes, while the slab is discretized
using a Cartesian mesh of 10 x 50 nodes.

The parametric space is defined as P := {d, | 0 < d, < L}, given length of the slab L. The
vertical displacement is fixed at d, = 0.3. The training sets P;. are defined in a nested manner,
where n is the nested level index. Each training set contains uniformly distributed points in P,
such that P C P! and #P2 = 2" + 1. Training sets from nested levels n = 3 to n = 7 are
used, whereas the validation set is defined as Pyay = P5. \ PL.. Computational time for each
snapshot is around 0.85 seconds to 1.1 seconds.

The dual dictionary Dy is composed of contact pressure snapshots at the 2 4+ 1 training
points, while the primal basis consists of the left singular vectors truncated by filtering the
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Figure 7: Detailed primal and Dual reconstruction errors for the Hertz problem using the training
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‘P. Each subfigure corresponds to a different truncation tolerance § for the primal basis. Primal
and dual errors are computed using H' and £2 norm, respectively. Cross-marks X indicate
points where the greedy active-set algorithm reached max the number of iterations (50) and did
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Figure 9: Ironing problem: The iron block is pressed against the flat slab by a displacement d,
and moved horizontally. The horizontal displacement of the iron block d, € [0, L] is treated as
the parameter in the reduced model

singular values w.r.t. a fixed tolerance 6.
Figs. 11 to 13 contain results of the greedy active-set method applied to the ironing problem.
The following are the observations that contrast with the results of Hertz problem:

1. Inseparability: Fig. 11 shows the contrast between approximations by dictionaries of
different sizes. Its easy to see that the effects of inseparability are more pronounced in the
case of ironing problem.

2. Spurious selections: Comparing Fig. 8 and Fig. 12, the sparsity pattern for ironing
problem does not exhibit any spurious snapshot selections. This difference can be attributed
to the stronger variations in the contact position; unlike the Hertz problem where contact
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Figure 10: Sample snapshots of contact pressure for ironing problem

pressure curves were centred at the same position. The activation-deactivation process is,
thus, less ambiguous and less sensitive to primal truncations in the case of the ironing
problem.

3. Reconstruction errors in Fig. 13a are quite similar for § = 107!° and § = 10~® possi-
bly because the bottlenecks are the inseparability and finite, although large, size of dual
dictionary.

4. Number of iterations and computational time seem to increase significantly with
dictionary size (see Fig. 13b and Fig. 13c). A possible explanation for this behaviour could
be that the larger dictionaries of the ironing problem, coupled with stronger parametric
dependence of contact zone, force the greedy active-set to perform more iterations to find
the appropriate dual dictionary candidates and contact pairs.

3.0F . 3.0F .
reconstruction reconstruction

25F active snapsho 25F active snapshots
g g
7 20F 7 20F
& =
Z15f 215
Q Q
3 3
S 10f g 1.0f
O @)

0.5¢ 0.5F

00 E L L L L L L 00 L L L L L L L

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
x/L x/L
(a) dz = 0.68L, nested level 3 (b) d» = 0.65L, nested level 4

Figure 11: Contact pressure reconstructions for certain parametric instances of the ironing prob-
lem using greedy active-set method. The dictionary nested level, dictionary elements chosen by
the algorithm and the reconstruction errors are also shown.
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4.3 Application to a two-parameter ironing problem

To validate the same approach on a multidimensional parametric domain, the ironing problem
with an additional parameter, i.e. the vertical displacement is considered. Thus, the new para-
metric space is defined as P := {(d,dy) | 0 < d, < L, 0.1 <d, < 0.3}. In the 2D parametric
space, the nested training sets are defined such that the number of points is doubled in each
parametric direction with increasing levels. The resulting error profiles and computational times
are given in Fig. 14, with the same trends as the single parameter case.

5 Discussions

The application of dictionary methods was proposed to mitigate the challenges posed by linear
inseparability of the contact pressure. Unlike a classical reduced basis, an over-complete dictio-
nary has the potential to preserve local information computed in the offline stage, which would
otherwise be lost by truncation of a reduced basis. The same has been demonstrated by building
reasonably accurate reconstructions using dictionary methods.

The reconstruction errors of the Hertz problem decay consistently when richer training sets
are used, and the computational time per iteration seems to be fairly constant, but change slightly
with the primal rank. For the ironing problem with large contact variations, the reconstruction
errors decays comparatively slower than Hertz problem. Though the dictionary size didn’t have
any significant influence on the computational time per iteration, the number of iterations (and
total time) increased significantly for larger dictionaries in case of ironing problem. This can be
explained by the inherently high non-linear behaviour that comes with the large contact surface
and could possibly be reduced by using smarter initialization of the contact pairs or by increasing
the hierarchical level of the training set gradually.

As mentioned earlier, the resolution of the inseparabilities and reducing the subsequent errors
is not within the scope of this article. The primary objective is to focus on efficient algorithms
to utilise over-complete dictionaries for contact problems. A comparison of the greedy active set
method with its non-sparse version is shown in Table. 1. The sparse method provides considerable
gains in computational time but not in terms of reconstruction accuracy.
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Figure 13: Evolution of (a) mean reconstruction (relative) errors and primal rank, (b) number
of iterations, (c) total and (d) per iteration computation time with training set size for the
Ironing problem. Mean values of these quantities over validation set Pyq1 are shown. Primal and
dual errors are computed using #' and £2 norm, respectively. Quantities are shown for different
primal truncation tolerance § € {10%, 1078, 10719}, Note that computation time excludes the
construction time of non-linear operators.
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Non-sparse Sparse

Active set with CPG Greedy active set
tolerance = 1 x 1072

Primal RB size 22 22
Dual RB/Dictionary size 21 30
Time (seconds) 1.7 x 107 2%s 4%x107% s
Primal reconstruction errors 1.4 x 1073 2x1073
Dual reconstruction errors 5x 1072 5x 1072

(a) Hertz problem with 30 snapshots in training set.

Non-sparse Sparse

Active set with CPG Greedy active set
tolerance = 5 x 1072

Primal RB size 99 99
Dual RB/Dictionary size 52 129
Time (seconds) 0.08s 0.02 s
Primal reconstruction errors 3.7 x 1072 3x1072
Dual reconstruction errors 2.3 x 1072 1.5 x 1072

(b) Ironing problem with 129 snapshots in training set.

Table 1: Performance comparison of non-sparse and sparse methods. Mean of the quantities
(time and reconstruction errors) observed on the validation set are given.

6 Conclusions and Perspectives

Conclusions: The key idea of using over-complete dictionaries for contact mechanics problems is
introduced, whose necessity is justified using the known limitations of current reduced methods.
Based on the concepts of sparse regressions, an algorithm is proposed to solve dictionary-based
approximations of contact problems. Approximations based on large dictionaries were shown
to be limit the inseparability issues to a certain extent. Performance of the proposed method
seems to be correlated to the contact position variability, with satisfactory performance for small
variabilities.

Perspectives: The primary bottleneck in the proposed method is the evaluation of non-linear
operators that describe the inequality constraint i.e. the non-penetration condition. Current
methods also run into issues caused by local properties of contact, as contact pairs change signif-
icantly for problems with large contact variations. Moreover, non-linear methods to interpolate
the solution manifold should be explored.
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A Sparse methods

As discussed in Section 3, solving the problem (3) with ¢y-norm is NP-hard. Thus, practically
usable sparse regression methods have been devised by the community, such as, sparsity inducing
surrogate norms in place of the £yp-norm, or greedy methods. Some examples include LASSO [36]
and Dantzig Selector [37] that uses ¢p-norm. The methods used in this work, OMP and FOCUSS
are detailed below:

A.1 Orthogonal Matching Pursuit

The OMP method [38] aims to approximate the solution of (3) with p = 0 using a greedy
technique. At each greedy step k, the OMP algorithm searches for the column of dictionary D
that is the least orthogonal to the current residual (z — Da*~!) and adds to the set of indices
previously selected. This process is carried out until the residual is below the tolerance €. This
is done by projecting the residual vector on each column and selecting the largest projection.

7 + 7 Uargmax ’D[:,j]T(az - Dak*1)|
J

where 7 is the current set of selected indices and columns of dictionary D are normalized.
Then the new set of coefficients a* are computed using the least square solution:

aj = (D7D7)"'Diz

with a7z = a[Z] and Dz = D[, Z].

Update of T is locally optimal, but the above least-square update of a®, the OMP solution
is optimal w.r.t to the currently selected subset Dz of the dictionary. This is in contrast to the
predecessor of OMP, the Matching Pursuit [48], which used locally optimal updates for o at
the current iteration.

A.2 FOCUSS

The FOCUSS method [39] finds a sparse approximation using an iterative process that starts
from a fully dense solution and progresses towards “localized energy solutions”. The FOCUSS
method is broadly based on the following ideas:

e For a full rank dictionary of size, say m x n (m < n), the system Da = « is under-
determined. For such a system, the closed form solution for (3) with p = 2 is given by
a = Dtx, where DT is the Moore-Penrose pseudo-inverse. Note that this solution is not
sparse in general, as {o-norm does not have sparsity-inducing properties.

e A modified minimization problem can be defined by replacing the ||a||, with a weighted
norm ||W*1a| |27 or more generically ||WTa’ ’2 if W is singular. The authors of [39] argue
that by changing W, every possible solution of the under-determined system Da = x can
be obtained.

e The basis of the algorithm lies in iterating towards a sparse solution using a weight W¥
which induces sparsity. For the iteration k, the weight is chosen as W), = diag(a*~1!).
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The trick lies in the fact that the algorithm, effectively, minimizes the following weighted

norm:
k

2
2
-‘_ Qo
H“kaH2 § :(akzl>
7 %

due to which smaller entries of a*~! tend to diminish further.

On combining these ideas, the FOCUSS algorithm ends up with quite a simple implementation,
given in Alg. 2. Usually, the algorithm is initialized with the a® containing all non-zeros. In [39],
the ||||, minimizing solution a® = DTz was used for initialization.

Algorithm 2 FOCUSS

Inputs: D, z, o

Initialize k =1

while a not converge do
Wk = diag(ak~1)
o = WHDWF)fg
k+—k+1

end while

The nnFOCUSS Algorithm: The FOCUSS algorithm can be modified to generate a non-
negative solution [30, 49]. The nnFOCUSS algorithm works by computing an appropriate relax-
ation parameter for each iterative update that maintains non-negativity. After computation of
new coefficients at Step 5 of the Alg. 2, the relaxation step of nnFOCUSS algorithm is performed
as follows:

if min(a®) < 0 then

Aa = —(aF — b1~
. . k-1 . .
af « a1 + min (O‘A—a) Ao > Element wise division
end if

The algorithm must be initialized using non-negative coefficients, o, which is computed using
the non-negative least squares [50] solution (which is not sparse, in general).

B A non-penetrating convex hull approach with mono-
lithic dictionaries

Another novel sparse approximation method was formulated, namely the convex-hull approzi-
mation approach. This section briefly addresses the formulation and preliminary results. The
convex hull method differs from the greedy active-set method in several aspects. Before this
method is formulated, a broad overview of these differences is provided in Table 2.

The inspiration for this approach comes from the reduced modelling of incompressible flow
problems, where the velocity field is inherently divergence-free. Consequently, the reduced incom-
pressible flow problem is unconstrained, as all candidates in velocity subspace naturally satisfy
the constraints [51, 52]. It is not straightforward to extend the same idea to contact mechanics
problems, because linear combinations of the penetration-free primal snapshots do not satisfy
the non-penetration condition.

26



Convex hull approximation Greedy active-set

Primal Basis type Dictionary Truncated low-rank
Dual Basis type Dictionary Dictionary
Monolithic  dictio- Yes No

nary

Iteration method Fixed point Fixed point

Constraint enforce- Convex combinations of non-

. Active-
ment penetrating snapshots ctive-set

Greedy activation and deactiva-

Sparsity induction Non-negative FOCUSS tion of dual dofs

Additional assump- Feasible region 1is convex and

. . N
tions parameter-independent one

Table 2: Characteristics of the two dictionary-based approximation methods for contact mechan-
ics problems

For simplicity, let us first consider a contact problem where the contact pairs are constant.
The discrete inequality constraint can be expressed using matrices that do not change with the
displacement field. The feasible region K in the displacement solution space can be defined as:

K:={u]|Cu—-g<0} (10)

convex feasible
zone

snapshots

1
obstacle ! convex hull
1

Figure 15: Illustration of non-penetrating property of convex hull. The convex feasible region K is
separated from non-feasible zone by the hyperplanes defined by Cu = g, illustrated schematically
by segments. The convex hull of the displacement snapshots is a convex subset of low-dimensional
subspace defined by the linear combination of snapshots. It is also a subset of the convex feasible
zone K.

As the operators C and g are independent of displacement field w, it is straightforward to
demonstrate the convexity of K. Thus, a convex combination® of non-penetrating snapshots
would naturally satisfy the inequality constraint. The implication here is that all the candidates
in convex hull® of the training set snapshots satisfy the inequality constraint. This notion is
visually shown in Fig. 15, where the convex hull of training set snapshots does not violate the

4A convex combination is a linear combination with non-negative coefficients that sum up to unity
5Convex hull of a set of points (or snapshots) is the set containing all convex combinations of the points. In
other words, it is the smallest convex set that envelopes the set of points.
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convex non-penetration constraint. This property of convexity can be exploited to build efficient
reduced models, if the following hypothesis holds:

Hypothesis 1 (Convex Subset hypothesis). Given a parametrized high-dimensional inequality-
constrained problem with a convex feasible set /C, its solutions lie in a low-dimensional convex
subset inside K.

To explore the convex hull of the dictionary, the displacement field will be approximated
using convex combinations of the primal dictionary D:

u~Dyu
st. 1Tu=1
u>0
As the non-penetration constraint will be satisfied naturally by all candidates in the convex hull

of dictionary snapshots, a dictionary-based approximation can be computed using coefficients u
that satisfy equilibrium equations. Therefore, the objective is to minimize the following residual:

r(e) = K(1)Dya + C7 (4, u)Dyex — £ (1)

Note that the residual has been defined using u = A= «, which is equivalent to using a
monolithic dictionary, in which each column consists of a displacement snapshot stacked above
the corresponding contact pressure snapshot. Usage of a monolithic dictionary not only reduces
the number of unknowns but also makes the problem of minimizing the residual ||r(a)|| well-
defined. Moreover, the residual can be projected on a low-dimensional subspace of the colsp(D),),
described by the matrix B containing its basis, while also adding sparsity constraints to the
unknown e, like in (5). Thus, the problem can be stated as:

min ||e], (11a)
st |[BTr(a)|]| <e (11b)
1Ta =1 (11c)

(11d)

a>0

The nnFOCUSS algorithm [30, 49], based on the FOCUSS algorithm [39], is a weighted-norm
minimization technique that progressively induces sparsity to the solution(see Appendix A for
details). The algorithm takes three inputs: the vector & that will be approximated, the dictionary
D that serves as the approximation space, and a non-sparse non-negative initial guess a of
approximation coefficients. It can be used to solve the convex hull approximation problem (11),
by plugging the inputs defined as:

D= [BTEmono] , T = |:BT{(M):| , aO = IlIllS(D,:B)

where Kyono is the operator for the monolithic residual r(a):
Kuono = K(H)Dp + CT(,Uv u)Dy

nnls indicates the non-negative least squares. An open-source implementation of nnls provided
in the SciPy library [45] is used.
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A test is proposed which checks if Hypothesis 1 hold within a reasonable error using the
so-called leave-one-out approach on the training set snapshots. The Hypothesis 1 can be verified
by approximating the left-out snapshot with the convex hull of the rest of the snapshots using
least-square criteria. The approximation error, referred to here as the convex hull least square
(CHLS) error, can be used to assess the existence of a hypothetical low-dimensional convex set.

Each dictionary element d is approximated using the convex hull of f)vp and the error is recorded:

[Pre—dl|,
“onslh] =min g (12)
st.1Ta=1

A high value of ecyrg might occur due to a lack of low-dimensional convexity or due to scattered
training set data.

B.1 [Illustrative example: elastic rope-obstacle problem

The method is demonstrated on a problem where the convexity of feasible space is assured. The
elastic rope-obstacle problem from references [13, 14, 19] is considered, where a 1D elastic rope,
fixed at the two ends comes into contact with a fixed obstacle (Fig. 16). The elasticity v(x,)
of the rope is a function of parameter .

v(z,v)Viu(z) = f onx€l0,1]
u(0) =u(l) =0
u(z) > —0.2(sin(7x) — sin(3wx)) — 0.5

where

v(z,y) = {

(13)

v ifx <05
30 otherwise %7€ 10, 50]

Training set: v € Py ={10,15,20...45,50}
Validation set: v € Pya1 = {12.5,17.5,22.5...42.5,47.5}

The monolithic dictionary with 9 snapshots corresponding to the training set defined above is
computed in the offline stage. The test results for Hypothesis 1 are shown in Fig. 17, indicating
that the hypothesis holds to a reasonable level.

The low-rank matrix B on which the residual will be projected is computed using left sin-
gular vectors of the truncated SVD B « svd(D,,d), with truncation tolerance § = 10~7. The
reconstruction errors and resultant sparsity of the solution in the training set and a validation
set are shown in Fig. 18. The training set is reconstructed within near numerical precision. In
the validation set, the algorithm chooses the training set points that are nearest to v to create
the best possible reconstruction with the given dictionary.

As discussed earlier, the non-penetration condition and complementary slack are not explic-
itly imposed. However, as the feasible region is convex, one would expect that at least the
non-penetration condition would be satisfied exactly. Nonetheless, as seen in the Table 3, recon-
structions in validation set show a finite but small penetration and complementary slack. These
violations appear because the condition (11c) is satisfied only to a certain precision. The viola-
tion to convex condition, evaluated as |17 — 1| in Table 3, is of the similar order as penetration
and complementary slack.
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Figure 16: Elastic rope-obstacle problem: Snapshots of the elastic rope fixed at the two ends,
while it deforms under a uniform load and establishes contact with the obstacle. Snapshots for
various values of ~y are shown.
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Figure 17: Testing the Hypothesis 1 for the given training set of elastic rope-obstacle problem (13)
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Y S ptr Y S Pval

17a — 1] 0107 0(107?)
Penetration 0(107%) oo™
Complementary Slack  O(107'%)  O(107*)

Table 3: Observed values of various compliances for the elastic rope-obstacle problem with
parameter 7.
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Figure 18: Convex hull reconstruction errors for elastic rope-obstacle problem with parameter ~y
using B « svd(D,,d = 10~7). Crosses x indicate achieved sparsity (w.r.t. right y-axis). Primal
and dual sparsity are naturally equal as the dictionary is monolithic.

C Spurious effects of POD trucation

In the greedy active-set method, the snapshots of the dual dictionary are selected based on the
violations of the non-penetration constraints. The dictionary vector with the highest correlation
with the current state of penetration is chosen. However, instead of zero penetration, a small
value of penetration 7 is allowed (see (6¢) and (7)). This is done to avoid spurious selection
of dictionary elements, which happens due to a truncated primal basis. Such a reconstruction
example of Hertz problem for parameter value d = 0.25 is shown in Fig. 19, where a spurious
peak in the contact pressure is evident. In this case, a dual dictionary of size 30 and primal basis
truncated at 1076 are used. The algorithm selected the appropriate snapshots from the dual
dictionary, but also selected some unnecessary snapshots: the first (Dy[1]) and twelfth (D4[12])
dictionary vectors. Importantly, the D4[1] vector contributes to large error in reconstruction as
evident in the figure. The false selection of this snapshot is linked to the truncation of primal
basis, and therefore, can be avoided by setting the value of 7 same as 9.
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to most of the error is Dy[1], corresponds to loading parameter d = 0.01
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