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ABSTRACT

User satisfaction is significantly influenced by their expectations
of video quality. Even when users are presented with identical video
stimuli, the Quality of Experience (QoE) can vary based on the con-
text. The acceptability and annoyance paradigm serves as a tool
to understand this relationship by measuring QoE as a function of
user expectations and video quality. Traditionally, subjective ex-
periments assessing QoE have been conducted in controlled labo-
ratory settings. While the extension of traditional video quality ex-
periments to crowdsourcing settings is well-explored, the impact of
crowdsourcing on QoE studies has not been thoroughly examined.
This study explore the potential use of crowdsourcing platforms for
acceptability & annoyance experiments. To this end, video qual-
ity and acceptability & annoyance experiments were conducted in
both laboratory and crowdsourcing settings. The findings reveal a
more linear relationship between video quality and QoE in crowd-
sourcing settings. Subjects in crowdsourcing settings tend to have
higher expectations of video quality, resulting in a slight increase in
acceptability & annoyance thresholds compared to laboratory exper-
iments. Analyses suggest that extending acceptability & annoyance
experiments to crowdsourcing is not as straightforward as extend-
ing traditional video quality experiments. In crowdsourcing settings,
priming subject expectations with instructions is not as effective as
it is in laboratory conditions.

Index Terms— acceptability and annoyance, quality of experi-
ence, video quality, crowdsourcing, user generated content

1. INTRODUCTION

In the past decade, An impressive number of subjective video qual-
ity datasets has been developed and published. However, for a video
streaming service provider, such as those operating on online so-
cial media platforms or video streaming platforms, perceived video
quality alone is not the optimal metric. What holds greater impor-
tance for service providers is understanding whether the video qual-
ity meets user expectations (avoiding annoyance), or at least sur-
passes acceptable levels. In response to this need, the acceptability &
annoyance paradigm has gained popularity in recent years [1, 2, 3].
The acceptability & annoyance paradigm is particularly relevant in
the context of online social media platforms, where an immense vol-
ume of videos is streamed every second.

Acceptability and annoyance thresholds define the video quality
levels at which a video stops being acceptable or starts being an-
noying, respectively. It’s well-established that video quality alone
doesn’t directly express the acceptability & annoyance of video con-
tent, requiring consideration of user expectations and the consump-

tion context [2]. Previous efforts have been made to establish map-
pings between video quality scores and acceptability & annoyance
scale for estimating these thresholds [4, 5, 2]. However, this process
typically involves two distinct experiments and needs to be repeated
for each context. As a consequence, the required number of partic-
ipants significantly increases, making the collection of acceptability
& annoyance labels for large-scale datasets practically challenging
in laboratory settings.

To address the limitations of laboratory experiments, numerous
efforts have been made to extend perceptual quality experiments to
crowdsourcing [6, 7, 8]. Following the recommendations outlined
in these studies, several datasets [9, 10] have been successfully col-
lected on crowdsourcing platforms like Prolific [11] and Amazon
Mechanical Turk [12]. However, the extension of Quality of Expe-
rience (QoE) studies, particularly within the acceptability & annoy-
ance paradigm, to crowdsourcing remains under-explored.

In acceptability & annoyance experiments, user expectations are
typically primed with carefully designed instructions [2, 3]. For in-
stance, in [2], authors employed two user profiles—Basic users cost-
ing C6 per month and Premium users costing C12 per month for
the video streaming service. Subjects were primed with written in-
structions before the experiment. Another study [3] primed subjects
based on their remaining quota in their mobile data plan, demon-
strating the effectiveness of this approach in stimulating different
contexts. However, we hypothesize that priming subjects similarly
in a crowdsourcing setting may not be as effective due to the poten-
tially lower attention span of the subjects.

In this study, we aimed to assess the impact of crowdsourcing on
acceptability & annoyance labels by conducting video quality and
acceptability & annoyance experiments in a crowdsourcing setting.
We then compared the results with experiments conducted in con-
trolled laboratory conditions. Our findings indicate that, in both set-
tings, participants exhibit comparable discriminatory power in video
quality experiments. However, for acceptability & annoyance exper-
iments, we observed a slightly lower discriminative power of sub-
jects in the crowdsourcing setting.

Furthermore, our analysis revealed that the relationship between
video quality and acceptability & annoyance is more linear in the
crowdsourcing setting, suggesting a potential lack of understanding
of the task by participants. Consequently, we observed a slight in-
crease in acceptability & annoyance thresholds obtained in crowd-
sourcing settings. These results shed light on the nuances of con-
ducting acceptability & annoyance experiments in crowdsourcing
setting.



Fig. 1. Example of selected SRCs from the IPI-VUGC Dataset.

2. SUBJECTIVE EXPERIMENTS

In this study, we build upon the publicly available IPI-VUGC1

dataset [13]. The IPI-VUGC dataset provides subjective opinion
scores for both video quality and acceptability & annoyance. We
choose 18 source content (SRC), each accompanied by 6 processed
video sequences (PVS), from the IPI-VUGC dataset. Subsequently,
we replicate the same experiment on Prolific [11] crowdsourcing
platform, ensuring minimal differences between the two settings.

In summary, the study consists four distinct experiments: “In-
Lab ACR”, “InLab AccAnn”, “Crowdsourcing ACR”, and “Crowd-
sourcing AccAnn”. The content used in each experiment is identical,
and there is no deviation in the experiment design between the In-
Lab and Crowdsourcing studies. This consistent approach enables a
robust comparison across different experimental settings.

2.1. Content

As mentioned earlier, we employed 18 SRCs from the IPI-VUGC
dataset for our crowdsourcing experiments. These SRCs have a du-
ration of 5 seconds and a resolution of 1080p. The dataset also in-
cludes 6 PVS for each SRC, utilizing the h264 [14] coding algorithm
at varying spatial resolutions and constant rate factors (CRFs). No-
tably, the videos are vertically oriented and they don’t contain an
audio channel. They are predominantly user-generated and recorded
by mobile phones with a few exceptions of drone footage. Some
SRCs in the dataset were edited with text and sticker overlays—a
characteristic feature of User-Generated Content (UGC) commonly
found on online social media platforms. Figure 1 presents 4 example
of the selected SRCs from the IPI-VUGC Dataset.

2.2. Experiment Methodologies

Video Quality Experiment relies on Absolute Category Rating with
Hidden Reference (ACR-HR) methodology with the classical scale
[“Bad”, “Poor”, “Fair”, “Good”, “Excellent”]. This scale is numer-
ically represented in the range [1, 5], where 1 corresponds to “Bad”
and 5 corresponds to “Excellent.” Participants are simply instructed
to provide a rating for the video quality within this numerical range,
without any additional instruction. Similar to the laboratory exper-
iment from IPI-VUGC Dataset, four videos were selected for non-
explicit training at the beginning of each session. These videos were
intentionally selected to cover the video quality range found in the
entire dataset to help aligning the expectations of the users. To pre-
vent repetition with the experiment stimuli, the training videos were
excluded from the dataset.

1IPI-VUGC Dataset: https://zenodo.org/doi/10.5281/zenodo.10475209

Acceptability and Annoyance (AccAnn) Experiment adopts the
single-step acceptability & annoyance procedure proposed in [2].
This method simplifies the classical multi-step approach [15, 1] by
combining the acceptability & annoyance questions into a single
question. The scale is then presented to subjects as “Not Annoying”,
“Annoying but Acceptable”, and “Not Acceptable”, color-coded for
clarity.

Given the importance of instructions in acceptability & annoy-
ance experiments on setting user expectations, the crowdsourcing
experiment employed the following instructions, following the in-
structions proposed in the IPI-VUGC dataset:

“You are going to participate in an experiment determining the
acceptability and annoyance of videos. You will need to imagine
yourself scrolling through your preferred social media platform (e.g.,
Facebook, Instagram, TikTok, etc.) and encountering these videos.
Based on your expectations of the video quality in these encounters,
you will need to rate the quality of the video in terms of Acceptability
and Annoyance.

• The video is not annoying when its quality satisfies or exceeds
your expectations.

• The video is annoying but acceptable when its quality is ac-
ceptable but not completely satisfies your expectations.

• The video is not acceptable when its quality does not meet
your expectations. Such video quality makes you think about
skipping to the next video.”

2.3. InLab Experiments

As stated earlier, we use the subjective video quality scores and ac-
ceptability & annoyance labels provided in IPI-VUGC dataset [13]
and refer these as the InLab experiment data.

Video quality scores in the IPI-VUGC dataset were obtained
through an ACR-HR experiment conducted in controlled laboratory
conditions. The AccAnn labels were gathered using a single-step
design within the context of an online social media platform. The
subjective experiments occurred in controlled laboratory conditions,
utilizing an iPhone 14 Pro device with the native AV Player2. Sub-
jects held the device freely with an armrest during the experiment,
and screen brightness was maintained at a fixed level for consistency.
The remaining experiment details adhered to the recommendations
outlined by the ITU [16].

2.4. Crowdsourcing Experiments

Crowdsourcing experiments were conducted on Prolific [11] utiliz-
ing the participant pool available on the platform. Following the
recommendations in previous studies, the dataset was divided into
three sessions to accommodate the potentially shorter attention span
of participants in crowdsourcing settings [6, 7]. Both video qual-
ity and AccAnn experiments were conducted across three sessions.
Participants were required to complete 1000 tasks, ensuring an ap-
proval rate exceeding 99.5% on Prolific. On average, each stimulus
was rated by 35 unique participants.

In contrast to InLab experiments, crowdsourcing experiments
were carried out on computer screens, with display specifications
limited to 1080p resolution to regulate the presentation of video
stimuli. To maintain control over the video stimulus presentation, the
videos were downscaled to 1080 pixels in height before the exper-
iment, thereby avoiding reliance on the native sampling algorithms
of participants’ devices.

2https://developer.apple.com/documentation/avfoundation/avplayer/



Fig. 2. Overview of the algorithm that determines the AccAnn cat-
egory of a stimulus based on its AccAnn-MOS and distribution of
individual AccAnn labels.

2.5. Representation of Subjective Opinions

The subjective opinions gathered in the experiments are represented
in three distinct forms. Traditionally, video quality scores are ex-
pressed as Mean Opinion Scores (MOS). In this study, MOS is de-
noted as ACR-MOS to prevent the confusion with MOS of accept-
ability & annoyance. ACR-MOS represents the video quality on a
continuous scale within the range of [1, 5], where higher values in-
dicate superior video quality. To mitigate bias and inconsistencies
linked to raw subjective opinions, the subjective scores were pro-
cessed using ZREC [17], a MOS recovery algorithm.

Likewise, acceptability & annoyance scores are represented on a
continuous scale and referred as AccAnn-MOS. The AccAnn-MOS
scale spans the range of [1, 3], where higher values correspond to a
superior QoE (i.e., “Not Annoying”).

A categorical representation is also employed for acceptability
and annoyance labels. Similar to previous studies, each stimulus is
categorized into one of five groups based on the distribution of in-
dividual AccAnn labels [2, 3]. Figure 2 provides a summary of the
algorithm. Each stimulus is assigned to one of the three primary
categories (NAnn, AA, and NAcc) or one of the two threshold cat-
egories (UAnn and UAcc). If the distribution of individual opinion
scores for a given video exhibit statistically significant agreement, it
is assigned to one of the main categories based on the majority opin-
ion. Otherwise, the stimulus is assigned to one of the threshold cat-
egories. UAnn is the threshold category for stimuli where the video
quality starts to be annoying, while UAcc is the threshold category
for stimuli that start to become unacceptable. The color codes used
for the categories in Figure 2 are consistent throughout the paper.

3. DISCRIMINABILITY AND MEAN-CI ANALYSIS

In this section, we make a comparison of the discriminatory power
between crowdsourcing and laboratory settings, utilizing two met-
rics: discriminability and mean 95% confidence interval (CI) [6, 18,
19]. Higher discriminability is desired to design cost-efficient and
reliable experiments. Moreover, lower mean 95% CI is indicative of
higher clarity in the collected data [17].

To measure the discriminatory power with varying number of
observers, we randomly select n subjects from the total pool of
participants (24 for InLab and 34 for crowdsourcing experiments)
through a bootstrap procedure with 100 iterations. At each iteration,

Fig. 3. The comparison between the four experiments is illustrated
in terms of a) discriminability and b) mean 95% confidence intervals,
with solid and dashed lines representing the ACR and AccAnn ex-
periments, respectively. The color fills around each line indicate the
95 percentile range of the bootstrap iterations. InLab experiments
are depicted in orange, while crowdsourcing experiments are repre-
sented in teal.

we conduct two-sample Wilcoxon test on ACR-MOS and AccAnn-
MOS values of all possible pairs of stimuli in the dataset. Pairs
with a p-value of 0.05 is considered to be statistically significant.
Additionally, we compute the mean 95% CI for all stimuli at each
iteration.

In Figure 3-a, the discriminability of each experiment is plotted
as a function of the number of subjects.Both ACR and AccAnn ex-
periments in both settings exhibit similar discriminability. Further-
more, the discriminability is higher in ACR experiments compared
to AccAnn experiments. This observation can be attributed to the
finer granularity of the ACR scale (5 levels in ACR scale vs 3 lev-
els AccAnn) and the inherent ambiguity associated with the AccAnn
task.

Similar conclusions can be drawn based on the mean 95%
CI values, as depicted in Figure 3-b. Notably, there is a dis-
tinction between the mean 95% CI values of InLab-AccAnn and
crowdsourcing-AccAnn experiments. Since the same distinctions
is not observed between the mean 95% CI values InLab-ACR and
crowdsourcing-ACR experiments, this cannot be explained just by
the varying viewing conditions in the crowdsourcing setting. In fact,
it implies that the AccAnn experiment was better understood by the
subjects in InLab experiment since with same discriminability, it
results in lower mean 95% CI compared to Crowdsourcing-AccAnn.

4. COMPARISON OF SUBJECTIVE OPINIONS

In this section, we conduct a comparison of subjective ratings to de-
termine whether similar conclusions can be drawn in crowdsourcing
and laboratory settings.

4.1. ACR-MOS and AccAnn-MOS

In Figure 4, the correlation of ACR-MOS and AccAnn-MOS be-
tween InLab and crowdsourcing experiments is presented. Notably,
compared to AccAnn-MOS values, ACR-MOS values exhibit a
slightly stronger correlation between the laboratory and crowd-
sourcing settings. In the crowdsourcing experiment, acceptability
& annoyance of videos in the mid to high-quality range are slightly
lower. The category "Annoying but Acceptable" (where AccAnn-
MOS is 2) is also less frequently used in crowdsourcing settings.
This difference in the utilization of the AccAnn scale might have a



Fig. 4. Correlation of a) ACR-MOS and b) AccAnn-MOS between
the InLab and crowdsourcing settings. Each point represent a video
in the dataset, where the horizontal and vertical axes represents the
scores acquired in InLab and crowdsourcing experiments, respec-
tively.

Fig. 5. Relation between ACR-MOS and AccAnn-MOS values in
laboratory and crowdsourcing settings. A 4-parameter logistic func-
tion is fitted for each setting. Horizontal and vertical axes represents
the ACR-MOS and AccAnn-MOS values, respectively.

minor impact on the mapping between video quality and acceptabil-
ity and annoyance.

The mapping between ACR-MOS and AccAnn-MOS is visual-
ized in Figure 5. Relationship between ACR-MOS and AccAnn-
MOS is more linear in the crowdsourcing experiment. In addition,
in the mid and high-quality range, subjects in the crowdsourcing ex-
periment appear to have slightly higher expectations of video quality
compared to subjects in the InLab experiment, consistent with obser-
vations in Figure 4.

4.2. Acceptability & Annoyance Categories

In addition to continuous scale comparisons (ACR-MOS and
AccAnn-MOS), we can compare the acceptability & annoyance
categories between the laboratory and crowdsourcing settings. The
algorithm illustrated in Figure 2 is employed to determine the ac-
ceptability & annoyance categories of stimuli.

Figure 6 presents categorical comparisons between InLab-
AccAnn and crowdsourcing-AccAnn experiments. Stimuli are
ordered from left to right based on the AccAnn-MOS values in the
InLab experiment. The same color coding is used for acceptability
& annoyance categories in both settings, with circles representing

Table 1. Acceptability and annoyance thresholds in terms of ACR-
MOS and UVQ. ACR-MOS and UVQ values has the theoretical
range of [1, 5]

Acceptability Annoyance
InLab crowdsourcing InLab crowdsourcing

ACR-MOS 1.9804 2.1157 3.4001 3.6543
UVQ 3.1891 3.1616 3.6508 3.6898

the laboratory setting and squares representing the crowdsourcing
experiment. For each stimulus, the distance between the circle
and rectangle represents the difference in terms of AccAnn-MOS,
as shown on the vertical axis. Lines between InLab (circles) and
crowdsourcing (squares) samples are black if the two settings are in
agreement and red if there is a disagreement.

The InLab and crowdsourcing experiments appear to be in
agreement for most stimuli. Among the total 126 stimuli in the
dataset, only 23 stimuli are categorized differently. Importantly,
none of the mismatches places the content more than one category
away. In other words, mismatches in categories occur only within
neighboring categories. Meaning that the two settings are only in
disagreement of the statistical significance of the stimuli, rather than
its main category. Moreover, the majority of stimuli are categorized
at a lower Quality of Experience (closer to "Not Acceptable") in the
crowdsourcing experiment, aligning with previous observations in
continuous scale comparisons.

5. ACCEPTABILITY AND ANNOYANCE THRESHOLDS

In this section, we compare the metric thresholds for acceptability
& annoyance in laboratory and crowdsourcing settings. The accept-
ability threshold is defined as the value (within the theoretical range
of the metric) below which the video quality is deemed unaccept-
able. The annoyance threshold is defined as the value below which
the video quality starts to become annoying.

UGC videos exhibit considerable variation in quality without ac-
cess to a pristine reference, presenting unique challenges for qual-
ity prediction. Given that the dataset comprises UGC content with
non-pristine references (see second and third images in Figure 1),
full-reference video quality metrics (e.g., VMAF [20]), designed to
predict the difference mean opinion score, are not suitable for this
task. Therefore, we rely on UVQ [21], a no-reference video quality
metric designed to predict the perceptual quality of UGC videos. It
is important to note that while the experiments can be extended with
other suitable no-reference metrics, such extensions are beyond the
scope of the current study.

Similar to [2, 3], acceptability & annoyance thresholds are de-
fined as the mean score of all stimuli in “UAcc” and “UAnn” cate-
gories, respectively. The categories “UAcc” and “UAnn” are deter-
mined by Barnard’s test based on subjective annotations. From a sta-
tistical perspective, “UAcc” category represents the condition where
half of the subjects perceive the video quality as “Not Acceptable”
while the other half thinks it is “Annoying but Acceptable”. Simi-
larly, “UAnn” is placed between the “Annoying but Acceptable” and
“Not Annoying” categories.

Table 1 presents the acceptability & annoyance thresholds in
terms of ACR-MOS and UVQ values for both InLab and crowd-
sourcing experiments. Consistent with earlier observations, accept-
ability & annoyance thresholds in terms of ACR-MOS are slightly
higher in the crowdsourcing setting. For instance, an ACR-MOS



Fig. 6. Comparison of acceptability & annoyance categories between the inlab and crowdsourced experiments. Stimuli are ordered based on
the AccAnn-MOS values (represented in the vertical axis) acquired from the InLab experiment. Acceptability & annoyance categories are
color-coded. For each stimuli, the disagreement and agreement between experiments is marked with red and black lines, respectively.

value of 1.9804 is required for an acceptable video quality in the
laboratory setting, whereas in the crowdsourcing study, this thresh-
old is 2.1157. Videos start to be annoying at an ACR-MOS value of
3.4001 in laboratory settings, while 3.6543 ACR-MOS is required
for a satisfactory experience in the crowdsourcing experiment. This
suggests that subjects were more tolerant to decrease in video qual-
ity in the laboratory experiment. UVQ thresholds indicate a similar
trend in annoyance thresholds, while an inverse effect is observed
on the acceptability threshold. Although not within the scope of this
study, this might be explained by the slightly lower accuracy of UVQ
in the low-quality range.

6. CONCLUSION

Accurate assessment of acceptability & annoyance in video qual-
ity holds immense significance for service providers, especially on
online social media platforms. It quantifies the variations that can
be introduced into video encoding pipelines in different contexts,
all while maintaining a consistently accepted Quality of Experience
(QoE) for observers. The ultimate goal is to develop a context-
neutral, objective QoE model that can be dynamically adapted based
on specific contexts, including the streaming platform, display de-
vice, remaining battery, signal strength, and more. However, a no-
table challenge in achieving this objective is the increased need for
participants in acceptability and annoyance experiments. To address
this need, this paper focuses on exploring the feasibility of extending
AccAnn experiments to crowdsourcing platforms.

The reliability of crowdsourcing in this context was examined
from various aspects. Findings indicate a more linear relationship
between video quality and QoE in the crowdsourcing setting. Ad-
ditionally, subjects in crowdsourcing experiment displayed slightly
higher expectations of video quality at the acceptability and annoy-
ance thresholds. Comparison of acceptability & annoyance cate-
gories revealed that 23 out of 126 stimuli categorized differently be-
tween the two settings.

Our results imply that, in crowdsourcing settings, subjects ex-
hibit a limited ability to adjust their expectations in response to in-
structions, unlike in controlled laboratory experiments. Despite the
reduced ability of subjects in crowdsourcing setting, the impact re-

mains minimal and predictable on acceptability & annoyance thresh-
olds. These insights can contribute valuable information for the
design of future acceptability & annoyance tests in crowdsourcing
settings. As part of our future work, we aim to explore alternative
methods for priming user expectations in acceptability & annoyance
experiments.
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