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firstname.lastname@lis-lab.fr, romain.gemignani@enedis.fr

Abstract
Dialogue summarization aims to create a concise and coherent
overview of a conversation between two or more people. Re-
cent advances in language models have significantly improved
this process, but accurately summarizing dialogues is still chal-
lenging due to the need to understand the interactions between
speakers to capture the most relevant information. This study
focuses on goal-oriented human-human dialogues, incorporat-
ing task-related information into the summarization process to
produce summaries that are more semantically accurate. It ex-
plores multitask approaches that combine summarization with
language comprehension tasks and introduces new methods for
summary selection and evaluation based on semantic analysis.
The study tests these methods on the DECODA corpus, a col-
lection of French spoken dialogues from a call center, showing
that integrating models and task-related information improves
the accuracy of summaries, even with varying levels of word
error rates.
Index Terms: dialog summarization, spoken language under-
standing, multi-task methods

1. Introduction
Advances in spoken language processing, thanks to low word-
error-rate automatic speech transcription and generative lan-
guage models, have improved the quality of outputs for a range
of tasks including speech summarization. Conversation summa-
rization consists in generating a short, abstract version of what
was said by speakers within a multiparty spoken interaction.
Due to a mismatch between transcript and summary genres, er-
rors in the transcript, disfluencies by participants, and the gener-
ative process itself, dialogue summarization is affected by hal-
lucinations [1] (i.e., when generative models produce texts that
contain nonfactual information when compared to the source).

In the context of industrial applications, this problem might
be more prevalent due to the necessity to rely on small language
models, for cost reduction and energy savings, as well as for the
non-disclosure of customer data. Domain knowledge can help
assess faithfulness, and could be integrated in summarization
systems in order to generate better summaries.

In this paper, we propose a methodology that involves lever-
aging data augmentation via LLM to improve the quality of
generated summaries. Moreover, we seek to assess and enhance
the accuracy of conversation summarization by integrating task-
specific elements such as the caller’s intent and domain-specific
named entities. Our study concentrates on call centers, where
the caller’s intent is represented as a call type. We conduct ex-
periments on the DECODA corpus[2], which stands out as one
of the few extensive human-human spoken dialogue datasets
collected from authentic call centers. This corpus is valuable

due to its annotations for call types and named entities. To our
knowledge, there is no comparable large English speech dataset
for research featuring goal-oriented human interactions and se-
mantic annotations.

2. Related work
A study conducted by [3] found that 30% of summaries gen-
erated by text summarization systems contained incorrect infor-
mation, known as ”hallucinations” [4]. Approaches to assessing
the faithfulness of summaries have included textual entailment
[5, 4], entities analysis [6, 7], and a verification of answers to
questions derived from the summary [8].

Dialogue summarization has become increasingly popular,
but models are limited by the structure of dialogues and the di-
versity of input data, including customer service conversations
and technical discussions. To address this, methods using auxil-
iary information, such as dialogue acts [9] or domain terminol-
ogy [10], have been proposed. Newer datasets, like SAMSum
[11], present new challenges, such as reporting participant be-
havior in conversations. One limitation of such datasets is that
they are not supported by actual speech, and consist in synthetic
conversations imagined by annotators.

There are fewer studies on hallucination in dialogue sum-
marization compared to text summarization. [1] found that
35% of SAMSum dataset summaries were inconsistent with the
source dialogues. [12] identified eight types of factual errors
in dialogue summarization, while [1] identified six types. They
used a summary model based on conditional generation proba-
bilities to distinguish between positive and negative summaries
and evaluate the model’s faithfulness.

Task-oriented dialogue summarization, which involves con-
versations aimed at accomplishing specific tasks, has emerged
as a recent task. To accurately capture the essence of conver-
sations, summaries must reflect participants’ goals, procedures,
named entities, and other relevant factors. Several corpora have
been proposed for the task, including TODSUM [13], and DE-
CODA [2].

3. Data augmentation for spoken
conversation summarization

There are two main approaches to generating summaries from
audio conversations: pipeline methods involve performing au-
tomatic transcription followed by automatic text summarization
applied to these transcriptions while end-to-end methods [14],
directly generate summaries from audio inputs without the in-
termediary step of transcription.

Pipeline methods for training, validating, and testing mod-
els necessitate three key resources: audio conversations relevant



to the system’s target domain, textual transcriptions of these
conversations, and examples of text summaries on the transcrip-
tions. The amounts of these required resources can vary signifi-
cantly based on system specifics like pre-training and adaptation
processes.

In contrast, end-to-end methods rely on having large
datasets of audio conversation and summary pairs. When such
datasets are not readily available, data augmentation techniques,
including speech synthesis, may be employed to generate these
pairs, as suggested by [15].

This study focuses on pipeline systems for their flexibility
in using various resources and models for text or audio process-
ing separately. Pipeline systems offer easy development and
analysis without modality alignment.

We describe a realistic scenario where one has access to
a corpus consisting solely of raw audio conversations, without
any annotations or transcriptions, except for a small subset with
target summaries. We show how generic tools for speech tran-
scription and automatic summarization, powered by Large Lan-
guage Models (LLM), can be leveraged for data augmentation.
The methodology involves:

1. Applying a generic speech transcription system across the en-
tire conversation corpus to produce textual transcriptions.

2. Processing these transcriptions with an instruction-based
LLM in a few-shot learning mode by feeding the system a
few examples of target summaries and prompting it to gener-
ate summaries that resemble these targets.

3. Fine-tuning a summary generation system on the dataset in-
cluding both the automatically generated summaries and the
target summaries.

Creating a dedicated summary system is more practical and
cost-effective than using a generic LLM. It provides better con-
trol over output and allows for more sophisticated strategies,
like combining automatic speech understanding and summa-
rization, as discussed in the following section.

4. Integrating Spoken Language
Understanding and Summarization

In this section, we describe two methods for integrating se-
mantic task-specific information into the summary generation
process. Since we are dealing here with goal-oriented human-
human dialogues, we can use the same kind of semantic infor-
mation that has been proposed for performing Spoken Language
Understanding in human-machine dialog systems for tasks such
as transport reservation (e.g., ATIS corpus) or for restaurants or
hotels (e.g., MEDIA corpus). In this type of study, three seman-
tic levels are generally defined [16]:
• domain: the domain represents the semantic context of the

dialogue. For instance, in the ATIS corpus, it involves tasks
like booking flight tickets. In our study, it pertains to public
transportation in Paris for the DECODA corpus.

• intent: intent denotes the nature of a request in human-
machine communication, such as confirmation or informa-
tion inquiry. While typically associated with a single utter-
ance, in the DECODA corpus, are assigned to entire dia-
logue, representing call-types like itinerary request or lost
item claim.

• entity/value pairs: these pairs represent semantic relations
in intents, like a destination in an itinerary request. In the
DECODA corpus, entities are locations, bus numbers, time,
and service ID numbers, . . .

Since we have only one domain in our application corpus, we
will only consider the call-types and entities levels. We pro-
pose two methods for performing SLU/summarization: during
or after the generation process.

4.1. Integrating semantic information during the genera-
tion process

Call types and concept labels are not directly present in conver-
sation recordings or transcripts; they need to be inferred. This
can be done either through a separate prediction system before
generation, integrating them into input data, or during summa-
rization via a multitask approach.
Let D be the input dialogue, S the generated summary, C the
call-type, and E the set of entities appearing in the summary.
We consider the following methods:

1. Baseline: No explicit semantic information is used to gener-
ate the summary.

2. PipelineC : Predict call-type C from dialogue D such as C =
intent(D), then condition summary generation on C.
S = summary(D, call-type(D))

3. Multitask{C,E,CE}: Generate both semantic labels such as
call-type or entities, and summary directly from conversa-
tion transcript, resulting in three systems generating the call
type, the entities or both prior to generating the summary.
{C,E,CE} , S = summary ◦ semantics(D).

In our experiments, a language model was fine-tuned on an au-
tomatic summarization task corresponding to each scenario.

4.2. Semantic information as a summary selection process

Alongside incorporating semantic information directly into the
summary generation process, we suggest utilizing it post-
generation to choose the most semantically reliable summary
as per our models. By tweaking parameters like temperature
in text generation, multiple outputs with different characteris-
tics can be obtained. We propose a selection method based on
call-type prediction and the risk of hallucination on task-related
entities.
Call-type prediction: We use a text classifier to predict the call
type of a generated summary and compare it to the call type pre-
dicted on the entire conversation transcription. We hypothesize
that if the predicted call type for the summary closely matches
that of the complete transcript, then the summary is likely to
be semantically coherent in terms of call types. To handle mul-
tiple call types and uncertainty in call type classification, we
avoid binary comparison. Instead, we compute a divergence
between the probability distribution on all the call-type for the
summary and dialogue classifiers. We use the Kullback-Leibler
(KL) divergence [17] between these probability distributions of
call-types. The KL divergence is a statistical distance measure
that quantifies the dissimilarity between two probability distri-
butions. It evaluates the difference between a probability distri-
bution and a reference distribution.
For n the number of call-types, let G = {g1, ..., gn} be the
probability distribution given by the call-type classifier on the
generated summary and R = {r1, ..., rn} the one obtained by
the classifier on the entire conversation, the KL divergence be-
tween G and R is defined as follows:

DKL(G ∥ R) =
∑
x

G(x) log

(
G(x)

R(x)

)
(1)

It is now possible to select the summary that minimizes the DKL

distance among the set of generated summaries.



Reducing the entity hallucination risk: We define hallucina-
tion risk for task-related entities as a selection criterion in pre-
vious work [18]. When a summary generation system produces
a named entity not in the original document, it increases the risk
of a model’s over-generation error. Our study proposes the fol-
lowing method to quantify this risk: a NER system is automati-
cally applied to the transcriptions and the generated summaries.
We call NEHR for Named Entity Hallucination Risk, the hal-
lucination risk on named entities [18]. It is calculated as the
proportion of entities in the summary that are not present in the
conversation. In enhancing the fidelity of the summary, we also
use NEHR as a selection criterion alongside DKL.

5. Experiments
5.1. The DECODA corpus

The DECODA corpus [2] contains spoken conversations be-
tween several agents of the Paris Transport Authority cus-
tomer service (RATP) and users of Paris buses and metro lines.
To each conversation is associated a manual text transcription
and a short summary, called synopsis, which provides a brief
overview of the main events of the conversation, including the
objectives of the participants and the resolution process. The
DECODA corpus covers a variety of call-types, such as Traf-
fic Information, Itinerary, Lost/Found Objects, Subscription,
Schedules and Tickets, as documented in [19]. Additionally, the
corpus includes entities that belong to a domain ontology, such
as Product, Transport, and Schedule, among others. DECODA
consists of three parts, with annotated synopses available only
in parts 1 and 3. Synopses in part 3 are longer, more detailed,
and crafted in a literary style, whereas those in part 1 are syn-
thetic and less literary. In this study, as presented in section 3,
we decided to keep only a small number of human synopses for
system development and use data augmentation for unlabelled
data. From the 500 dialogues of the part 3 corpus, we kept 200
dialogues as an evaluation corpus (test), 200 for fine-tuning the
summarization system (train-H for human annotated data) and
100 as a validation corpus to adjust the generation parameters.
In addition to these gold synopses, we created a corpus of auto-
matic summaries produced by a prompt-based Large Language
Model from OpenAI (ChatGPT-3.5), on the transcriptions of the
part 1 and part 2 DECODA corpus. We called this corpus train-
A for augmented. Table 1 shows statistics for the training and
test sets. Notably, synopses in the test set are generally longer
than those in the training set. This disparity arises because the
augmented data doesn’t consistently mimic the style of human
summaries in DECODA, given its 1-shot approach.

Statistics Train-H Train-B Train-H+A Test

# dialogs 200 697 1390 200
# avg dialog size 545.0 459.28 470.3 495.6
# avg synopsis size 55.3 29.39 47.9 52.7

Table 1: Decoda data distribution in the train (human and aug-
mented) and the test set. Train-B consists in summary of train-H
and original summary from part 1.

5.2. Summarization and classification models

• Automatic Summarization: We trained the summarization
systems using BARThez [20], a sequence-to-sequence model
pre-trained on various French corpora. It was introduced

for the task of automatic text summarization. BARThez is
a transformer-based model built on BART architecture [21,
22]. It comes in two versions: base and large. We used the
base version with 6 encoder and 6 decoder layers. The pre-
trained model provided by the authors and available on the
Hugging Face library1 was used for training the models. We
used a learning rate of 5× 10−5 with AdamW optimizer and
set the maximum size for conversations at 1024, and 128 for
synopses. Each model was trained over 15 epochs, saving
only the one that minimized the loss on the validation set.
As automatic transcription lacks speaker role, we’ve omitted
speaker IDs and retained raw text, with speech turns sepa-
rated by line breaks.
To train the MultitaskC model, we concatenate the call type
label to the synopsis for each conversation in the training
set. The call types associated with each conversation are re-
quired as input for the PipelineC model. A call type clas-
sifier, trained through k-fold cross-validation, predicts call
types on 25% of the data not initially used for training. This
process is repeated four times to obtain predictions for the en-
tire training set, which are then used to train the summariza-
tion system. A marker separated the call types and conver-
sations to help the model consider call types when predicting
summaries. All our summarization experiments are evaluated
with the ROUGE [23] and BERTScore [24] metrics.

• Calltype Classification Two classifiers based on
CamemBERT-base [25] were trained to classify the
call-type: one taking as input automatic conversation
transcripts [Conv. → call-type] and the other one, generated
synopses [Syn. → call-type]. Each model was trained
over 15 epochs and the model with the minimal loss on the
validation data was retained.

• Domain-Specific Named Entity Recognition DECODA has
14 domain-specific named entities, among which are phone
number, price, product type, transport type, etc. We trained
CamemBERT-base [25] for the NER task and obtained a mi-
cro F1 and a macro F1 of 0.93 and 0.84, respectively, using
the Seqeval [26]. The detected entities are used in the evalu-
ation metrics.

5.3. Evaluation Results

Impact of data augmentation
To validate our data augmentation strategy, we computed
Rouge-L and BERTScore obtained on the manual transcriptions
of our test partition by 3 different models: It can be noticed that
Barthez trained on Orange-sum, a text summarization dataset,
can’t give better result (see table 2). This means that the au-
tomatic summarization task doesn’t seem to be transferable to
dialogue summarization without prior training.
Call type Classification
After training the two call type classifiers, the results are
recorded in Table 3. We can see that the classifiers have sim-
ilar results. We also recorded in table 3 the performance of the
multitasks MultitaskC,CE . MultitaskC performed better than
MultitaskCE . This can be due to the huge amount of informa-
tion to generate.
Impact of Word Error Rate on summarization performance
In an industrial context, as manual transcriptions are difficult to
acquire without annotation, the use of ASR systems is a good
alternative. We evaluated different sizes of WhisperX [27], an
ASR system, and computed its WER score based on manual

1https://huggingface.co/moussaKam/barthez



System train data Rouge-L BERTScore

Barthez OrangeSum [20] 14.36 7.82
Barthez train-H 23.59 33.12
Barthez train-H+A 29.11 38.90

chatGPT3.5 - 28.93 37.30

Table 2: RougeL and BERTScore on the test partition on the
manual transcription of DECODA with Barthez fined tuned on
the different datasets (OrangeSum, train-H et train-A). Perfor-
mance of chatGPT3.5 is also presented.

Systeme Acc. W-F1

Conv. → call-type 81 80
Syn. → call-type 80 80

MultitaskC 77 75
MultitaskCE 73 71

Table 3: Accuracy and Weighted F1 Score of call types classi-
fiers and generation systems

transcriptions. We trained a dialogue summarization model us-
ing these transcriptions to observe the impact of the WER score
on the summarization score. The results are consigned in Ta-
ble 4. Regardless of the system used, the performance of ASR
systems does not match that of a summarization system trained
on manual transcriptions. We observed that as the WER score
decreases, the ROUGE and the BERT scores also improve. Our
findings suggest that the WER score has an impact on dialogue
summarization. We will use the automatic transcription gen-
erated by Whisper large for upcoming experiments as it is the
closest to manual transcription.

Transcript WER Rouge-L BERTScore

Manual 0.00 29.11 38.90
Whisper tiny 76.37 24.53 34.38
Whisper small 46.37 26.99 36.95
Whisper large 40.02 27.67 37.14

Table 4: WER score on automatic transcription from whisper;
Rouge-L and BERT-scores on summaries generated by Barthez
finetuned and evaluated on automatic transcriptions

Impact of semantic information during training
We trained pipeline and multitask models (section 4.1) on the
train-H+A dataset with WhisperX large transcription and re-
ported results on testing dataset into table 5. In addition to auto-
matic summarization scores, we computed the acc-ref score rep-
resenting the accuracy between reference call types and those
predicted by [Syn. → call-type] for each generated summary.
We also provided entity precision comparisons between the ref-
erence and generated summaries. PipelineC improved acc-ref
on call type while having similar results in terms of ROUGE-L
and ENT-prec. Contrary to our expectations, MultitaskCE does
not improve the ENT-prec. This can be due to the complexity of
the task, as it had a low accuracy score in generated call types.
MultitaskC and MultitaskE yielded comparable results to the
baseline. This could possibly mean that integrating semantic
information such as call types and named entities for multitask
generation may not significantly enhance the semantic quality
of the generated summary.

System RL BS acc-ref ENT-prec

Baseline 27.67 37.14 0.76 0.53
PipelineC 27.61 36.97 0.79 0.54
MultitaskC 27.41 37.16 0.76 0.51
MultitaskE 28.03 37.21 0.75 0.46
MultitaskCE 27.51 37.02 0.74 0.51

Table 5: Summaries evaluation Rouge-L, BERT-scores. acc-ref
refers to call type prediction from synopsis (ref=oracle synop-
sis) and ENT-prec the precision of entities between generated
summaries and synopses.

Impact of semantic information as a summary selection
As PipelineC increased the acc-ref, we used the model trained
on it to generate various summaries using sampling decoding
strategies and selecting the one according to the selection met-
rics presented in section 4.2. We report automatic results in
table 6 and denote as PipelineC - kl for summaries selected
using DKL criterion and PipelineC - nehr for summaries se-
lected using NEHR criterion. We also generated various sum-
maries using ChatGPT3.5 to see the performance of LLM. For
PipelineC , we have similar automatic text summarization score
while acc-ref and ENT-prec vary. We can see that DKL-based
selection increases acc-ref but reduces entity precision, while
NEHR-based selection increases both values. For ChatGPT3.5
it is DKL-based selection that gives the best result in terms of
acc-ref and entity precision. This suggests that the semantic im-
pact of selection criteria could vary between a small model and
an LLM, but further experiments are needed to confirm this.

System RL BS acc-ref ENT-prec

PipelineC 27.61 36.97 0.79 0.54
PipelineC - kl 27.77 36.84 0.82 0.52
PipelineC - nehr 27.65 36.36 0.81 0.58

ChatGPT3.5 26.62 35.41 0.79 0.63
ChatGPT3.5 - kl 26.11 34.35 0.83 0.65
ChatGPT3.5 - nehr 26.37 34.80 0.80 0.60

Table 6: Summaries evaluation of summary selection method.
ChatGPT3.5 results are included

6. Discussion and Conclusion
We examined the impact of different elements including data
augmentation, automatic transcription, semantic usage on the
conversation summary generation. We saw that using LLM to
generate a part of training synopses increases the performance
of model according to ROUGE score and BERTScore. If man-
ual transcription is not feasible, automatic transcriptions with
a WER below 40% could be a viable alternative to bridge the
gap in annotated data as the ROUGE score is relatively high.
Combining call types and conversation as input appears to en-
hance conversation semantics, as indicated by improved accu-
racy between reference and predicted call types from the gener-
ated summary. Additionally, using NEHR in this model boosts
named entity precision. However, manual evaluation is required
to confirm the effectiveness of this selection criterion in terms
of fidelity and informativeness. As not all corpus metadata has
been utilized, we aim to incorporate other aspects, such as con-
versation structure, to further enhance the fidelity of generated
summaries.
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