
HAL Id: hal-04614958
https://hal.science/hal-04614958

Preprint submitted on 17 Jun 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Phase transition of the consistent maximal displacement
of branching Brownian motion

Julien Berestycki, Jiaqi Liu, Bastien Mallein, Jason Schweinsberg

To cite this version:
Julien Berestycki, Jiaqi Liu, Bastien Mallein, Jason Schweinsberg. Phase transition of the consistent
maximal displacement of branching Brownian motion. 2024. �hal-04614958�

https://hal.science/hal-04614958
https://hal.archives-ouvertes.fr


Phase transition of the consistent maximal displacement of

branching Brownian motion

Julien Berestycki * Jiaqi Liu � Bastien Mallein, � Jason Schweinsberg, §

June 6, 2024

Abstract

Consider branching Brownian motion in which we begin with one particle at the origin,
particles independently move according to Brownian motion, and particles split into two at
rate one. It is well-known that the right-most particle at time t will be near

√
2t. Roberts

considered the so-called consistent maximal displacement and showed that with high proba-
bility, there will be a particle at time t whose ancestors stayed within a distance ct1/3 of the
curve s 7→

√
2s for all s ∈ [0, t], where c = (3π2)1/3/

√
2. We consider the question of how

close the trajectory of a particle can stay to the curve s 7→ (
√
2 + ε)s for all s ∈ [0, t], where

ε > 0 is small. We find that there is a phase transition, with the behavior changing when t
is of the order ε−3/2. This result allows us to determine, for branching Brownian motion in
which particles have a drift to the left of

√
2 + ε and are killed at the origin, the position at

which a particle needs to begin at time zero for there to be a high probability that the process
avoids extinction until time t.

MSC: Primary 60J80; Secondary: 60J65, 60J25

Keywords: Branching Brownian motion, consistent maximal displacement

1 Introduction

The ordinary branching Brownian motion (BBM) starts with one particle at the origin. This
particle has an exponentially distributed lifetime with rate 1. During its lifetime, it moves
according to standard Brownian motion. The lifetime is independent of its position. At the end
of its lifetime, it undergoes dyadic branching. Each offspring independently repeats the above
process and the system goes on. Let Nt be the set of particles at time t and {Yu(t), u ∈ Nt}
be the set of positions of particles at time t. For u ∈ Nt and s ∈ [0, t], we denote by Yu(s) the
location of the particle at time s that is the ancestor of the particle u ∈ Nt.

There has been long-standing interest in the extremal position of the particles in BBM. An
asymptotic expression for the median position of the maximal displacement was first given by
Bramson [4] in 1978. Let Mt = maxu∈Nt Yu(t) be the position of the maximal particle at time
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t, and denote by m(t) the median position of Mt. Using a connection between the maximal
displacement and the F-KPP equation, Bramson showed that as t → ∞,

m(t) =
√
2t− 3

2
√
2
log t+O(1).

Bramson’s proof was simplified by Roberts [17], who also proved that almost surely

lim inf
t→∞

Mt −
√
2t

log t
= − 3

2
√
2
, lim sup

t→∞

Mt −
√
2t

log t
= − 1

2
√
2
.

This second order almost sure limit result for the extremal position was first established by Hu
and Shi [8] in the discrete setting for branching random walks.

A natural follow-up question is how close can particles stay to the leading order of the maximal
displacement

√
2t. This is called the consistent maximal displacement and has been studied in

different contexts by Fang and Zeitouni [5], Faraud, Hu and Shi [6], Jaffuel [10], Mallein [13, 14]
and Roberts [18]. One way to characterize the consistent maximal displacement is to estimate the
smallest deviation of particle trajectories from the critical line s 7→

√
2s up to time t. Equivalently,

we can give the particles a drift to the left of −
√
2 and consider the smallest deviation of particle

trajectories from the origin. For u ∈ Nt and ρ ∈ R, let Y ρ
u (t) = Yu(t) − ρt, which gives the

particles a drift of −ρ. Define

L0(t) = inf
u∈Nt

sup
s∈[0,t]

−Y
√
2

u (s).

While the maximal displacement differs from
√
2t on the scale of log t, the consistent maximal

displacement differs from
√
2t on the scale of t1/3. Let c = (3π2)1/3/

√
2. Fang and Zeitouni [5]

and Faraud, Hu and Shi [6] proved in the discrete setting of branching random walks, and Roberts
[18] stated in the continuous setting for ordinary BBM, that

lim
t→∞

L0(t)

ct1/3
= 1 a.s. (1)

Furthermore, Theorem 2 in [18] implies the stronger result that {L0(t)− ct1/3}t>0 is tight.
For ε > 0, we can also define, see Figure 1 for illustration,

Lε(t) = inf
u∈Nt

sup
s∈[0,t]

−Y
√
2+ε

u (s).

It is easy to see that for ε > 0,

lim
t→∞

Lε(t)

εt
= 1 a.s. (2)

Comparing equations (1) and (2), we are interested in how the consistent maximal displacement
transitions from εt to ct1/3 as ε approaches 0 from above.

Let
ω = 2−3/4π.

Define the function F : [0,∞) → [0,∞) by

F (u) = u− ω arctan
(u
ω

)
.
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Figure 1: Illustration of the definition of Lε(t) with ε = 0.1. The path of a branching Brownian
motion is drawn in blue, with the path of the particle realizing the minimum in the formula for
Lε(t) in red. The line s 7→ (

√
2 + ε)s − Lε(t) is drawn in green, so −Lε(t) corresponds to the

intercept of this line with the origin. Note that all trajectories in the branching Brownian motion
at time t cross this line, with the red line being tangent.

Note that F ′(u) = u2/(u2+ω2) ∈ (0, 1) for all u > 0. In particular, F is strictly increasing, so the
inverse F−1(u) is well defined for all u ≥ 0. The function F , up to scaling, appeared previously
in the closely related work of Simon [19]; see equations (3.32) and (3.33) in [19]. Define

L∗
ε(t) = ε−1/2F−1(ε3/2t), (3)

and define

L̄ε(t) = L∗
ε(t) +

3

2
√
2
log+(ε3/2t), (4)

where log+(x) = max{0, log x}. The following theorem shows that L̄ε(t) is a good approximation
of Lε(t) until time O(ε−2).

Theorem 1. Let {tε}0<ε<1 be a collection of times indexed by ε. Suppose there exists a positive
constant C1 such that for all ε ∈ (0, 1), we have

0 ≤ tε ≤ C1ε
−2. (5)

Then the collection of random variables {Lε(tε)− L̄ε(tε)}0<ε<1 is tight.

Roughly speaking, for small ε, we have L̄ε(t) ≈ ct1/3 when t ≪ ε−3/2 and L̄ε(t) ≈ εt when
t ≫ ε−3/2. We will give more precise asymptotics for L̄ε(t) in Section 2.1 below. Theorem 1 thus
implies that for ε sufficiently small, the consistent maximal displacement behaves like L0(t), as in
the critical case when t ≪ ε−3/2, and grows linearly as in the supercritical case when t ≫ ε−3/2,
see Figure 2. That is, we see a phase transition in the consistent maximal displacement on the
time scale of ε−3/2. We can also see from (4) that L̄ε(tε) could be replaced in the conclusion of
Theorem 1 by the simpler expression L∗

ε(tε) if ε
−2 were replaced by ε−3/2 in (5).

The consistent maximal displacement problem can also be formulated in terms of BBM with
an absorbing barrier. Indeed, this is the setup considered by Jaffuel [10]. Consider BBM with
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t

Lε(t)

≈ ct1/3

t ≫ ε−3/2 t ≍ ε−3/2

≈ εt

ε−3/2 ≪ t ≲ ε−2

≈ ε−1/2F−1(ε3/2t)

Figure 2: Illustration of the graph of t 7→ Lε(t) at the different timescales.

absorption in which each particle moves as Brownian motion with drift−ρ, splits into two particles
at rate 1 and is killed upon hitting the origin. Kesten [9] first studied this model in 1978 and
delineated the regions where the process is subcritical, critical or supercritical. Kesten proved
that ρ =

√
2 is the critical value separating the supercritical case ρ <

√
2 and the subcritical

case ρ >
√
2. We focus on the slightly subcritical case where ρ is slightly above the critical value√

2. Write ρ =
√
2 + ε for 0 < ε < 1. We use Px to represent the probability measure of BBM

with absorption which starts from a single particle at x at time 0 and has drift −ρ. Let ζ be the
extinction time.

To see the connection with consistent maximal displacement, note that Lε(t) < x means there

is a particle u ∈ Nt such that −Y
√
2+ε

u (s) < x for all s ∈ [0, t], which means that x+Y
√
2+ε

u (s) > 0
for all s ∈ [0, t]. Therefore, if we consider a process starting from an initial particle at x such
that all particles have a drift of −(

√
2 + ε), the survival of the process until time t is equivalent

to the condition that Lε(t) < x. Let ζ be the extinction time. We have

P (Lε(t) < x) = Px(ζ > t). (6)

The following theorem states that L̄ε(t) is also the position where a particle needs to be at time
zero in order for it to have a good chance of surviving until time t.

Theorem 2. Suppose (5) holds. For every δ > 0, there exist positive constants C2 and C3 such
that for all ε ∈ (0, 1),

PL̄ε(tε)−C2
(ζ > tε) < δ (7)

and
PL̄ε(tε)+C3

(ζ < tε) < δ. (8)

Theorem 2 is a reformulation of Theorem 1 in the setting of BBM with absorption. Indeed,
equation (6) implies that (7) is equivalent to the statement that P (Lε(tε) < L̄ε(tε) − C2) < δ,
and (8) is equivalent to the statement that P (Lε(tε) ≥ L̄ε(tε) + C3) < δ. Thus, Theorem 2
immediately implies the tightness in Theorem 1, and we will focus for the rest of the paper on
proving Theorem 2.

In the critical case, the relevance of the curve ct1/3 was already apparent from the work of
Kesten [9]. Berestcyki, Berestycki and Schweinsberg [3] proved that in the case of critical drift,
ct1/3 is roughly the position where a particle needs to be located at time zero in order for it to
have a good chance of surviving until time t. Maillard and Schweinsberg later obtained a stronger
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result; see Theorem 1.3 of [12]. In the subcritical case ρ >
√
2, it is obvious that particles need

to start from at least εt in order to have descendants alive until time t. In the slightly subcritical
case, Theorem 2 shows that to have a good chance of survival until time t, the position of the
initial particle should be around ct1/3 if t ≪ ε−3/2 and around εt when t ≫ ε−3/2. Therefore,
ε−3/2 is the time scale when the slightly subcritical process transitions from critical behavior to
subcritical behavior. For t ≫ ε−2, the problem of obtaining tight estimates for the position where
a particle must start to have a descendant alive at time t remains open.

Observe that one can also frame these results in terms of PDEs. More precisely, if one writes
u(x, t) = Px(ζ ≤ t) then u satisfies the following boundary value problem:{

∂tu = 1
2∂

2
xxu− ρ∂xu+ u(1− u)

u(0, t) = 1∀t ≥ 0 and u(0, x) = 0 ∀x > 0.

Then Theorem 2 above suggests that u(x, t) develops a front whose position will initially be at
ct1/3 before times of order ε−3/2 while after times t ≫ ε−2 the position will be near εt. The shape
of the front can be expected to be that of the usual critical travelling wave of the Fisher-KPP
equation. In the critial case ρ =

√
2 the convergence u(ct1/3 + x, t) to the travelling wave was

proven in Theorem 1.3 of [12].

1.1 Main ingredients of the proof

In this subsection, we give an overview of the strategy of the proof. We will first introduce
some notation that will be used throughout the paper. For two collections of positive numbers
{xε}0<ε<1 and {yε}0<ε<1 indexed by ε, if xε/yε is bounded above by a positive constant, we write
xε ≲ yε. If limε↓0 xε/yε = 0, we write xε ≪ yε. We define xε ≳ yε and xε ≫ yε accordingly.
Moreover, the notation xε ≍ yε means that xε/yε is bounded both above and below by positive
constants.

We now define a function which is a perturbation of the function F defined above. We define
Fε : [0,∞) → R by

Fε(u) = u− ω arctan
(u
ω

)
− 3

4
√
2
ε1/2 log

(
u2

ω2
+ 1

)
.

Note that Fε(0) = 0 and limu→∞ Fε(u) = ∞. Also,

F ′
ε(u) =

1

ω2 + u2

(
u2 − 3

2
√
2
ε1/2u

)
.

Because F ′
ε(u) < 0 for u < 3

2
√
2
ε1/2 and F ′

ε(u) > 0 for u > 3
2
√
2
ε1/2, we see that for each t > 0,

there is a unique u > 0 such that Fε(u) = t. Therefore, the inverse function F−1
ε (t) is well-defined

for t > 0, and we can define F−1
ε (0) = limt↓0 F

−1
ε (t). For 0 < ε < 1 and t > 0, we define

Lε(t) = ε−1/2F−1
ε (ε3/2t). (9)

Lemma 6 below shows that Lε(t) and L̄ε(t) differ only by a constant, so it is enough to prove
Theorem 2 with Lε(tε) in place of L̄ε(tε).

We will need to consider a modified process in which particles are killed not only when they
reach the origin but also when they reach an upper boundary. For 0 ≤ s < tε, define

Hε(s) = Lε(tε − s),
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Kε(s) = L∗
ε(tε − s).

To prove equation (7), we consider a process in which we kill particles both at the origin and at
Hε(·). For the original process to survive until time tε, either the modified process must have
particles surviving until tε, or at least one particle must hit Hε(·) in the modified process. By
Markov’s inequality, the probability that at least one particle hits Hε(·) is bounded above by the
expected number of particles hitting Hε(·). Therefore, the key to proving (7) is to estimate the
first moment of the number of particles hitting Hε(·) in the modified process.

To prove equation (8), we consider the cases tε ≲ ε−3/2 and ε−3/2 ≪ tε ≲ ε−2 separately.
When tε ≲ ε−3/2, the function Lε(tε) is within O(1) distance of L∗

ε(tε). We first show that equa-
tion (8) holds with Lε(tε) replaced by L∗

ε(tε), which is Proposition 3 below. For this proposition
and the following one, we will fix a positive constant C4 > 2.

Proposition 3. Let {tε}0<ε<1 be a collection of times indexed by ε. Suppose for all ε ∈ (0, 1),

0 ≤ tε ≤ C4ε
−3/2. (10)

For every δ > 0, there exists a positive constant C5 that only depends on C4 and δ such that for
all ε sufficiently small,

PL∗
ε(tε)+C5

(ζ < tε) < δ. (11)

To prove Proposition 3, we stop particles when they reach an upper boundary Kε(·) and use
an argument similar to one in [3]. We use first and second moment estimates of the number
of particles hitting Kε(·) to show that if a particle starts near L∗

ε(tε), then descendants of this
particle are likely to reach the upper boundary at a later time. Then descendants of those
particles are likely to hit the upper boundary again at a still later time, and so on. This leads
to a natural coupling with a supercritical branching process and establishes that the process is
likely to survive until time tε.

When ε−3/2 ≪ tε ≲ ε−2, we use the curve Hε(·) as the upper boundary. We show that if the
process starts with one particle near Lε(tε), then the probability that at least one descendant of
this particle hits the curve Hε(·) during a time interval that is O(ε−3/2) before time tε is bounded
from below by a positive constant. This result is stated precisely in Proposition 4 below.

Proposition 4. Let {tε}0<ε<1 be a collection of times indexed by ε. Suppose for all ε ∈ (0, 1),

C4ε
−3/2 ≤ tε ≤ C1ε

−2. (12)

Fix C4/2 < µ < λ < C4−1. Consider the process which starts from a single particle at Lε(tε)−1.
There exists a positive constant C6 that only depends on C1 such that for ε sufficiently small, the
probability that at least one particle hits Hε(·) during the time interval (tε − λε−3/2, tε − µε−3/2)
is bounded below by C6.

Proposition 4 then implies that if the process starts from one particle well above Lε(tε), the
probability that there is at least one descendant hitting the curve Hε(·) during this time interval
is close to 1. Equation (8) follows from this fact combined with Proposition 3. The proof of
Proposition 4 is based on first and second moment estimates of the number of particles hitting
Hε(·).
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1.2 Heuristic derivation of L∗
ε(·)

We explain in this subsection how the curve L∗
ε(·) can be understood. We first consider a modified

BBM process in which particles move as Brownian motion with drift −ρ, and particles are killed
not only at the origin but also at some level K, which for now we take to be a fixed constant.
We call this process BBM in the strip. Denote by qKs (x, y) the density for this process, by which
we mean that if there is one particle at x at time zero, then the expected number of descendants
of this particle in the set A at time t is given by

∫
A qKs (x, y) dy. According to equation (12) in

[2], if s is large enough, then the density can be approximated by

qKs (x, y) ≈ 2

K
e(1−ρ2/2−π2/2K2)seρx sin

(
πx

K

)
e−ρy sin

(
πy

K

)
. (13)

This formula indicates that after a sufficiently long time, the number of particles near y is
proportional to e−ρy sin(πy/K).

The density of BBM in the strip will give a good approximation to the particle configuration of
BBM with absorption if K is large enough that relatively few particles reach the upper boundary
but small enough that descendants of rare particles that drift close to the upper boundary do
not dominate the first moment calculations. These considerations require that we set K to be
close to where we expect the particle furthest from the origin to be located. Note that if we
place N particles independently according to the exponential distribution with density ρe−ρy,
then the particle farthest from the origin will be located near (logN)/ρ. However, because the
exponential term in (13) suggests that the number of particles decreases over time, the location
of the upper boundary needs to move closer to the origin over time. Writing ρ =

√
2 + ε, we

therefore replace the fixed constant K in (13) by a function Kε(·). We also let Nε(s) denote the
number of particles at time s. Differentiating (13) with respect to s and integrating over the
density to give an estimate of the total number of particles then yields the rough approximation

N ′
ε(s) ≈

(
1− ρ2

2
− π2

2K2
ε (s)

)
Nε(s).

If we choose the curve Kε(s) so that Kε(s) ≈ (logNε(s))/ρ, then

K ′
ε(s) ≈

1

ρNε(s)
N ′

ε(s) ≈
1

ρ

(
1− ρ2

2
− π2

2Kε(s)2

)
. (14)

Consider first the critical case in which ρ =
√
2. One can easily check that the solution to

this differential equation when K0(t) = 0 is

K0(s) = c(t− s)1/3.

which is the curve used for truncation in [3, 9, 12]. This calculation is consistent with the result
in the critical case that K0(0) = ct1/3 is where a particle must begin to have a good chance to
have a descendant alive at time t. When ε > 0, if we discard some small terms, the differential
equation (14) becomes

K ′
ε(s) ≈ −ε− π2

2
√
2
· 1

Kε(s)2
.
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Dividing both sides by ε+ π2/(2
√
2Kε(s)

2), then integrating from 0 to t and making the change
of variables y = Kε(s), we get

−t =

∫ t

0

K ′
ε(s)

ε+ π2

2
√
2Kε(s)2

ds =
1

ε

∫ Kε(t)

Kε(0)

y2

y2 + π2

2
√
2ε

dy. (15)

Recalling that ω = 2−3/4π and integrating, we obtain

−εt = Kε(t)−Kε(0)− ωε−1/2

[
arctan

(
ε1/2Kε(t)

ω

)
− arctan

(
ε1/2Kε(0)

ω

)]
.

It follows that if Kε(t) = 0, then

Kε(0) = εt+ ωε−1/2 arctan

(
ε1/2Kε(0)

ω

)
. (16)

Now, if we let F (u) = u − ω arctan(u/ω), then (16) implies that F (ε1/2Kε(0)) = ε3/2t, and
therefore Kε(0) = ε−1/2F−1(ε3/2t), matching our definition of L∗

ε(t) in (3).
The above heuristics are accurate when t ≲ ε−3/2. For t ≫ ε−3/2, a finer adjustment is

needed. We will replace Kε(·) by Hε(·) so that the curve will satisfy the result of Lemma 8 rather
than the result of Lemma 7 below.

Remark 5. One could also consider the asymptotics of Lε(t) when ε < 0. In this case, it is
straightforward to see that Lε(t) converges to a finite limit as t → ∞. The heuristics leading to
(15) still hold when ε < 0. Therefore, when ε < 0, we derive

|ε|t = −
∫ Kε(t)

Kε(0)

y2

π2

2
√
2|ε| − y2

dy

= ω|ε|−1/2 tanh−1

(
Kε(0)

ω|ε|−1/2

)
− ω|ε|−1/2 tanh−1

(
Kε(t)

ω|ε|−1/2

)
−Kε(0) +Kε(t).

It follows that if Kε(t) = 0, then

|ε|3/2t = ω tanh−1

(
|ε|1/2Kε(0)

ω

)
− |ε|1/2Kε(0).

If we define the function G(u) = ω tanh−1(u/ω)− u, then |ε|3/2t = G(|ε|1/2Kε(0)), and therefore
Kε(0) = |ε|−1/2G−1(|ε|3/2t). We therefore conjecture that if we define L̄ε(t) = |ε|−1/2G−1(|ε|3/2t)
when ε < 0, then a result similar to Theorem 1 should hold for negative ε. Note also that
limu→∞G−1(u) = ω, which means that for t ≫ |ε|−3/2, we have L̄ε(t) ≈ |ε|−1/2ω. Indeed, it
was shown in [1] that for BBM with absorption with drift

√
2− δ for small δ, the initial particle

needs to start near π/
√
δ for the process to have a good chance of surviving forever. Because

δ ≈ −2
√
2ε, this corresponds to |ε|−1/2ω in our parameterization. See also [7] for results on

branching random walks with a slightly supercritical drift. However, we do not pursue the case
of ε < 0 further in this paper.
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1.3 Organization of the paper

The rest of this paper is organized as follows. In Section 2, we consider two modified BBM
processes in which particles are killed not only at the origin, but also at a right boundary curve.
In the first process, particles are killed at either the origin or Hε(·). In the second process,
particles are killed at either the origin or Kε(·). We approximate the densities of the two modified
processes. In Section 3, we estimate the first and second moments of the number of particles
hitting the right boundaries in the two modified processes. Finally, in Section 4.1, after proving
Propositions 3 and 4, we give the proof of Theorem 2.

To lighten the burden of notation, we will usually omit the subscript ε in the notation that is
related to time. For example, we will write t in place of tε. However, it is important to keep in
mind that we are considering a collection of processes indexed by ε and the time t does depend
on ε.

2 Density with killing at the right boundary

2.1 Asymptotics for L̄ε(t)

In this section, we record some asymptotic expressions for L̄ε(t) which are useful for interpreting
the main results.

The case t ≪ ε−3/2: Using the Taylor expansion of arctan(x) at x = 0, we get

F (u) = u− ω arctan

(
u

ω

)
=

u3

3ω2
− u5

5ω4
+O(u7) as u → 0.

Noting that c = 31/3ω2/3, we get after some algebra,

F−1(u) = cu1/3 +
3u

5
+O(u5/3) as u → 0. (17)

When t ≪ ε−3/2, equations (3) and (4) give L̄ε(t) = ε−1/2F−1(ε3/2t) +O(1), which means

L̄ε(t) = ct1/3 +
3

5
εt+O(ε2t5/3) +O(1).

The first term dominates when t ≪ ε−3/2. When t ≲ ε−1, the right-hand side simplifies to
ct1/3 +O(1), exactly as in the critical case when ε = 0.

The case t = λε−3/2: In this case, we have

L̄ε(t) = ε−1/2F−1(λ) +O(1).

One can write this as L̄ε(t) = λ−1/3F−1(λ)t1/3 +O(1). One can then see that λ−1/3F−1(λ) → c
as λ → 0, and λ−1/3F−1(λ) ∼ λ2/3 as λ → ∞.

The case ε−3/2 ≪ t ≲ ε−2: When u is large, we can use the identity arctan(x) + arctan(1/x) =
π/2 for x > 0 to get

F (u) = u− ω arctan

(
u

ω

)
= u− ωπ

2
+

ω2

u
+O(u−3) as u → ∞.

9



It follows that
F−1(u) = u+

ωπ

2
+O(u−1).

We therefore have

L̄ε(t) = εt+
ωπ

2
ε−1/2 +O(ε−2t−1) +

3

2
√
2
log+(ε3/2t).

Note that the third term on the right-hand side is smaller than the second term but may be
larger than the fourth term.

The case t ≫ ε−2: According to Theorem 1, we do not know that Lε(t) is close to Lε(t) when
t ≫ ε−2. It remains an open question to find the correct value of Lε(t) in this case. We can easily
obtain upper and lower bounds. Consider BBM with drift −(

√
2 + ε). If there were no killing

at the origin, results of Bramson [4] establish that the right-most descendants of a particle at x
would be located near x− εt− 3

2
√
2
log t. Therefore, we must have

Lε(t) ≥ εt+
3

2
√
2
log t+Op(1)

because even with no killing at the origin, a descendant particle would not end up above the
origin at time t if it started below the expression on the right-hand side. On the other hand,
suppose instead of killing particles at the origin, we kill particles at time s if they reach ε(t− s).
Then we have a translation of the problem in which the drift is critical and particles are killed at
the origin. The results on the critical case show that a particle must start out at εt+ ct1/3+O(1)
to have a good chance of having a descendant alive at time t. It follows that

Lε(t) ≤ εt+ ct1/3 +Op(1).

2.2 Properties of Lε(t), L
∗
ε(t) and related functions

Note that Fε(u) < F (u) < u for all u > 0 and all ε ∈ (0, 1). Therefore,

u < F−1(u) < F−1
ε (u) (18)

for all u > 0 and all ε ∈ (0, 1). Furthermore, we have

lim
u→∞

u−1F (u) = lim
u→∞

u−1Fε(u) = 1 (19)

for all ε ∈ (0, 1), and the convergence is uniform over ε ∈ (0, 1). Therefore, there exists u∗ > 0
such that Fε(u) > u/2 for all u ≥ u∗ and all ε ∈ (0, 1), and therefore u < F−1

ε (u) < 2u for all
u ≥ u∗. This implies that when t ≥ u∗ε−3/2,

εt ≤ Lε(t) ≤ 2εt. (20)

10



Note also that if we write a = 3
2
√
2
ε−1/2, then by applying the Fundamental Theorem of Calculus

and splitting up the integral based on whether the integrand is negative or positive, we get

Fε

(
3a

2

)
=

∫ 3a/2

0
F ′
ε(u) du

=

∫ a

0

1

ω2 + u2
(u2 − au) du+

∫ 3a/2

a

1

ω2 + u2
(u2 − au) du

≤ 1

ω2 + a2

∫ a

0
(u2 − au) du+

1

ω2 + a2

∫ 3a/2

a
(u2 − au) du

= 0.

Therefore, F−1
ε (0) ≥ 3a

2 = 9
4
√
2
ε1/2, and so

Lε(0) ≥
9

4
√
2
. (21)

The next result establishes that Lε(t) and L̄ε(t) differ only by a constant, which allows us to
use Lε(t) in place of L̄ε(t) in the remainder of the proof.

Lemma 6. We have

ε−1/2(F−1
ε (u)− F−1(u)) =

3

2
√
2
log+(u) +O(1),

where the O(1) term is uniformly bounded over all u > 0 and ε ∈ (0, 1).

Proof. Because F (F−1(u)) = Fε(F
−1
ε (u)) = u, we have

F (F−1(u)) = F (F−1
ε (u))− 3

4
√
2
ε1/2 log

(
F−1
ε (u)2

ω2
+ 1

)
. (22)

We now consider two cases. First, suppose u ≤ u∗. Write Z = F−1
1 (u∗)2 + ω2. Observe that for

all x ≤ F−1
ε (u∗) and ε ∈ (0, 1), because ε 7→ F−1

ε (u∗) is nondecreasing, we have

F ′(x) =
x2

x2 + ω2
≥ x2

F−1
ε (u∗)2 + ω2

≥ x2

Z
.

Then, we have

F (F−1
ε (u))− F (F−1(u)) =

∫ F−1
ε (u)

F−1(u)
F ′(x)dx ≥ 1

3Z

(
F−1
ε (u)3 − F−1(u)3

)
.

Note that for 0 < a < b, we have b3−a3 = (b−a)(a2+ab+ b2) ≥ (b−a)b2. Therefore (22) yields

3

4
√
2
ε1/2 log

(
F−1
ε (u)2

ω2
+ 1

)
≥ F−1

ε (u)2

3Z
(F−1

ε (u)− F (u)).

Rearranging this inequality, and then using that log(1 + x) ≤ x for x ≥ 0, we have

ε−1/2(F−1
ε (u)− F−1(u)) ≤ 9Z

4
√
2
· 1

F−1
ε (u)2

log

(
F−1
ε (u)2

ω2
+ 1

)
≤ 9Z

4
√
2ω2

,

11



which proves the result in the case when u ≤ u∗.
Now, suppose u > u∗. By the Mean Value Theorem, there exists v ∈ [F−1(u), F−1

ε (u)] such
that

F (F−1
ε (u))− F (F−1(u)) = F ′(v)(F−1

ε (u)− F−1(u)).

Combining this result with (22), we get

ε−1/2(F−1
ε (u)− F−1(u)) =

3

4
√
2F ′(v)

log

(
F−1
ε (u)2

ω2
+ 1

)
.

Because u < F−1
ε (u) < 2u, we have

log

(
F−1
ε (u)2

ω2
+ 1

)
= 2 log+ u+O(1).

Also, 1/F ′(v) = 1 + ω2/v2 = 1 +O(u−2). Therefore,

ε−1/2(F−1
ε (u)− F−1(u)) =

3

4
√
2
(1 +O(u−2))(2 log+ u+O(1)) =

3

2
√
2
log+(u) +O(1),

which proves the result when u > u∗. 2

Equation (18) implies that for all t ≥ 0, we have

Lε(t) > L∗
ε(t). (23)

Also, by (4) and Lemma 6, for 0 ≤ t ≲ ε−3/2, we have

Lε(t)− L∗
ε(t) ≲ 1. (24)

We next compute the first and second order derivatives of L∗
ε(t) and Lε(t). We have

(L∗
ε)

′(t) = ε

(
1 +

ω2

F−1(ε3/2t)2

)
, (25)

(L∗
ε)

′′(t) = −2ω2ε5/2
F−1(ε3/2t)2 + ω2

F−1(ε3/2t)5
. (26)

Therefore, L∗
ε(t) is an increasing concave function on (0,∞) for every ε > 0. By the Mean Value

Theorem, we have for all ε > 0 and 0 < s < t,

0 < (L∗
ε)

′(t)(t− s) ≤ L∗
ε(t)− L∗

ε(s) ≤ (L∗
ε)

′(s)(t− s). (27)

For Lε(t), we get for t > 0,

L′
ε(t) =

2
√
2ε(ω2 + F−1

ε (ε3/2t)2)

2
√
2F−1

ε (ε3/2t)2 − 3ε1/2F−1
ε (ε3/2t)

, (28)

L′′
ε(t) =

8ε5/2(ω2 + F−1
ε (ε3/2t)2)(−3ε1/2F−1

ε (ε3/2t)2 − 4
√
2ω2F−1

ε (ε3/2t) + 3ω2ε1/2)

(2
√
2F−1

ε (ε3/2t)2 − 3ε1/2F−1
ε (ε3/2t))3

. (29)

Given 0 < r < s and a nonnegative function f defined on an interval containing (r, s), we
define

τ f (r, s) =

∫ s

r

1

f(u)2
du.

In the next two lemmas, we compute τKε(r, s) and τHε(r, s).
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Lemma 7. For 0 ≤ r < s ≤ t, we have

τKε(r, s) =
1

ω2

(
Kε(r)−Kε(s)− ε(s− r)

)
.

Proof. After the change of variable z = F−1(ε3/2(t− u)), we get

τKε(r, s) =

∫ s

r

1

Kε(u)2
du

= ε−1/2

∫ F−1(ε3/2(t−r))

F−1(ε3/2(t−s))

1

ω2 + z2
dz

=
1

ω
ε−1/2

(
arctan

(
F−1(ε3/2(t− r))

ω

)
− arctan

(
F−1(ε3/2(t− s))

ω

))
.

Note that

u = F
(
F−1(u)

)
= F−1(u)− ω arctan

(
F−1(u)

ω

)
.

The lemma follows from the previous two equations. 2

Lemma 8. For 0 ≤ r < s ≤ t, we have

τHε(r, s) =
1

ω2

(
Hε(r)−Hε(s)− ε(s− r)

)
− 3

π2
log

(
Hε(r)

Hε(s)

)
.

Proof. By equation (28), we observe that for 0 ≤ u ≤ t, we have

H ′
ε(u) = − 2

√
2ε(ω2 + F−1

ε (ε3/2(t− u))2)

2
√
2F−1

ε (ε3/2(t− u))2 − 3ε1/2F−1
ε (ε3/2(t− u))

= − 2
√
2(ω2 + εHε(u)

2)

2
√
2Hε(u)2 − 3Hε(u)

,

using that F−1
ε (ε3/2(t− u)) = ε1/2Hε(u). As a result, for all 0 ≤ u ≤ t, we have

1

Hε(u)2
= − 1

ω2
H ′

ε(u)−
1

ω2
ε+

3

2
√
2ω2

H ′
ε(u)

Hε(u)
.

Integrating u from r to s, the lemma follows, using that 3
2
√
2ω2 = 3

π2 .

2.3 Estimating the density when particles are killed at Kε(·)

Let f : [0, t) → [0,∞) be some positive smooth curve. The function f could be either Hε or
Kε. Consider a BBM process with drift −(

√
2 + ε) in which particles are killed when they reach

either the origin or the right boundary f(s) at some time s. We denote by Ef
r,x the expectation

for the process which starts from a single particle at x ∈ (0, f(r)) at time r. For simplicity, when

r = 0, we write Ef
0,x as Ef

x . We denote by P f
r,x and P f

x the corresponding probability measures.

For 0 ≤ r < s ≤ t, define qfr,s(x, y) to be the density of particles at time s that are descendants of
a particle at the location x at time r. To be more precise, for U a Borel subset of (0, f(s)), the
expected number of particles in U at time s which are descendants of a particles at x at time r is∫

U
qfr,s(x, y)dy.

13



Let pfr,s(x, y) be the density for the position of a single Brownian particle, without drift, at time
s when the particle starts from x at time r and is killed upon hitting either the origin or the
curve f(·). By the many-to-one lemma and Girsanov’s theorem, the density qfr,s(x, y) can be

computed from pfr,s(x, y). The proof of Proposition 5.4 in [12] gives us ways to estimate pfr,s(x, y)

and therefore qfr,s(x, y). A key ingredient is the following lemma, which is Lemma 5.3 in [12] and
was derived there from earlier work in [16, 18]. Define

ωs(x, y) = 2

∞∑
n=1

e−π2n2s/2 sin(nπx) sin(nπy). (30)

Lemma 9. Let 0 ≤ r < s ≤ t. Under Ef
r,x, we denote by {Bu}r≤u≤t the trajectory of the

Brownian particle started from x at time r when the particle is killed if it reaches either 0 or f(u)
at time u. Define

ϕf
r,s =

(
f(r)

f(s)

)1/2

exp

(
f ′(s)B2

s

2f(s)
− f ′(r)B2

r

2f(r)
−
∫ s

r

f ′′(u)B2
u

2f(u)
du

)
.

For any bounded measurable function g : [0, f(s)] → R, we have

Ef
r,x

[
ϕf
r,sg(Bs)

]
=

1

f(s)

∫ f(s)

0
g(y)ωτf (r,s)

(
x

f(r)
,

y

f(s)

)
dy.

In the rest of this subsection, we use Lemma 9 to estimate qKε
r,s (x, y). We estimate qHε

r,s (x, y)
in subsection 2.4.

Lemma 10. For 0 ≤ r < s < t, x ∈ (0,Kε(r)) and y ∈ (0,Kε(s)), we have for all ε > 0,

pKε
r,s (x, y) =

1

Kε(r)1/2Kε(s)1/2
eO(εKε(r)+1/Kε(s))ωτKε (r,s)

(
x

Kε(r)
,

y

Kε(s)

)
, (31)

and

qKε
r,s (x, y) =

1

Kε(r)1/2Kε(s)1/2
eρ(x−y)−(

√
2ε+ε2/2)(s−r)+O(εKε(r)+1/Kε(s))ωτKε (r,s)

(
x

Kε(r)
,

y

Kε(s)

)
.

(32)
In particular, if (10) holds and s ≤ t − C7 for some positive constant C7, then for 0 ≤ r < s,
x ∈ (0,Kε(r)) and y ∈ (0,Kε(s)), we have

qKε
r,s (x, y) ≍

1

Kε(r)1/2Kε(s)1/2
eρ(x−y)−

√
2ε(s−r)ωτKε (r,s)

(
x

Kε(r)
,

y

Kε(s)

)
. (33)

Proof. First, we apply Lemma 9 to estimate pKε
r,s (x, y). The key is to approximate ϕKε

r,s . Under

EKε
r,x , we note that 0 < Bu < Kε(u) for all u ∈ [r, s]. By equations (25) and (26), we have that

under EKε
r,x ,∣∣∣∣K ′

ε(s)B
2
s

2Kε(s)
− K ′

ε(r)B
2
r

2Kε(r)
−
∫ s

r

K ′′
ε (u)B

2
u

2Kε(u)
du

∣∣∣∣
≤
∣∣∣∣K ′

ε(s)Kε(s)

2

∣∣∣∣+ ∣∣∣∣K ′
ε(r)Kε(r)

2

∣∣∣∣+ ∫ s

r

|K ′′
ε (u)|Kε(u)

2
du

=
1

2

(
εKε(s) +

ω2

Kε(s)

)
+

1

2

(
εKε(r) +

ω2

Kε(r)

)
+ ω2ε2

∫ s

r

F−1(ε3/2(t− u))2 + ω2

F−1(ε3/2(t− u))4
du. (34)
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After the change of variable v = F−1(ε3/2(t− u)), we get

ω2ε2
∫ s

r

F−1(ε3/2(t− u))2 + ω2

F−1(ε3/2(t− u))4
du = ω2ε1/2

∫ F−1(ε3/2(t−r))

F−1(ε3/2(t−s))

1

v2
dv = ω2

(
1

Kε(s)
− 1

Kε(r)

)
. (35)

Equations (34) and (35) imply that for all 0 ≤ r < s < t∣∣∣∣K ′
ε(s)B

2
s

2Kε(s)
− K ′

ε(r)B
2
r

2Kε(r)
−
∫ s

r

K ′′
ε (u)B

2
u

2Kε(u)
du

∣∣∣∣ ≲ εKε(r) +
1

Kε(s)
. (36)

Equation (31) follows from Lemma 9 and (36).
Next, by the many-to-one lemma and the Girsanov’s theorem, we have

qKε
r,s (x, y) = es−re−ρ2(s−r)/2+ρ(x−y)pKε

r,s (x, y) = eρ(x−y)−(
√
2ε+ε2/2)(s−r)pKε

r,s (x, y). (37)

Here, the factor es−r represents the expected number of particles at time s if there is no killing and
the process starts from a single particle at time r, and e−ρ2(s−r)/2+ρ(x−y) is the Girsanov factor
which transforms Brownian motion with drift −ρ to ordinary Brownian motion. Equation (32)
follows from (31) and (37).

In particular, if t ≲ ε−3/2 and 0 ≤ r < s ≤ t−C7 for some positive constant C7, then by (17),
we have for ε sufficiently small,

1

Kε(s)
≤ 1

ε−1/2F−1(ε3/2C7)
≲ 1. (38)

Moreover, by (20) and (23), we have

εKε(r) ≤ εLε(t) ≲ 1. (39)

Therefore, we have | − ε2(s− r)/2 +O(εKε(r) + 1/Kε(s))| ≲ 1 and (33) follows from (32). 2

For some choices of r, s and t, the infinite sum expression for qr,s(x, y) can be simplified.
Define

Jt =

∞∑
n=2

n2e−π2(n2−1)t/2.

Lemma 11. Suppose (10) holds. If r + C8Kε(r)
2 ≤ s for some constants C8 and s ≤ t − C7,

then for x ∈ (0,Kε(r)) and y ∈ (0,Kε(s)), we have

qKε
r,s (x, y) ≍

1

Kε(r)1/2Kε(s)1/2
eρ(x−y)−

√
2(Kε(r)−Kε(s)) sin

(
πx

Kε(r)

)
sin

(
πy

Kε(s)

)
.

Proof. According to Lemma 5 in [2], for all 0 ≤ r < s, x ∈ (0,Kε(r)) and y ∈ (0,Kε(s)), we have

ωτKε (r,s)

(
x

Kε(r)
,

y

Kε(s)

)
= 2e−π2τKε (r,s)/2 sin

(
πx

Kε(r)

)
sin

(
πy

Kε(s)

)
(1 +Dr,s(x, y)) (40)

where
|Dr,s(x, y)| ≤ JτKε (r,s).
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For s ≥ r + C8Kε(r)
2, we observe that

τKε(r, s) =

∫ s

r

1

Kε(u)2
du ≥ s− r

Kε(r)2
≥ C8, (41)

which implies that JτKε(r,s) ≤ JC8 . Lemma 11 follows from equations (33), (40), and (41), and
Lemma 7. 2

Remark 12. Note that the density formula in Lemma 11 is similar to the critical case. Define
K0(s) = c(t − s)1/3. Consider the critical process where particles are killed when they hit either
0 or K0(s) at time s. Let qK0

r,s (x, y) be the corresponding density. According to Proposition 12
in [3] or Proposition 5.4 in [12], there exists a constant C9 such that for r+K0(r)

2 ≤ s ≤ t−C9,

qK0
r,s (x, y) ≍

1

K0(r)1/2K0(s)1/2
e
√
2(x−y)−

√
2(K0(r)−K0(s)) sin

(
πx

K0(r)

)
sin

(
πy

K0(s)

)
.

2.4 Estimating the density when particles are killed at Hε(·)

Lemma 13. Suppose t > 0. For 0 ≤ r < s ≤ t, x ∈ (0, Hε(r)) and y ∈ (0, Hε(s)), we have for
all ε > 0,

pHε
r,s (x, y) =

1

Hε(r)1/2Hε(s)1/2
eO(εHε(r)+1/Hε(s)+ε| log(ε1/2Hε(r))|)ωτHε (r,s)

(
x

Hε(r)
,

y

Hε(s)

)
. (42)

In particular, if (5) holds, then for 0 ≤ r < s ≤ t, x ∈ (0, Hε(r)) and y ∈ (0, Hε(s)), we have

qHε
r,s (x, y) ≍

1

Hε(r)1/2Hε(s)1/2
eρ(x−y)−

√
2ε(s−r)ωτHε (r,s)

(
x

Hε(r)
,

y

Hε(s)

)
. (43)

Proof. The proof is essentially the same as the proof of Lemma 10. The main difference is the
approximation of ϕHε

r,s . Under E
Hε
r,x ,∣∣∣∣H ′

ε(s)B
2
s

2Hε(s)
− H ′

ε(r)B
2
r

2Hε(r)
−
∫ s

r

H ′′
ε (u)B

2
u

2Hε(u)
du

∣∣∣∣
≤
∣∣∣∣H ′

ε(s)Hε(s)

2

∣∣∣∣+ ∣∣∣∣H ′
ε(r)Hε(r)

2

∣∣∣∣+ ∫ s

r

|H ′′
ε (u)|Hε(u)

2
du. (44)

We denote by I1, I2 and I3 the three terms on the right hand side of equation (44). By equation
(28), we see that

I1 =

√
2ε1/2(ω2 + F−1

ε (ε3/2(t− s))2)

2
√
2F−1

ε (ε3/2(t− s))− 3ε1/2
. (45)

Note that for s ≤ t, by (21), we have

F−1
ε (ε3/2(t− s)) ≥ F−1

ε (0) ≥ 9

4
√
2
ε1/2. (46)

Putting together (45) and (46), we have

I1 ≤
ε1/2(ω2 + F−1

ε (ε3/2(t− s))2)

F−1
ε (ε3/2(t− s))

≲
1

Hε(s)
+ εHε(s). (47)
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Following the same argument, we get

I2 ≲
1

Hε(r)
+ εHε(r). (48)

To compute I3, we apply equation (29). Note that for 0 ≤ r ≤ u ≤ s ≤ t, the denominator in (29)
is always positive by (46) and thus |H ′′

ε (u)| is bounded above by

8ε5/2(ω2 + F−1
ε (ε3/2(t− u))2)(3ε1/2F−1

ε (ε3/2(t− u))2 + 4
√
2ω2F−1

ε (ε3/2(t− u)) + 3ω2ε1/2)

(2
√
2F−1

ε (ε3/2(t− u))2 − 3ε1/2F−1
ε (ε3/2(t− u)))3

.

By (46), after making the change of variable v = F−1
ε (ε3/2(t − u)), for 0 ≤ u ≤ t we have

v ≥ 9
4
√
2
ε1/2 and therefore 2

√
2v − 3ε1/2 ≥ 2

√
2

3 v. It follows that for 0 ≤ r ≤ u ≤ s ≤ t,

I3 =
√
2ε1/2

∫ F−1
ε (ε3/2(t−r))

F−1
ε (ε3/2(t−s))

3ε1/2v2 + 4
√
2ω2v + 3ω2ε1/2

v(2
√
2v − 3ε1/2)2

dv

≲ ε

∫ F−1
ε (ε3/2(t−r))

F−1
ε (ε3/2(t−s))

1

v
dv + ε1/2

∫ F−1
ε (ε3/2(t−r))

F−1
ε (ε3/2(t−s))

v + ε1/2

v3
dv

≲ ε
∣∣∣log (ε1/2Hε(r)

)∣∣∣+ 1

Hε(s)
. (49)

Equation (42) follows from Lemma 9 and equations (44), (47)-(49).
Applying the many-to-one lemma and the Girsanov’s theorem, it follows from (42) that

qHε
r,s (x, y) =

1

Hε(r)1/2Hε(s)1/2
eρ(x−y)−(

√
2ε+ε2/2)(s−r)+O(εHε(r)+1/Hε(s)+ε| log(ε1/2Hε(r))|)

× ωτHε (r,s)

(
x

Hε(r)
,

y

Hε(s)

)
. (50)

In particular, if (5) holds, then for 0 ≤ r < s ≤ t, by (20) and (39), we have εHε(r) ≲ 1 and
ε log(ε1/2Hε(r)) ≪ 1. We also have 1/Hε(s) ≲ 1 by (46). Therefore, we have∣∣∣∣−ε2(s− r)

2
+O

(
εHε(r) +

1

Hε(s)
+ ε

∣∣∣log(ε1/2Hε(r))
∣∣∣)∣∣∣∣ ≲ 1

and equation (43) follows from (50). 2

Lemma 14. Suppose (5) holds and t > 0. If r + C8Hε(r)
2 ≤ s for some constant C8 and s ≤ t,

then for x ∈ (0, Hε(r)) and y ∈ (0, Hε(s)), we have

qHε
r,s (x, y) ≍

Hε(r)

Hε(s)2
eρ(x−y)−

√
2(Hε(r)−Hε(s)) sin

(
πx

Hε(r)

)
sin

(
πy

Hε(s)

)
.

Proof. Applying equation (43) in place of equation (33) and Lemma 8 in place of Lemma 7, the
proof is a word-by-word repetition of the proof of Lemma 11. 2
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3 Number of particles hitting the right boundary

Consider a process in which particles are killed when they reach either the origin or the right
boundary f(·). For 0 ≤ r < s ≤ t, suppose f is a smooth function in the interval [0, s]. Let

Rf
t (r, s) be the number of particles that are killed at the right boundary f(·) during the time

interval [r, s]. This section aims to give first and second moment estimates of RKε
t (r, s) and

RHε
t (r, s) following the argument of Lemmas 5.8 and 5.10 in [12] and Lemma 16 in [3]. A key

input is the following lemma which shows that the rate at which the Brownian particle hits the
right boundary f(·) can be computed from the derivative of the density at the right boundary.
This result is well-known in the literature. Lemma 15 is adapted from Lemma 5.7 in [12].

Lemma 15. Under P f
r,x, we denote by {Bu}r≤u≤s the trajectory of the Brownian particle started

from x at time r when the particle is killed if it reaches either 0 or f(u) at time u. Let τ+ and
τ− be the hitting times of the right boundary f(·) and the origin respectively. Then for r ≤ u ≤ s,
we have

P f
r,x(τ

+ < τ−, τ+ ∈ du) = −1

2

∂

∂y
pfr,u(x, y)

∣∣∣∣
y=f(u)

du.

We need two more results which compute integrals involving ωu(x, y). For a measurable set
S ⊂ R+, define

I(x, S) =

∫
S
eπ

2u/2

(
−1

2

∂

∂y
ωu(x, y)

∣∣∣∣
y=1

)
du.

We denote by λ(S) the Lebesgue measure of S. Lemma 7.1 in [11] states that there exists a
universal constant C10 such that for every x ∈ [0, 1] and every measurable set S ⊂ R+,

|I(x, S)− πλ(S) sin(πx)| ≤ C10min {x, Jinf S sin(πx)min{1, λ(S)}} . (51)

The following lemma is adapted from Lemma 5.1 and 5.2 of [12].

Lemma 16. For all x ∈ (0, 1) and y ∈ (0, 1/2], we have∫ 1

0
eπ

2u/2 sup
y′∈[0,y]

ωu(x, y
′)du = O (y(1− x)) . (52)

If s > C11 for some positive constant C11, then for all x ∈ (0, 1) and y ∈ (0, 1/2],∫ s

C11

eπ
2u/2 sup

y′∈[0,y]
ωu(x, y

′)du = O (ys sin(πx)) . (53)

For all x ∈ (0, 1), we have∫ s

0
eπ

2u/2

∫ 1

0
ωu(x, y)dydu = O(s sin(πx) + (1− x)). (54)

Proof. Equation (52) follows from equation (5.9) in [12]. Equation (53) follows from equation
(5.8) in [12]. Equation (54) is Lemma 5.2 in [12]. 2
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3.1 Moment estimates of RKε
t (r, s)

Lemma 17. Suppose (10) holds and s ≤ t − C7 for some positive constant C7. Then for 0 ≤
v ≤ r < s and x ∈ (0,Kε(v)), we have

EKε
v,x

[
RKε

t (r, s)
]
≲ eρ(x−Kε(v))

(
τKε(r, s) sin

(
πx

Kε(v)

)
+

x

Kε(v)

)
.

Proof. By the many-to-one lemma, Girsanov’s theorem and Lemma 15, we have

EKε
v,x

[
RKε

t (r, s)
]
=

∫ s

r
eu−ve−ρ2(u−v)/2+ρ(x−Kε(u))PKε

v,x (τ
+ < τ−, τ+ ∈ du)

=

∫ s

r
eu−ve−ρ2(u−v)/2+ρ(x−Kε(u))

(
−1

2

∂

∂y
pKε
v,u(x, y)

∣∣∣∣
y=Kε(u)

)
du. (55)

Since the estimate of pKε
v,u(x, y) in (31) holds uniformly for all 0 ≤ v < s < t, and y ∈ (0,Kε(s))

and the derivative of pKε
v,u(x, y) with respect to y exists for all u ∈ [r, s], it follows from Lemma 7

and equations (31) and (55) that

EKε
v,x

[
RKε

t (r, s)
]
= eO(εKε(v)+1/Kε(s))

∫ s

r

1

Kε(v)1/2Kε(u)3/2
e−ε2(u−v)/2+ε(Kε(v)−Kε(u))+ρ(x−Kε(v))

× eπ
2τKε (v,u)/2

(
− 1

2

∂

∂y
ωτKε (v,u)

(
x

Kε(v)
, y

) ∣∣∣∣
y=1

)
du. (56)

If t ≲ ε−3/2 and 0 ≤ v ≤ r < s ≤ t− C7 for some positive constant C7, then∣∣∣∣−ε2(u− v)

2
+ ε(Kε(v)−Kε(u)) +O

(
εKε(v) +

1

Kε(s)

)∣∣∣∣ ≲ 1

for all u ∈ [r, s] by (38) and (39). Therefore, we have for ε sufficiently small

EKε
v,x

[
RKε

t (r, s)
]
≍ eρ(x−Kε(v))

∫ s

r

1

Kε(v)1/2Kε(u)3/2
eπ

2τKε (v,u)/2

×
(
− 1

2

∂

∂y
ωτKε (v,u)

(
x

Kε(v)
, y

) ∣∣∣∣
y=1

)
du. (57)

Note that Kε(v) ≥ Kε(u). After the change of variable z = τKε(v, u), by equation (51), we obtain

EKε
v,x

[
RKε

t (r, s)
]
≲ eρ(x−Kε(v))

∫ s

r

1

Kε(u)2
eπ

2τKε (v,u)/2

(
− 1

2

∂

∂y
ωτKε (v,u)

(
x

Kε(v)
, y

) ∣∣∣∣
y=1

)
du

= eρ(x−Kε(v))

∫ τKε (v,s)

τKε (v,r)
eπ

2z/2

(
− 1

2

∂

∂y
ωz

(
x

Kε(v)
, y

) ∣∣∣∣
y=1

)
dv

≲ eρ(x−Kε(v))

(
τKε(r, s) sin

(
πx

Kε(v)

)
+

x

Kε(v)

)
(58)

and the lemma follows. 2
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Fix 0 < α < β < 1 and C7 > 0. Choose C8 large enough such that

JC8 <
1

2
. (59)

Let Aα,β be a positive constant such that

Aα,β ≥ max

{
C7

1− β
,

(
2c2C8

α

)3

,

(
2ω2max{C8, C10}

c((1− α)1/3 − (1− β)1/3)

)3
}
. (60)

We claim that for t satisfying (10) and for t ≥ Aα,β, if ε is sufficiently small, then

αt ≤ βt ≤ t− C7, (61)

C8Kε(0)
2 ≤ αt, (62)

τKε(αt, βt) ≥ max{C8, C10} ≥ 2C10JτKε (0,αt). (63)

Indeed, equation (61) is straightforward. When t ≫ 1/ε, equation (62) is obvious. When t ≲ 1/ε,
because Aα,β ≥ (2c2C8)

3/α, equation (62) follows from (17). To prove (63), we first note that by
(62),

τKε(0, αt) ≥ αt

Kε(0)2
≥ C8.

It follows from (59) that 2C10JτKε (0,αt) ≤ C10. When t ≍ ε−3/2, by Lemma 7, we have

1

ω2
Kε(αt) ≥ τKε(αt, βt) ≥ βt− αt

Kε(αt)2
=

β − α

F−1(ε3/2(1− α)t)2
εt.

Thus
τKε(αt, βt) ≍ ε−1/2 (64)

and (63) holds trivially. When t ≪ ε−3/2, according to equation (17), Lemma 7 and the fact that
t1/3 ≫ εt, we have

τKε(αt, βt) =
c

ω2

(
(1− α)1/3 − (1− β)1/3

)
t1/3 +O(εt) ≥ c

2ω2

(
(1− α)1/3 − (1− β)1/3

)
t1/3 (65)

and equation (63) follows.

Lemma 18. Suppose (10) holds and t ≥ Aα,β. Then for x ∈ (0,Kε(0)),

EKε
x

[
RKε

t (αt, βt)
]
≍ τKε(αt, βt) sin

(
πx

Kε(0)

)
eρ(x−Kε(0)).

Proof. We apply equation (57) with v = 0, r = αt and s = βt. Since Kε(αt) ≍ Kε(u) ≍ Kε(βt)
for all u ∈ [αt, βt], we get

EKε
x

[
RKε

t (αt, βt)
]
≍ eρ(x−Kε(0))

∫ βt

αt

1

Kε(u)2
eπ

2τKε (0,u)/2

(
− 1

2

∂

∂y
ωτKε (0,u)

(
x

Kε(0)
, y

) ∣∣∣∣
y=1

)
du.
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After the change of variable z = τKε(0, u), by equation (51), we obtain

EKε
x

[
RKε

t (αt, βt)
]
≲ eρ(x−Kε(0))

(
πτKε(αt, βt) sin

(
πx

Kε(0)

)
+C10JτKε (0,αt) sin

(
πx

Kε(0)

))
(66)

and

EKε
x

[
RKε

t (αt, βt)
]
≳ eρ(x−Kε(0))

(
πτKε(αt, βt) sin

(
πx

Kε(0)

)
−C10JτKε (0,αt) sin

(
πx

Kε(0)

))
. (67)

The lemma follows from (63), (66) and (67). 2

Lemma 19. Suppose (10) holds and t ≥ Aα,β. Then for x ∈ (0,Kε(0)− 1),

EKε
x

[
RKε

t (αt, βt)2
]
≲ Kε(0) sin

(
πx

Kε(0)

)
eρ(x−Kε(0)).

Proof. We use a standard second moment estimate. It is noted, for example, in the proof of
Lemma 16 in [3] that we can write RKε

t (u1, u2)
2 = RKε

t (u1, u2) + 2Y , where Y is the number
of distinct pairs of particles that hit Hε(·) during time (u1, u2). If a branching event happens
at time s and location y, then on average there will be EKε

s,y [R
Kε
t (u1 ∨ s, u2)]

2 number of pairs
of particles that hit Kε(·) during time (u1, u2) and have their most recent common ancestor at
time s. Therefore, using Lemma 17 and the fact that τKε(s, βt) ≤ Kε(s)/ω

2 for all s ∈ [0, βt] by
Lemma 7, we have

EKε
x

[
RKε

t (αt, βt)2
]
≤ EKε

x

[
RKε

t (αt, βt)
]
+ 2

∫ βt

0

∫ Kε(s)

0
qKε
0,s (x, y)

(
EKε

s,y

[
RKε

t (s, βt)
])2

dyds

≲ EKε
x

[
RKε

t (αt, βt)
]

+

∫ βt

0

∫ Kε(s)

0
qKε
0,s (x, y)Kε(s)

2 sin2
(

πy

Kε(s)

)
e2ρ(y−Kε(s))dyds

+

∫ βt

0

∫ Kε(s)

0
qKε
0,s (x, y)

y2

Kε(s)2
e2ρ(y−Kε(s))dyds. (68)

By Lemmas 7 and 18,

EKε
x

[
RKε

t (αt, βt)
]
≲ Kε(0) sin

(
πx

Kε(0)

)
eρ(x−Kε(0)). (69)

We divide the first double integral in (68) into two pieces, denoted I1 and I2, depending on
whether 0 ≤ s ≤ C8Kε(0)

2 or C8Kε(0)
2 < s ≤ βt. We do the same thing to the second double

integral and get I3 and I4. We are going to bound I1, I2, I3 and I4 separately.
We start with I1. By equations (25) and (27), we have for 0 ≤ s ≤ C8Kε(0)

2,

Kε(0)−Kε(s) ≤ εC8Kε(0)
2

(
1 +

ω2

F−1(ε3/2(t− C8Kε(0)2))2

)
. (70)

Note that εC8Kε(0)
2 = C8F

−1(ε3/2t)2. Therefore, if t ≍ ε−3/2, then from (70), we have

0 ≤ Kε(0)−Kε(s) ≲ 1. (71)
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If t ≪ ε−3/2, then by (62), we have F−1(ε3/2(t−C8Kε(0)
2)) ≥ F−1(ε3/2(1− α)t), and then (17)

and (70) imply that (71) still holds. We thus have for all 0 ≤ s ≤ C8Kε(0)
2 and y ∈ (0,Kε(s)),

sin
( πy

Kε(s)

)
≲ sin

( πy

Kε(0)

)
.

Then by Fubini’s theorem, we have

I1 ≲ Kε(0)
2

∫ Kε(0)

0
sin2

( πy

Kε(0)

)
e2ρ(y−Kε(0))

∫ C8Kε(0)2

0
qKε
0,s (x, y)dsdy. (72)

We adapt Lemma 4 in [3] to obtain an upper bound for
∫ C8Kε(0)2

0 qKε
0,s (x, y)ds. Consider the

process where particles move as Brownian motion with drift −ρ and are killed upon hitting
constant boundaries 0 or Kε(0). For x ∈ (0,Kε(0)), we denote by q∗s(x, y) the density of the
process at time s which starts from a single particle at x at time 0. Correspondingly, we denote
by vs(x, y) the density of Brownian motion (without drift) in the strip [0,Kε(0)] started from a
single particle at x. By the many-to-one lemma, Girsanov’s theorem and equation (51) in [2], we
have for all s ≥ 0 and x, y ∈ (0,Kε(0)),∫ ∞

0
q∗s(x, y)ds =

∫ ∞

0
eρ(x−y)−(

√
2ε+ε2/2)svs(x, y)ds ≤

2eρ(x−y)x(Kε(0)− y)

Kε(0)
. (73)

Note that q0,s(x, y) is bounded above by q∗s(x, y) and for 0 < x < Kε(0)− 1,

x

Kε(0)
≲ Kε(0) sin

( πx

Kε(0)

)
. (74)

It follows from (72)–(74) that for 0 < x < Kε(0)− 1 and ε sufficiently small,

I1 ≲ xKε(0)
2eρ(x−2Kε(0))

∫ Kε(0)

0
eρy sin2

( πy

Kε(0)

)Kε(0)− y

Kε(0)
dy

≍ x

Kε(0)
eρ(x−Kε(0))

≲ Kε(0) sin

(
πx

Kε(0)

)
eρ(x−Kε(0)). (75)

Similarly for I3, by equations (71), (73), (74) and Fubini’s theorem, we get

I3 ≲
1

Kε(0)2
e−2ρKε(0)

∫ Kε(0)

0
y2e2ρy

∫ C8Kε(0)2

0
q∗s(x, y)dsdy

≲
x

Kε(0)3
eρ(x−2Kε(0))

∫ Kε(0)

0
y2eρy(Kε(0)− y)dy

≍ x

Kε(0)
eρ(x−Kε(0))

≲ Kε(0) sin

(
πx

Kε(0)

)
eρ(x−Kε(0)). (76)
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For I2, by Lemma 11, we have

I2 ≲
∫ βt

C8Kε(0)2

∫ Kε(s)

0

1

Kε(0)1/2Kε(s)1/2
eρ(x−y)−

√
2(Kε(0)−Kε(s)) sin

( πx

Kε(0)

)
sin
( πy

Kε(s)

)
×Kε(s)

2 sin2
( πy

Kε(s)

)
e2ρ(y−Kε(s))dyds

≍ 1

Kε(0)1/2
eρ(x−Kε(0)) sin

( πx

Kε(0)

)∫ βt

C8Kε(0)2
Kε(s)

3/2e−ρKε(s)

∫ Kε(s)

0
eρy sin3

( πy

Kε(s)

)
dyds

≍ 1

Kε(0)1/2
eρ(x−Kε(0)) sin

( πx

Kε(0)

)∫ βt

C8Kε(0)2

1

Kε(s)3/2
ds. (77)

After the change of variable z = F−1(ε3/2(t− s)), since t ≲ ε−3/2, we see that∫ βt

C8Kε(0)2

1

Kε(s)3/2
ds = ε−3/4

∫ F−1(ε3/2(t−C8Kε(0)2))

F−1(ε3/2(1−β)t)

z1/2

ω2 + z2
dz

≍ ε−3/4

∫ F−1(ε3/2(t−C8Kε(0)2))

F−1(ε3/2(1−β)t)
z1/2dz

≍ Kε(C8Kε(0)
2)3/2 −Kε (βt)

3/2 . (78)

By (77) and (78), we have

I2 ≲
Kε(C8Kε(0)

2)3/2

Kε(0)1/2
eρ(x−Kε(0)) sin

( πx

Kε(0)

)
≤ Kε(0) sin

(
πx

Kε(0)

)
eρ(x−Kε(0)). (79)

Similarly, for I4, by Lemma 11 and equation (78), we have

I4 ≲
∫ βt

C8Kε(0)2

∫ Kε(s)

0

1

Kε(0)1/2Kε(s)1/2
eρ(x−y)−

√
2(Kε(0)−Kε(s)) sin

( πx

Kε(0)

)
sin
( πy

Kε(s)

)
× y2e2ρ(y−Kε(s))

Kε(s)2
dyds

≍ 1

Kε(0)1/2
eρ(x−Kε(0)) sin

( πx

Kε(0)

)∫ βt

C8Kε(0)2

1

Kε(s)5/2
e−ρKε(s)

∫ Kε(s)

0
y2eρy sin

( πy

Kε(s)

)
dyds

≍ 1

Kε(0)1/2
eρ(x−Kε(0)) sin

( πx

Kε(0)

)∫ βt

C8Kε(0)2

1

Kε(s)3/2
ds

≲ Kε(0) sin

(
πx

Kε(0)

)
eρ(x−Kε(0)). (80)

Finally, Lemma 19 follows from equations (68), (69), (75), (76), (79) and (80). 2

Using the first and second moment estimates in Lemmas 18 and 19, we can control the
probability that particles hit the curve Kε(·) during the time interval [αt, βt].

Corollary 20. Suppose (10) holds and t ≥ Aα,β. There exist positive constants C12 and C13

such that for x ∈ (0,Kε(0)− 1) and ε sufficiently small,

C12Kε(0) sin

(
πx

Kε(0)

)
eρ(x−Kε(0)) ≤ PKε

x

(
RKε

t (αt, βt) > 0
)
≤ C13Kε(0) sin

(
πx

Kε(0)

)
eρ(x−Kε(0)).
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Proof. We first observe that τKε(αt, βt) ≲ Kε(0) by Lemma 7. According to Lemma 18, we have

PKε
x

(
RKε

t (αt, βt) > 0
)
≤ EKε

x

[
RKε

t (αt, βt)
]
≲ Kε(0) sin

(
πx

Kε(0)

)
eρ(x−Kε(0)). (81)

On the other hand, we have τKε(αt, βt) ≳ Kε(0) by equations (17), (64) and (65). By Lemmas
18 and 19 and the Cauchy-Schwarz inequality, we have

PKε
x

(
RKε

t (αt, βt) > 0
)
≥ EKε

x [RKε
t (αt, βt)]2

EKε
x [RKε

t (αt, βt)2]
≳ Kε(0) sin

(
πx

Kε(0)

)
eρ(x−Kε(0)). (82)

Corollary 20 follows from (81) and (82). 2

3.2 Moment estimates of RHε
t (r, s) and proof of Proposition 4

Lemma 21. Suppose (5) holds. If 0 ≤ v ≤ r < s ≤ t, then for x ∈ (0, Hε(v)), we have

EHε
v,x

[
RHε

t (r, s)
]
≲ eρ(x−Hε(v))Hε(v)

Hε(s)

(
τHε(r, s) sin

(
πx

Hε(v)

)
+min

{
x

Hε(v)
, JτHε (v,r) sin

(
πx

Hε(v)

)
min

{
1, τHε(r, s)

}})
.

Proof. The proof is essentially the same as the proof of Lemma 17. By doing the same calculations
as (55)-(57), applying (42) instead of (31), and Lemma 8 instead of Lemma 7, we get

EHε
v,x

[
RHε

t (r, s)
]
≍ eρ(x−Hε(v))

∫ s

r

Hε(v)

Hε(u)3
eπ

2τHε (v,u)/2 ×
(
− 1

2

∂

∂y
ωτHε (v,u)

(
x

Hε(v)
, y

) ∣∣∣∣
y=1

)
du.

(83)

Note that Hε(u) ≥ Hε(s) for all r ≤ u ≤ s. After the change of variable z = τHε(v, u), we get

EHε
v,x

[
RHε

t (r, s)
]
≲ eρ(x−Hε(v))Hε(v)

Hε(s)

∫ τHε (v,s)

τHε (v,r)
eπ

2z/2

(
− 1

2

∂

∂y
ωz

(
x

Hε(v)
, y

) ∣∣∣∣
y=1

)
dz. (84)

The lemma follows from equations (51) and (84). 2

Suppose (12) holds. Fix C4/2 ≤ µ < λ ≤ C4 − 1. Let

u1 = t− λε−3/2 and u2 = t− µε−3/2.

In the next two lemmas, we are going to estimate the first and second moments of the number of
particles hitting Hε(·) during the time interval (u1, u2) when the initial particle starts out at the
position x close to Hε(0). Note that when we write x = Hε(0)−O(1), this means the position x
of the initial particle depends on ε.

Lemma 22. Suppose (12) holds. Then for x = Hε(0)−O(1),

EHε
x

[
RHε

t (u1, u2)
]
≍ 1.
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Proof. We first apply Lemma 21 with v = 0, r = u1, s = u2 and x = Hε(0)−O(1), and get

EHε
x

[
RHε

t (u1, u2)
]
≲

Hε(0)

Hε(u2)
sin

(
πx

Hε(0)

)(
τHε(u1, u2) + JτHε (0,u1)

)
. (85)

By Lemma 8 and equation (24), we have

τHε(u1, u2) ≲ Hε(u1) = ε−1/2F−1(λ) +O(1) ≍ ε−1/2 ≍ Hε(u2). (86)

Also, by equation (23), we observe that for ε sufficiently small,

τHε(0, u1) ≥
∫ t−λε−3/2

t−(λ+1)ε−3/2

1

Hε(u)2
du ≥

∫ (λ+1)ε−3/2

λε−3/2

1

(ε−1/2F−1(ε3/2u) +O(1))2
du ≍ ε−1/2. (87)

It follows from (85), (86), and (87) that

EHε
x

[
RHε

t (u1, u2)
]
≲ 1.

For the lower bound, we apply equation (83). Note that Hε(u) ≤ Hε(u1) for u1 ≤ u ≤ u2.
After doing the change of variable z = τHε(v, u) and applying (51), we get for x = Hε(0)−O(1),

EHε
x

[
RHε

t (u1, u2)
]
≳ eρ(x−Hε(0)) Hε(0)

Hε(u1)

∫ τHε (0,u2)

τHε (0,u1)
eπ

2z/2

(
−1

2

∂

∂y
ωz

(
x

Kε(0)
, y

) ∣∣∣∣
y=1

)
dz

≳
Hε(0)

Hε(u1)

(
πτHε(u1, u2) sin

(
πx

Hε(0)

)
− C10JτHε (0,u1) sin

(
πx

Hε(0)

))
. (88)

By doing the same calculations as (87), we have

τHε(u1, u2) ≳ ε−1/2 ≍ Hε(u1). (89)

By equations (87)-(89), we have for x = Hε(0)−O(1)

EHε
x

[
RHε

t (u1, u2)
]
≳

Hε(0)

Hε(u1)
τHε(u1, u2) sin

(
πx

Hε(0)

)
≍ 1.

2

Lemma 23. Suppose (12) holds. Then for x = Hε(0)−O(1),

EHε
x

[
RHε

t (u1, u2)
2
]
≲ 1.

Proof. The proof is similar to the proof of Lemma 5.10 in [12]. We use standard second moment
estimates as in (68). Fix a positive constant C14. Letting u3 = u1 − C14/ε, we get

EHε
x

[
RHε

t (u1, u2)
2
]
≤ EHε

x

[
RHε

t (u1, u2)
]
+ 2

∫ u3

0

∫ Hε(s)

0
qHε
0,s (x, y)

(
EHε

s,y

[
RHε

t (u1, u2)
])2

dyds

+ 2

∫ u2

u3

∫ Hε(s)

0
qHε
0,s (x, y)

(
EHε

s,y

[
RHε

t (s, u2)
])2

dyds. (90)
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Next, we obtain upper and lower bounds for (EHε
s,y [R

Hε
t (u1, u2)])

2 when 0 ≤ s ≤ u3, and

(EHε
s,y [R

Hε
t (s, u2)])

2 when u3 < s ≤ u2. When 0 ≤ s ≤ u3, by Lemma 21, we have(
EHε

s,y

[
RHε

t (u1, u2)
])2

≲ e2ρ(y−Hε(s)) Hε(s)
2

Hε(u2)2
sin2

(
πy

Hε(s)

)
τHε(u1, u2)

2
(
1 + JτHε (s,u1)

)2
.

We note that for 0 ≤ s ≤ u3 and ε sufficiently small,

τHε(s, u1) ≥
∫ u1

u3

1

Hε(v)2
dv ≥ C14

F−1
ε (λ+ ε1/2C14)2

≍ 1,

which implies that JτHε (s,u1) ≲ 1. Therefore, using (86), we have for all 0 ≤ s ≤ u3,(
EHε

s,y

[
RHε

t (u1, u2)
])2

≲ e2ρ(y−Hε(s)) τ
Hε(u1, u2)

2

Hε(u2)2
Hε(s)

2 sin2
(
π(Hε(s)− y)

Hε(s)

)
≲ e2ρ(y−Hε(s))(Hε(s)− y)2. (91)

When u3 < s ≤ u2, by Lemma 21, we have(
EHε

s,y

[
RHε

t (s, u2)
])2

≲ e2ρ(y−Hε(s))Hε(s)
2 sin2

(
πy

Hε(s)

)(
τHε(s, u2)

Hε(u2)

)2

+ e2ρ(y−Hε(s)) y2

Hε(u2)2
.

By equation (23) and Lemma 7, we see that for u3 ≤ s ≤ u2,

τHε(s, u2) ≤ τKε(u3, u2) ≲ Hε(u3) ≍ ε−1/2 ≍ Hε(u2).

Also, for u3 < s ≤ u2 and 0 ≤ y ≤ Hε(s), we have

y

Hε(u2)
≤ Hε(u3)

Hε(u2)
≍ 1.

Combining the above three equations, we get(
EHε

s,y

[
RHε

t (s, u2)
])2

≲ e2ρ(y−Hε(s))

(
Hε(s)

2 sin2
(
π(Hε(s)− y)

Hε(s)

)
+ 1

)
≲ e2ρ(y−Hε(s))

(
(Hε(s)− y)2 + 1

)
. (92)

By equations (90)-(92), we obtain

EHε
x

[
RHε

t (u1, u2)
2
]
≲ EHε

x

[
RHε

t (u1, u2)
]

+

∫ u2

0

∫ Hε(s)

0
qHε
0,s (x, y)e

2ρ(y−Hε(s))
(
(Hε(s)− y)2 + 1

)
dyds.

By Lemma 22 and equation (43), we have

EHε
x

[
RHε

t (u1, u2)
2
]
≲
∫ u2

0

∫ Hε(s)

0

1

Hε(0)1/2Hε(s)1/2
eρ(x−y)−

√
2εsωτHε (0,s)

(
x

Hε(0)
,

y

Hε(s)

)
× e2ρ(y−Hε(s))

(
(Hε(s)− y)2 + 1

)
dyds+O(1)

= eρ(x−Hε(0))

∫ u2

0

∫ Hε(s)

0

1

Hε(0)1/2Hε(s)1/2
e(

√
2+ε)(Hε(0)−Hε(s))−

√
2εs

× eρ(y−Hε(s))ωτHε (0,s)

(
x

Hε(0)
,

y

Hε(s)

)(
(Hε(s)− y)2 + 1

)
dyds+O(1).
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Note that ε(Hε(0)−Hε(s)) ≤ εHε(0) ≲ 1 by (20), and ωu(1−x, 1−y) = ωu(x, y). Using Lemma 8
and equation (89), after the change of variable z = Hε(s)− y, we have for x = Hε(0)−O(1),

EHε
x

[
RHε

t (u1, u2)
2
]

≲
∫ u2

0

∫ Hε(s)

0

Hε(0)

Hε(s)2
eπ

2τHε (0,s)/2ωτHε (0,s)

(
1− x

Hε(0)
,

z

Hε(s)

)
(z2 + 1)e−ρzdzds+O(1). (93)

Denote the double integral as I. If t ≍ ε−3/2, then Hε(t/2) ≍ Hε(0). If t ≥ 2u∗ε−3/2, then by
(20), we have Hε(0)/Hε(t/2) ≤ 4. Therefore, we can choose a positive constant C11 such that

C11 <
1

8C1
and

C11Hε(0)
2

Hε(t/2)2
≤ 1. (94)

When t ≍ ε−3/2, we see that C11Hε(0)
2 ≪ t/2. When t ≥ u∗ε−3/2, by (5) and (20), we have

C11Hε(0)
2 ≤ C11(2εt)

2 < 4C1C11t < t/2. Therefore, for all t satisfying (12), we have

u4 := C11Hε(0)
2 <

t

2
. (95)

Write I = I1 + I2, where I1 is the portion of the double integral for which 0 ≤ s ≤ u4 and I2 is
the portion of the double integral for which u4 < s ≤ u2. In the following, we estimate I1 and I2
separately.

For I1, we start with the change of variable u = τHε(0, s). Letting h(u) be the value such
that τHε(0, h(u)) = u, we can divide I1 into two pieces by writing

I1 = Hε(0)

∫ τHε (0,u4)

0
eπ

2u/2

∫ Hε(u4)/2

0
(z2 + 1)e−ρzωu

(
1− x

Hε(0)
,

z

Hε(h(u))

)
dzdu

+Hε(0)

∫ τHε (0,u4)

0
eπ

2u/2

∫ Hε(h(u))

Hε(u4)/2
(z2 + 1)e−ρzωu

(
1− x

Hε(0)
,

z

Hε(h(u))

)
dzdu

=: I11 + I12. (96)

We use equation (52) to upper bound I11. Note that h(τ
Hε(0, u4)) = u4, so if 0 ≤ u ≤ τHε(0, u4),

then h(u) ≤ u4. Therefore, when 0 ≤ z ≤ Hε(u4)/2 and 0 ≤ u ≤ τHε(0, u4), we have

z

Hε(h(u))
≤ z

Hε(u4)
≤ 1

2
. (97)

Also, by (94)

C11 ≤ τHε(0, u4) =

∫ u4

0

1

Hε(v)2
dv ≤ C11Hε(0)

2

Hε(t/2)2
≤ 1. (98)

Therefore, by (52), (97), and (98) along with Tonelli’s theorem, we have for x = Hε(0)−O(1),

I11 ≤ Hε(0)

∫ Hε(u4)/2

0
(z2 + 1)e−ρz

∫ 1

0
eπ

2u/2 sup
y∈[0,z/Hε(u4)]

ωu

(
1− x

Hε(0)
, y

)
dudz

≲ Hε(0)

∫ Hε(u4)/2

0
(z2 + 1)e−ρz z

Hε(u4)
· x

Hε(0)
dz

≤ Hε(0)

Hε(u4)

∫ ∞

0
(z2 + 1)ze−ρzdz

≲ 1. (99)
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We use equation (54) to upper bound I12. After the change of variable y = z/Hε(h(u)), apply-
ing (54), we get

I12 ≲ Hε(0)
4e−Hε(u4)/2

∫ τHε (0,u4)

0
eπ

2u/2

∫ 1

0
ωu

(
1− x

Hε(0)
, y

)
dydu

≲ Hε(0)
4e−Hε(u4)/2

(
τHε(0, u4) sin

(
πx

Hε(0)

)
+

x

Hε(0)

)
.

Since Hε(u4) ≍ Hε(0) ≳ ε−1/2, we have
I12 ≪ 1. (100)

It follows from (96), (99) and (100) that

I1 ≲ 1. (101)

Similarly, for I2, by doing the same calculations in (96)-(100), we have

I2 = Hε(0)

∫ τHε (0,u2)

τHε (0,u4)
eπ

2u/2

∫ Hε(u2)/2

0
(z2 + 1)e−ρzωu

(
1− x

Hε(0)
,

z

Hε(h(u))

)
dzdu

+Hε(0)

∫ τHε (0,u2)

τHε (0,u4)
eπ

2u/2

∫ Hε(h(u))

Hε(u2)/2
(z2 + 1)e−ρzωu

(
1− x

Hε(0)
,

z

Hε(h(u))

)
dzdu

≤ Hε(0)

∫ Hε(u2)/2

0
(z2 + 1)e−ρz

∫ τHε (0,u2)

C11

eπ
2u/2 sup

y∈[0,z/Hε(u2)]
ωu

(
1− x

Hε(0)
, y

)
dudz

+Hε(0)
4e−Hε(u2)/2

∫ τHε (0,u2)

τHε (0,u4)
eπ

2u/2

∫ 1

0
ωu

(
1− x

Hε(0)
, y

)
dydu.

It follows from (53) and (54) that

I2 ≲ Hε(0)

∫ Hε(u2)/2

0
(z2 + 1)e−ρz z

Hε(u2)
τHε(0, u2) sin

(
πx

Hε(0)

)
+Hε(0)

4e−Hε(u2)/2

(
τHε(0, u2) sin

(
πx

Hε(0)

)
+

x

Hε(0)

)
.

We observe that after the change of variable v = F−1(u),

τHε(0, u2) ≤ τKε(0, u2) ≤ ε−1/2

∫ ∞

0

1

F−1(u)2
du = ε−1/2

∫ ∞

0

1

v2 + ω2
dv =

π

2ω
ε−1/2. (102)

Using also the fact that Hε(u2) ≍ ε−1/2, we have for x = Hε(0)−O(1)

I2 ≲ Hε(0) sin

(
πx

Hε(0)

)∫ ∞

0
(z2 + 1)ze−ρzdz + o(1) ≲ 1. (103)

Finally, the lemma follows from (93), (101) and (103). 2

Proof of Proposition 4. Suppose (12) holds. By Lemmas 22 and 23, and the Cauchy-Schwarz
inequality, we have for x = Hε(0)− 1 and ε sufficiently small,

PHε
x

(
RHε

t (u1, u2) > 0
)
≥ (EHε

x [RHε
t (u1, u2)])

2

EHε
x [RHε

t (u1, u2)2]
≳ 1

and the proposition follows.
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4 Proofs of main results

4.1 Proof of Proposition 3

In this section, we prove Proposition 3. We first show that if a particle starts from L∗
ε(t) at time

0, the probability that at least one descendant of this particle will survive until time t is bounded
from below. Next, we can find a large constant C5 such that if the process starts from a single
particle at L∗

ε(t) + C5, there are a large number of offspring with positions above L∗
ε(t) after

O(1) time. Each of them will have at least one descendant alive until time t with some nonzero
probability. Taking the number of particles into consideration, the process will survive until time
t with very high probability and equation (11) follows. A crucial step in the proof of equation
(11) is the following lemma, whose statement and proof are very similar to Proposition 20 in [3].

Lemma 24. Suppose (10) holds. Consider the process which starts from a single particle at
x = Kε(0) = L∗

ε(t). There exist positive constants A1 and C15 that only depend on C4 such that
for sufficiently small ε, if t ≥ A1, then the probability that there are particles alive at time t is
bounded below by C15.

Proof. We claim that it is sufficient to show that there exist positive constants A1 and C16 that
only depend on C4 such that if t ≥ A1, then for ε sufficiently small, the probability that there are
particles hitting Kε(s) for some s ∈ [t−A1, t−A1/3] is bounded below by C16. To see this, note
that a particle that hits Kε(s) for some s ∈ [t− A1, t− A1/3] has a probability that is bounded
away from zero of surviving until time t.

We prove this claim by relating the probability that there are particles hitting Kε(s) for
s ∈ [t−A1, t−A1/3] in the slightly subcritical BBM with absorption to the survival probability
of a time-inhomogeneous Galton-Watson process. To begin with, we set up constants that will be
used in the construction of the Galton-Watson process. Set α = 1/3 and β = 2/3. Let A1/3,2/3

be the constant defined in (60) with α = 1/3 and β = 2/3, and let C12 be the constant defined
in Corollary 20. For every y > 0, consider BBM started with a single particle at the origin where
particles move as Brownian motion with drift −

√
2 and are absorbed at the level −y. We denote

by N(y) the number of particles that are killed upon hitting −y. We further denote by Nξ(y) the
number of particles that are absorbed at the level −y before time ξ. According to equation (5.4)
in [15], there exists an almost surely positive random variable W with an infinite expectation
such that almost surely

lim
y→∞

ye−
√
2yN(y) = W. (104)

According to equation (104), we can choose positive constants y, ξ1 and M large enough that

y >
25/3ω2

c2
(105)

and

E
[
ye−

√
2y(Nξ1(y) ∧M)

]
≥ 4

C12
. (106)

Finally, we choose a positive constant A1 large enough that

A1 > max

{
y3

c3
, ξ1 +A1/3,2/3, ξ

3/2
1 + ξ1, ξ1 +

(
2y

c

)3
}
. (107)
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Now we construct the Galton-Watson process. We use a sequence of sets (Tn)n∈N to record
the times at which particles hit the right boundary Kε(·) in each generation of the branching
process. We define (Tn)n∈N inductively. Let T0 = {0}. In the n-th generation of the process,
we have Tn = {tn,1, tn,2, ..., tn,mn}, which means there are particles hitting Kε(tn,i) at time tn,i
for i = 1, ...,mn. For i = 1, ...,mn, if tn,i ≥ t − A1, then tn,i ∈ Tn+1. Otherwise, we keep
track of the descendants of the particle that hits Kε(tn,i) at time tn,i until either time tn,i + ξ1,
or until particles hit Kε(tn,i) − y − ε(r − tn,i) for some tn,i < r < tn,i + ξ1. Note that for all
tn,i < r < tn,i + ξ1, by (17) and (107), we have for ε sufficiently small,

Kε(tn,i)− y − ε(r − tn,i) ≥ Kε (t−A1)− y − εξ1 ≥ cA
1/3
1 − y − εξ1 > 0.

We denote by ln,i the number of times at which descendants of the i-th particle hit the curve
Kε(tn,i)− y− ε(· − tn,i) before time tn,i+ ξ1, and we denote by (rn,i,j)j=1,...,ln,i

the corresponding
sequence of times. For j = 1, ..., ln,i ∧M , if one of the descendants of the particles that hits the
curve at time rn,i,j proceeds to hit the curve Kε(·) at some time v ∈ [rn,i,j +(t− rn,i,j)/3, rn,i,j +
2(t − rn,i,j)/3] afterwards, we put the smallest v at which this happens into the set Tn+1. For
every n, define Zn = |Tn| to be the number of elements in the set Tn.

Next, we are going to control the first and second moments of Z1. When n = 0, we see that
mn = 1 and t0,1 = 0. For simplicity, we omit the first and second indices in the subscript. That
is, we write rj = r0,1,j and l = l0,1. For j = 1, ..., l ∧M , let Ij be the indicator of the event that
the j-th particle that reaches Kε(0) − y − εrj at time rj < ξ1 has at least one descendant that
hits the curve Kε(·) between times rj + (t− rj)/3 and rj + 2(t− rj)/3. Then we have

Z1 =
l∧M∑
j=1

Ij . (108)

We can compute the expectation of Ij using estimates in Section 3. Define G to be the σ-field
generated by (rj)j=1,...,l∧M . Recalling that x = Kε(0), we have

Ex(Ij |G) = PKε
x−y−εrj

(
Rt−rj

(
t− rj
3

,
2(t− rj)

3

)
> 0

)
and t− rj ≥ A1− ξ1 > A1/3,2/3 by (107). It follows from Corollary 20 that for x = Kε(0), t ≥ A1

and ε sufficiently small,

C12Kε(rj) sin

(
π(x− y − εrj)

Kε(rj)

)
eρ(x−εrj−Kε(rj))−εy−

√
2y

≤ Ex(Ij |G)

≤ C13Kε(rj) sin

(
π(x− y − εrj)

Kε(rj)

)
eρ(x−εrj−Kε(rj))−εy−

√
2y. (109)

To evaluate the upper and lower bounds in (109), we first observe that the function g(r) =
x − εr − Kε(r) is an increasing function of r. Therefore, if ε is sufficiently small, then for all
rj ≤ ξ1,

eρ(x−εrj−Kε(rj))−εy ≥ eρg(0)−εy ≥ 1

2
. (110)

For the upper bound, by (25), (27), (17) and (107), if ε is sufficiently small, then for all rj ≤ ξ1,

g(rj) ≤ g(ξ1) ≤ (L∗
ε)

′(t− ξ1)ξ1 − εξ1 ≤ εξ1
ω2

F−1(ε3/2(A1 − ξ1))2
≤ ω2ξ1

c2(A1 − ξ1)2/3
≤ ω2

c2
. (111)
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Thus if ε is sufficiently small, then for all rj ≤ ξ1,

eρ(x−εrj−Kε(rj))−εy ≤ eω
2/c2 . (112)

Next, we obtain upper and lower bounds on the sine function in (109). Since the function g(r) is
increasing, we get

sin

(
π(x− y − εrj)

Kε(rj)

)
= sin

(
π(y − g(rj))

Kε(rj)

)
≤ π(y − g(rj))

Kε(rj)
≤ π(y − g(0))

Kε(rj)
=

πy

Kε(rj)
. (113)

For the other direction, we first claim that 0 ≤ π(y− g(rj))/Kε(rj) ≤ π/2. Indeed, by (105) and
(111), we have for all rj ≤ ξ1 and ε sufficiently small,

π(y − g(rj))

Kε(rj)
≥ πy

2Kε(rj)
≥ 0. (114)

Moreover, by (17) and (107), we have for all rj ≤ ξ1 and ε sufficiently small

π(y − g(rj))

Kε(rj)
≤ πy

Kε(ξ1)
≤ πy

c(A1 − ξ1)1/3
≤ π

2
.

From the fact that sin(x) ≥ 2x/π for 0 ≤ x ≤ π/2 and equation (114), we have for all rj ≤ ξ1
and ε sufficiently small,

sin

(
π(x− y − εrj)

Kε(rj)

)
= sin

(
π(y − g(rj))

Kε(rj)

)
≥ y

Kε(rj)
. (115)

It follows from equations (109), (110), (112), (113), and (115) that for all j = 1, ..., l and ε
sufficiently small

C12

2
ye−

√
2y ≤ Ex[Ij |G] ≤ C13πe

ω2/c2ye−
√
2y. (116)

Observe that l has the same distribution as Nξ1(y). As a result, by (106), (108) and (116), we
get for t ≥ A1 and ε sufficiently small,

Ex[Z1] ≥
C12

2
E
[
ye−

√
2y(Nξ1(y) ∧M)

]
≥ 2. (117)

For the second moment, by the definition of Z1, we get for all ε,

Ex[Z
2
1 ] ≤ M2. (118)

For A1 ≤ t ≲ ε−3/2, consider a Galton-Watson process with the offspring distribution

pt(k) = P (Z1 = k).

Let qt,∗ be the extinction probability of this process and q∗ = sup{qt,∗ : A1 ≤ t ≤ 2C4ε
−3/2}.

According to Lemma 19 in [3], by (117) and (118), we have for all t ≥ A1 and ε sufficiently small,

1− qt,∗ ≥
2(Ex[Z1]− 1)

Ex[Z1(Z1 − 1)]
≥ 2

M2
,
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which gives that

1− q∗ ≥
2

M2
. (119)

Finally, we connect the supremum extinction probability q∗ with the probability that there are
particles hitting Kε(s) for some s ∈ [t−A1, t−A1/3]. Define

qt = lim
n→∞

P (Tn = ∅).

Note that 1 − qt is indeed the probability that there are particles reaching Kε(s) for some s ∈
[t−A1, t−A1/3]. It was shown in the proof of Proposition 20 in [3] that

qt ≤ q∗. (120)

Equations (119) and (120) imply that for t ≥ A1 and ε sufficiently small, the probability that
there are particles hitting Kε(s) for some s ∈ [t − A1, t − A1/3] is bounded below by 2/M2 and
the lemma follows.

Now we have all the ingredients to prove Proposition 3.

Proof of Proposition 3. If t < A1, then equation (11) is obvious. We only consider the case when
t ≥ A1. Let δ > 0. Choose a positive integer C17 large enough that

(1− C15)
C17 <

δ

2
. (121)

Consider BBM started with a single particle at the origin where particles move as Brownian
motion with drift −

√
2 and are absorbed at the level −y. Recall that Nξ(y) denotes the number

of particles that are absorbed at −y before time ξ. According to (104), we can choose positive
constants ξ2 and C5 large enough that for ε sufficiently small

P (Nξ2(C5 − εξ2) < C17) <
δ

2
. (122)

We denote by N ρ
t the set of surviving particles at time t and {Xρ

u(t), u ∈ N ρ
t } the set of

positions of particles at time t for BBM with absorption and drift −ρ. One can couple the
subcritical process with drift ρ >

√
2 with the critical process such that for every u ∈ N ρ

t , there

exists v ∈ N
√
2

t satisfying Xρ
u(s) = X

√
2

v (s)− εs for all 0 ≤ s ≤ t, and

N ρ
t = {u ∈ N

√
2

t , X
√
2

u (s)− εs > 0 for all s ≤ t}.

Equation (122) implies that for every ε, if the subcritical BBM with absorption starts with a
single particle at L∗

ε(t) + C5, then with probability at least 1 − δ/2, the number of particles
hitting L∗

ε(t) + ε(ξ2 − s) for some s ∈ [0, ξ2] is at least C17. By Lemma 24, each of them has
probability at least C15 of surviving until time t. Combining Lemma 24 with equations (121) and
(122), if t ≥ A1, we have for ε sufficiently small,

PL∗
ε(t)+C5

(ζ < t) ≤ (1− C15)
C17 + P (Nξ2(C5 − εξ2) < C17) < δ.

and equation (11) follows.
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4.2 Proof of Theorem 2

Proof of equation (7). By Lemma 6, it is enough to prove the result with Lε(t) in place of L̄ε(t).
Choose a constant C7 > 0. If t ≲ 1, then L̄ε(t) ≲ 1, and so equation (7) is obvious. It is therefore
enough to consider the case when t > C7. We first consider the case when C4ε

−3/2 ≤ t ≤ C1ε
−2.

Recall that C11 < 1/(8C1). Let

u4 = C11Hε(0)
2, u5 = t− C4

2
ε−3/2, u6 = t− C7,

noting that the definition of u4 was previously given in (95). Using (95), we have for ε sufficiently
small,

u4 <
t

2
≤ u5 < u6. (123)

We divide the particles alive at time t into five subsets according to the time at which particles
hit the curve Hε(·) or Kε(·). Recall that we denote by N ρ

t the set of surviving particles at time
t and {Xρ

u(t), u ∈ N ρ
t } the set of positions of particles at time t. By (24), there exists a constant

C18 such that
Hε(u5)− C18 ≤ Kε(u5) (124)

Define

D1 = {∃u ∈ N ρ
t : Xρ

u(s) ≥ Hε(s) for some s ∈ [0, u4]},
D2 = {∃u ∈ N ρ

t \D1 : X
ρ
u(s) ≥ Hε(s) for some s ∈ (u4, u5]},

D3 = {∃u ∈ N ρ
t \ (D1 ∪D2) : X

ρ
u(u5) ≥ Hε(u5)− C18},

D4 = {∃u ∈ N ρ
t \ (D1 ∪D2 ∪D3) : X

ρ
u(s) ≥ Kε(s) for some s ∈ (u5, u6]},

D5 = {N ρ
t ̸= ∅} \ (D1 ∪D2 ∪D3 ∪D4).

We observe that

PLε(t)−C2
(ζ > t)

≤
5∑

i=1

PLε(t)−C2
(Di)

≤ EHε

Lε(t)−C2

[
RHε

t (0, u4)
]
+ EHε

Lε(t)−C2

[
RHε

t (u4, u5)
]
+

∫ Hε(u5)

Hε(u5)−C18

qHε
0,u5

(Lε(t)− C2, y)dy

+

∫ Hε(u5)−C18

0
qHε
0,u5

(Lε(t)− C2, y)E
Kε
u5,y

[
RKε

t (u5, u6)
]
dy + PLε(t)−C2

(D5)

=: I1 + I2 + I3 + I4 + I5. (125)

We first estimate I1. By Lemma 21 and the fact that sin(πx) = sin(π(1− x)) ≤ π(1− x) for
0 ≤ x ≤ 1, there exists a positive constant C19 such that

I1 ≤ C19e
−ρC2

Hε(0)

Hε(u4)

(
τHε(0, u4)

πC2

Hε(0)
+ 1

)
.

By Lemma 8, we see that τHε(0, u4) ≤ Hε(0)/ω
2 and thus

I1 ≤ C19e
−ρC2

(
πC2

ω2
+ 1

)
Hε(0)

Hε(u4)
.
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If t ≥ 2u∗ε−3/2, then by (20) and (123), we have for ε sufficiently small,

Hε(0)

Hε(u4)
≤ 2εt

εt/2
= 4.

If t ≍ ε−3/2, then by (23) and (24), we have Hε(0) ≍ ε−1/2 and thus u4 ≍ ε−1, which implies
that Hε(0)/Hε(u4) = Lε(t)/Lε(t− u4) → 1 as ε → 0. Therefore, for ε sufficiently small,

I1 ≤ 4C19e
−ρC2

(
πC2

ω2
+ 1

)
. (126)

For I2, note that by reasoning as in (41), we get τHε(0, u4) ≥ C11. Therefore, it follows from
Lemma 21 along with (23) and (102) that for ε sufficiently small,

I2 ≤ C19e
−ρC2

Hε(0)

Hε(u5)

(
τHε(u4, u5) + JτHε (0,u4)

)
sin

(
πC2

Hε(0)

)
≤ πC19C2e

−ρC2
1

Kε(u5)

(
τHε(u4, u5) + JC11

)
≤ πC19C2e

−ρC2
1

ε−1/2F−1(C4/2)

( π

2ω
ε−1/2 + JC11

)
≤ π2C19C2

ωF−1(C4/2)
e−ρC2 . (127)

For I3, we apply Lemma 14. Since εHε(0) ≲ 1 by (20) and Hε(u5) ≍ ε−1/2, we have for ε
sufficiently small,

I3 ≲
Hε(0)

Hε(u5)2
eρ(Lε(t)−C2)−

√
2(Hε(0)−Hε(u5)) sin

(
πC2

Hε(0)

)∫ Hε(u5)

Hε(u5)−C18

e−ρy sin

(
πy

Hε(u5)

)
dy

≤ Hε(0)

Hε(u5)2
e−ρC2+εHε(0)+

√
2Hε(u5) πC2

Hε(0)
C18e

−ρ(Hε(u5)−C18) sin

(
πC18

Hε(u5)

)
≪ 1. (128)

For I4, by (124) and Lemmas 14 and 17, there exists a constant C20 such that for ε sufficiently
small,

I4 ≤ C20

∫ Kε(u5)

0

Hε(0)

Hε(u5)2
eρ(Lε(t)−C2−y)−

√
2(Hε(0)−Hε(u5)) sin

(
πC2

Hε(0)

)
sin

(
πy

Hε(u5)

)
× eρ(y−Kε(u5))

(
τKε(u5, u6) sin

(
πy

Kε(u5)

)
+

y

Kε(u5)

)
dy

≤ πC2C20

Hε(u5)2
e−ρC2+εHε(0)+ρC18

(
τKε(u5, u6)

∫ Kε(u5)

0
sin

(
πy

Hε(u5)

)
sin

(
πy

Kε(u5)

)
dy

+

∫ Kε(u5)

0

y

Kε(u5)
sin

(
πy

Hε(u5)

)
dy

)

≤ πC2C20

Hε(u5)2
e−ρC2+εHε(0)+ρC18

(
τKε(u5, u6)Kε(u5) +Kε(u5)

)
.
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Note that εHε(0) = εLε(t) ≤ εLε(C1ε
−2) ≤ 2C1 by (20). Also, we have τKε(u5, u6) ≤ π

2ωε
−1/2

by (102), and Hε(u5) ≥ Kε(u5) = ε−1/2F−1(C4/2) by (23). Therefore, for ε sufficiently small,

I4 ≤
πC2C20

Kε(u5)
e−ρC2+2C1+ρC18

( π

2ω
ε−1/2 + 1

)
≤ π2C2C20

ωF−1(C4/2)
e−ρC2+2C1+ρC18 . (129)

For I5, by Lemma 14, there exists a constant C21 such that for ε sufficiently small,

I5 ≤
∫ Hε(u6)

0
qHε
0,u6

(Lε(t)− C2, y)dy

≤ C21
Hε(0)

Hε(u6)2
eρ(Lε(t)−C2)−

√
2(Hε(0)−Hε(u6)) sin

(
πC2

Hε(0)

)∫ Hε(u6)

0
e−ρy sin

(
πy

Hε(u6)

)
dy

≤ πC2C21

Hε(u6)
eεHε(0)+

√
2Hε(u6)e−ρC2 . (130)

Because εHε(0) ≲ 1 by (20) and Hε(u6) ≍ 1 by (23) and (24), it follows from (125)-(130) that
for every δ > 0, we can choose C2 large enough so that (7) holds for ε sufficiently small.

We next consider the case when C7 < t ≤ C4ε
−3/2. By Markov’s inequality, the probability

that the process survives until time t is bounded above by the sum of the expected number of
particles hitting Kε(·) before time u6 and the expected number of particles alive at time u6. We
thus have

PLε(t)−C2
(ζ > t) ≤ EKε

Lε(t)−C2

[
RKε

t (0, u6)
]
+

∫ Hε(u6)

0
qHε
0,u6

(Lε(t)− C2, y) dy. (131)

It follows from (24) that there is a positive constant C22 such that when C7 < t ≤ C4ε
−3/2, we

have Lε(t) − L∗
ε(t) ≤ C22. We may choose C2 > 2C22. Then Lε(t) − C2 < Kε(0) − C2/2. By

Lemmas 7 and 17, for sufficiently small ε,

EKε

Lε(t)−C2

[
RKε

t (0, u6)
]
≤ eρ(Lε(t)−C2−Kε(0))

(
τKε(0, u6) sin

(
π(Lε(t)− C2)

Kε(0)

)
+

Lε(t)− C2

Kε(0)

)
≤ e−ρC2/2

(
πC2

ω2
+ 1

)
. (132)

Because u6 ≳ Hε(0)
2, the second term in (131) can be bounded as in (130). Therefore, for any

δ > 0, we can choose C2 large enough that (7) holds for all ε sufficiently small.
Finally, we prove equation (7) for all t satisfying (5). Suppose (7) does not hold true. Then

there exists δ > 0 such that for all n ∈ N, we can find 0 < εn < 1 with

PLεn (tεn )−n(ζ > tεn) ≥ δ. (133)

Since 0 ≤ ε2ntεn ≤ C1, we can find a subsequence {εnk
}∞k=1 such that tεnk

≤ C7, or C4ε
−3/2
nk ≤

tεnk
≤ C1ε

−2
nk

, or C7 < tεnk
≤ C4ε

−3/2
nk for all k, and also (133) holds with n replaced by nk. This

contradicts the arguments above and equation (7) follows.
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Proof of (8). By Lemma 6, it is enough to prove the result with Lε(t) in place of L̄ε(t). When t
satisfies (10), equation (8) follows from Proposition 3 and equation (24). When t satisfies (12),
we choose a positive integer C23 large enough that

(1− C6C15)
C23 <

δ

2
.

By using the same argument as the proof of Proposition 3, we could choose constants C3 and ξ3
large enough that for ε sufficiently small,

P (Nξ3(C3 + 1− εξ3) < C23) <
δ

2
.

This implies that if the process starts with a single particle at Lε(t) + C3, then with probability
at least 1 − δ/2, the number of particles hitting Lε(t) − 1 + ε(ξ3 − s) for some s ∈ [0, ξ3] is
greater than C23. By an easy coupling argument, the probability of survival until time t can only
decrease if we move these particles to Lε(t)− 1. By Proposition 4 and Lemma 24, each of them
hits the curve Hε(·) during the time (t − λε−3/2, t − µε−3/2) with probability at least C6, and
once it hits the curve Hε(·) in the last O(ε−3/2) time, it will survive until time t with probability
at least C15. Therefore, we have for ε sufficiently small,

PLε(t)+C3
(ζ > t) ≤ (1− C6C15)

C23 + P (Nξ3(C3 + 1− εξ3) < C23) < δ

and equation (8) follows.
Finally, for all t satisfying (5), equation (8) can be argued in the same way as equation (7).

Suppose (8) does not hold true. Then there exists δ > 0, such that for all n ∈ N, we can find
0 < εn < 1 with

PLεn (tεn )+n(ζ < tεn) ≥ δ. (134)

Since 0 ≤ ε2ntεn < C1, we can find a subsequence {εnk
}∞k=1 such that tεnk

satisfies either (10)
or (12), and also (134) holds with n replaced by nk. This contradicts the proof above and
equation (8) follows.
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