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# COUPLED INPUT-OUTPUT DIMENSION REDUCTION: APPLICATION TO GOAL-ORIENTED BAYESIAN EXPERIMENTAL DESIGN AND GLOBAL SENSITIVITY ANALYSIS 

QIAO CHEN*, ÉLISE ARNAUD*, RICARDO BAPTISTA ${ }^{\dagger}$, AND OLIVIER ZAHM*


#### Abstract

We introduce a new method to jointly reduce the dimension of the input and output space of a high-dimensional function. Choosing a reduced input subspace influences which output subspace is relevant and vice versa. Conventional methods focus on reducing either the input or output space, even though both are often reduced simultaneously in practice. Our coupled approach naturally supports goal-oriented dimension reduction, where either an input or output quantity of interest is prescribed. We consider, in particular, goal-oriented sensor placement and goal-oriented sensitivity analysis, which can be viewed as dimension reduction where the most important output or, respectively, input components are chosen. Both applications present difficult combinatorial optimization problems with expensive objectives such as the expected information gain and Sobol' indices. By optimizing gradient-based bounds, we can determine the most informative sensors and most sensitive parameters as the largest diagonal entries of some diagnostic matrices, thus bypassing the combinatorial optimization and objective evaluation.
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1. Introduction. High dimensionality poses a challenge in many fields of applied mathematics, seriously limiting the effectiveness of established solution methods. Tasks like approximation, sampling, and optimization become exponentially harder as the size of the respective exploration spaces explodes with growing dimensions. And yet, the dimensionality of computational problems continues to rise due to improved processing capacities that allow for higher resolution simulations and an unprecedented accumulation of data. In response to this challenge, dimension reduction methods seek to leverage the underlying low-dimensional structures present in many problems.

Classical dimension reduction methods target either the input or the output space of a model. For example, truncated Karhunen-Loève expansion [37] is often applied to reduce input parameters, while the reduced basis method [5], proper orthogonal decomposition [48, 39] and principal component analysis (PCA) [28] are used on the output states. Derivative-based reduction methods like ours have been mostly proposed for the parameter space like the active subspace [17, 53] and likelihood informed subspace $[18,54]$ methods. Although input and output reduction methods are often applied simultaneously, the two spaces are commonly treated separately (see e.g. $[4,15,41])$. However, choosing an input subspace inevitably impacts the relevant output subspace and vice versa. Taking this interplay into account can significantly reduce computational cost by allowing lower-dimensional approximations with the same level of accuracy [4].

Few works consider the coupling between the input and output space reduction, though the coupling is often only algorithmic and one-directional. For example, [36] uses a greedy reduced basis method for output state reduction and re-purposes the

[^0]snapshot parameters to span a reduced parameter space. Conversely, [19] employs likelihood informed parameter subspaces, and then reduces the output using PCA on snapshots sampled from a reduced parameter distribution. The operator learning framework of [38] optimizes the output reduction (seen here as a linear decoder parametrized by neural networks) after fixing a reduced input, e.g., using KarhunenLoève or active subspaces; see also the discussion in [31]. [12] derive error bounds for joint input-output dimension reduction which permits one to balance the contribution of the two reductions to meet an overall level of accuracy.

The coupling between input and output space is also the motivation behind goaloriented methods. These approaches tailor the dimension reduction of the input or output space to specific quantities of interest in the opposite space to enhance computational efficiency and significance of the results. For example, optimal sensor placement can be viewed as dimension reduction that selects the most informative output components. The goal-oriented optimal sensor placement problem [21, 9, 51] seeks optimality with respect to a prescribed lower dimensional parameter of interest (instead of the whole parameter). On the other hand, sensitivity analysis can be viewed as input dimension reduction where parameter components that cause the most (or least) output variations are identified. Goal-oriented sensitivity analysis considers sensitivities with respect to a specified output of interest.
1.1. Contribution and Outline. We develop a coupled dimension reduction method that accounts for the interdependence between the input and output space of a non-linear function $G: \mathbb{R}^{d} \rightarrow \mathbb{R}^{m}$. As a consequence of the coupling, our method naturally supports goal-oriented dimension reduction. Using the Poincaré and a Cramér-Rao-like inequality, we establish gradient-based upper and lower bounds for several joint and goal-oriented dimension reduction objectives. These bounds provide us with computable error estimates and an easy optimization algorithm based on the eigendecomposition of two diagnostic matrices

$$
\begin{aligned}
& H_{X}\left(V_{s}\right)=\mathbb{E}\left[\nabla G(X)^{\top} V_{s} V_{s}^{\top} \nabla G(X)\right] \\
& H_{Y}\left(U_{r}\right)=\mathbb{E}\left[\nabla G(X) U_{r} U_{r}^{\top} \nabla G(X)^{\top}\right]
\end{aligned}
$$

for the input and output space, respectively. Here, $\nabla G(X) \in \mathbb{R}^{m \times d}$ denotes the Jacobian of $G$, while $U_{r} \in \mathbb{R}^{d \times r}$ and $V_{s} \in \mathbb{R}^{m \times s}$ are orthogonal matrices spanning the reduced input and output space, respectively. We note that each diagnostic matrix is a function of a specified subspace in the opposing space. In the goal-oriented case where a fixed $U_{r}$ prescribes a parameter of interest $U_{r}^{\top} X$, the optimal $V_{s}^{*}\left(U_{r}\right)$ consists of the dominant eigenvectors of $H_{Y}\left(U_{r}\right)$. Equivalently, for a given output of interest $V_{s}^{\top} G(X)$, the optimal $U_{r}^{*}\left(V_{s}\right)$ consists of the dominant eigenvectors of $H_{X}\left(V_{s}\right)$. To obtain coupled subspaces $\left(U_{r}^{*}, V_{s}^{*}\right)$, we propose an alternating eigendecomposition of both diagnostic matrices.

In the goal-oriented optimal sensor placement scenario, we seek $V_{\tau}\left(U_{r}\right)=\left[e_{\tau}^{m}\right]$ consisting of canonical basis vectors $e_{i}^{m} \in \mathbb{R}^{m}$ indexed by $\tau \subseteq\{1, \ldots, m\}$. By maximizing a derivative-based lower bound of the expected information gain, we obtain the optimal $\tau^{*}$ as the index set of the largest diagonal entries of $H_{Y}\left(U_{r}\right)$. Similarly, in the goal-oriented sensitivity analysis scenario, we seek $U_{\tau}\left(V_{r}\right)=\left[e_{\tau}^{d}\right]$ consisting of canonical basis vectors $e_{i}^{d} \in \mathbb{R}^{d}$. The solution $\tau^{*} \subseteq\{1, \ldots, d\}$ that optimizes a derivative-based bound of the total Sobol' index is given as the largest diagonal entries of $H_{X}\left(V_{s}\right)$. In both applications, we circumvent the expensive evaluation of the objective functions and the combinatorial optimization problem by maximizing our derivative-based bounds.

The remainder of this article is organized as follows. We begin in Section 2 by introducing several coupled and goal-oriented dimension reduction objectives. Section 3 contains our main results. We derive derivative-based upper and lower bounds for the input-output dimension-reduction objectives, as well as an algorithm that computes the optimal coupled subspaces with respect to the bounds. In Section 4, we consider two goal-oriented applications. In particular, we look at goal-oriented Bayesian optimal experimental design in Subsection 4.1 and goal-oriented global sensitivity analysis in Subsection 4.2. We finally demonstrate our theoretical results on numerical examples in Section 5.
2. Problem Setting and Objectives. Let $G: \mathbb{R}^{d} \rightarrow \mathbb{R}^{m}$ be a deterministic non-linear function of a random input parameter vector $X$. We reduce the input vector $X$ and output $Y=G(X)$ by retaining only some low-dimensional projections

$$
\begin{aligned}
X_{r} & =U_{r}^{\top} X, \\
Y_{s} & =V_{s}^{\top} Y,
\end{aligned}
$$

where $U_{r} \in \mathbb{R}^{d \times r}, V_{s} \in \mathbb{R}^{m \times s}$ are two matrices with $r \ll d$ and $s \ll m$ orthonormal columns. The identification of $U_{r}$ and $V_{s}$ depends on the objective at hand. In the following, we introduce four potential objectives. The first two consider general function approximation and Bayesian inference problems, while the second two consider goal-oriented applications of our framework.

In reduced order modelling (ROM), $G$ is typically a parametrized partial differential equation (PDE) model taking parameter $X$ and returning the (discretized) solution $G(X)$ of the PDE. ROM aims to construct a fast-to-evaluate approximation $\widetilde{G}$ that can be used in place of $G$ for real-time or multiple-query problems such as control, optimization or sampling. A possible formalization of the problem is to find matrices $U_{r}$ and $V_{s}$ which minimize the $L^{2}$-error

$$
\begin{gather*}
\min _{U_{r}, V_{s}} \mathbb{E}\left[\|G(X)-\widetilde{G}(X)\|^{2}\right],  \tag{O1}\\
\text { where } \widetilde{G}(x)=V_{s} \widetilde{g}\left(U_{r}^{\top} x\right)+\widetilde{G}_{\perp}, \tag{2.1}
\end{gather*}
$$

for some optimal low-dimensional function $\widetilde{g}: \mathbb{R}^{r} \rightarrow \mathbb{R}^{s}$ and vector $\widetilde{G}_{\perp} \in \mathbb{R}^{m}$ to be specified later in Proposition 3.3. If the minimum value of the objective (O1) is close to 0 , then $G \approx \widetilde{G}$ is essentially constant along the $(d-r)$-dimensional subspace $\operatorname{Ker}\left(U_{r}^{\top}\right)$ and the variation in its output is confined in the $m$-dimensional affine subspace $\operatorname{Im}\left(V_{s}\right)+\widetilde{G}_{\perp}$.

In Bayesian inference, the aim is to compute statistics for the posterior distribution $\pi_{X \mid Y}$. Existing knowledge on $X$, represented by the prior distribution $\pi_{X}$, is thereby updated with new information from a noisy observation $Y=G(X)+\eta$, where $\eta \sim \mathcal{N}\left(0, \sigma^{2} I_{m}\right)$ denotes some additive Gaussian noise with $I_{m} \in \mathbb{R}^{m \times m}$ being the identity matrix. While one may consider more general likelihood functions, we will restrict ourselves to the setting of additive and Gaussian observational noise in this work. By this definition, the likelihood $\pi_{Y \mid X}$ is Gaussian so that Bayes theorem yields the posterior density, which is known up to a normalization constant, as

$$
\pi_{X \mid Y}(x \mid y) \propto \exp \left(-\frac{1}{2 \sigma^{2}}\|y-G(x)\|^{2}\right) \pi_{X}(x)
$$

In the case of a high-dimensional $X$, standard Markov-chain Monte Carlo (MCMC) methods need an excessive amount of iterations (and thus of model evaluations) to
accurately sample the posterior. Reducing the dimension of $X$ aims at identifying the components $X_{r}$ which are most informed by the data $Y$ in order to run the inference algorithm, e.g., MCMC on a low-dimensional subspace [18]. Reducing the dimension of $Y$ permits one to only consider the most informative data $Y_{s}$, typically yielding smaller autocorrelation between posterior samples and further reducing the number of required MCMC iterations [12]. We formalize this problem as finding $U_{r}$ and $V_{s}$ that minimize the posterior error with respect to the expected Kullback-Leibler (KL) divergence

$$
\begin{align*}
& \min _{U_{r}, V_{s}}  \tag{O2}\\
& \mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X \mid Y} \| \widetilde{\pi}_{X \mid Y}\right)\right]  \tag{2.2}\\
& \text { where } \widetilde{\pi}_{X \mid Y}(x \mid y) \propto \pi_{Y_{s} \mid X_{r}}\left(y_{s} \mid x_{r}\right) \pi_{X}(x)
\end{align*}
$$

with $\mathbb{D}_{\mathrm{KL}}(\nu \| \mu)=\int \log (\nu / \mu) \mathrm{d} \nu$. For $(\mathrm{O} 2)$ to be close to 0 , the parameter $X$ needs to be essentially independent of the observations in the subspace $\operatorname{Ker}\left(V_{s}\right)$, and observations of $Y$ should primarily provide information within the parameter subspace $\operatorname{Im}\left(U_{r}\right)$. To sample from the approximate density $\widetilde{\pi}_{X \mid Y}$, we can independently sample $X_{r} \in \mathbb{R}^{r}$, which depends on the projected observation (see algorithms to sample the reduced posterior in $[12$, Section 6$]$ ), and its orthogonal complement $X_{\perp} \in \mathbb{R}^{d-r}$, which only depends on the prior.

Bayesian optimal experimental design (BOED) aims to select a set of sensors $\tau \subseteq$ $\{1, \ldots, m\}$ with $|\tau|=s$ that maximizes the information gained about the parameter that is to be inferred. Measurements from the sensors $\tau$ are gathered in the vector $Y_{\tau}=$ $V_{\tau}^{\top} Y$, where $V_{\tau}=\left[e_{\tau}^{m}\right] \in \mathbb{R}^{m \times s}$ contains the canonical basis vectors $e_{i}^{m} \in \mathbb{R}^{m}$ indexed by $\tau$. The information content of the experimental design $V_{\tau}$ can be quantified by the expected information gain (EIG), which is defined as the KL-divergence between posterior and prior in expectation over the data $\Phi\left(V_{\tau}\right)=\mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X \mid Y_{\tau}} \| \pi_{X}\right)\right]$. When the inference problem focuses on a specific parameter of interest $X_{r}=U_{r}^{\top} X$, the sensor placement can be improved by maximizing the goal-oriented EIG

$$
\begin{equation*}
\max _{V_{\tau}} \Phi\left(V_{\tau} \mid U_{r}\right)=\mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X_{r} \mid Y_{\tau}} \| \pi_{X_{r}}\right)\right] \tag{O3}
\end{equation*}
$$

where $\pi_{X_{r} \mid Y_{\tau}}$ and $\pi_{X_{r}}$ are the corresponding marginalized densities. BOED is notoriously challenging as each evaluation of the EIG requires a costly nested Monte-Carlo estimator [47]. Existing methods often resort to linear Gaussian models for which the EIG can be computed explicitly [3]. Nevertheless, it remains a combinatorial optimization problem that typically only allows for sub-optimal greedy solutions [34, 16].

Global sensitivity analysis (GSA) aims to identify which set $\tau \subseteq\{1, \ldots, d\}$ of $r=$ $|\tau|$ input variables causes the least output variations in order to fix them to a nominal value and simplify the model. A widely used sensitivity index is the total Sobol' index $S_{\tau}^{\text {tot }}=1-\frac{\operatorname{Tr}\left(\operatorname{Cov}\left(G(X) \mid X_{-\tau}\right)\right)}{\operatorname{Tr}(\operatorname{Cov}(G(X)))}$ with $X_{-\tau}=U_{-\tau}{ }^{\top} X \in \mathbb{R}^{d-r}$ where $U_{-\tau}=\left[e_{-\tau}^{d}\right] \in$ $\mathbb{R}^{d \times(d-r)}$ contains the canonical basis vectors $e_{i}^{d} \in \mathbb{R}^{d}$ indexed by the complement of $\tau$ [24]. A smaller $S_{\tau}^{\text {tot }}$ implies that the output is less sensitive to the parameters indexed by $\tau$. When there are particular output directions of interest $V_{s}^{\top} G(X)$, it is more suitable to consider minimizing the goal-oriented total Sobol' index

$$
\begin{equation*}
\min _{U_{\tau}} S^{\mathrm{tot}}\left(U_{\tau} \mid V_{s}\right)=1-\frac{\operatorname{Tr}\left(\operatorname{Cov}\left(V_{s}^{\top} G(X) \mid U_{-\tau}^{\top} X\right)\right)}{\operatorname{Tr}\left(\operatorname{Cov}\left(V_{s}^{\top} G(X)\right)\right)} \tag{O4}
\end{equation*}
$$

where $U_{\tau}=\left[e_{\tau}^{d}\right] \in \mathbb{R}^{d \times r}$. GSA faces similar challenges as BOED. First, the objective function is expensive to evaluate and the development of fast computational methods is an ongoing research topic [23, 43]. Secondly, identifying the optimal set that
minimizes the total Sobol' index poses a combinatorial problem. In practice, only single-element sets $\tau=\{i\}$ are considered and Sobol' indices are computed for all $i=1, \ldots, d$ to rank them by importance.
3. Coupled Input-Output Dimension Reduction. The following Lemmas allow us to address both the posterior approximation problem (O2) as well as the goal-oriented BOED problem (O3) by solving the $L^{2}$-approximation problem of the forward model (O1). The proofs can be found in Appendices A. 1 and A.2.

LEMMA 3.1. With the above notations, for any $U_{r}, V_{s}$ and $\widetilde{G}$ as in (2.1), we have

$$
\begin{equation*}
\mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X \mid Y} \| \widetilde{\pi}_{X \mid Y}\right)\right] \leq \frac{1}{2 \sigma^{2}} \mathbb{E}\left[\|G(X)-\widetilde{G}(X)\|^{2}\right] \tag{3.1}
\end{equation*}
$$

Lemma 3.2. For any $U_{r}, V_{s}$ and $\widetilde{G}$ as in (2.1), we have

$$
\begin{equation*}
\Phi\left(V_{s} \mid U_{r}\right) \geq \mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X \mid Y} \| \pi_{X}\right)\right]-\frac{1}{2 \sigma^{2}} \mathbb{E}\left[\|G(X)-\widetilde{G}(X)\|^{2}\right] \tag{3.2}
\end{equation*}
$$

Inequality (3.1) shows that minimizing the $L^{2}$-error of $\widetilde{G}$ corresponds to minimizing an upper bound of the posterior error of $\widetilde{\pi}_{X \mid Y}$. At the same time, minimizing the $L^{2}$-error also maximizes a lower bound of the goal-oriented EIG $\Phi\left(V_{s} \mid U_{r}\right)$ according to (3.2). For this reason, we will focus on the $L^{2}$-approximation of $\widetilde{G}$ in this section. The link to the goal-oriented GSA problem ( O 4 ) will be addressed later in Proposition 4.1. For any fixed pair of matrices $\left(U_{r}, V_{s}\right)$, the following proposition gives analytical expressions for the optimal function $\widetilde{G}$ in (2.1). The proof is given in Appendix B.

Proposition 3.3. Let $X$ be a random vector taking values in $\mathbb{R}^{d}$ and let $G: \mathbb{R}^{d} \rightarrow$ $\mathbb{R}^{m}$ be such that $\mathbb{E}\left[\|G(X)\|^{2}\right]<\infty$. For any matrices $U_{r} \in \mathbb{R}^{d \times r}$ and $V_{s} \in \mathbb{R}^{m \times s}$ with orthogonal columns, we define $G^{*}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{m}$ as

$$
G^{*}(x)=V_{s} g^{*}\left(U_{r}^{\top} x\right)+G_{\perp}^{*}
$$

where $g^{*}\left(x_{r}\right)=V_{s}^{\top} \mathbb{E}\left[G(X) \mid U_{r}^{\top} X=x_{r}\right]$ and $G_{\perp}^{*}=\left(I_{m}-V_{s} V_{s}^{\top}\right) \mathbb{E}[G(X)]$. Then $G^{*}$ minimizes $\widetilde{G} \mapsto \mathbb{E}\left[\|G(X)-\widetilde{G}(X)\|^{2}\right]$ over the set of square integrable functions in the form of (2.1). Furthermore, it holds that
(3.3) $\mathbb{E}\left[\left\|G(X)-G^{*}(X)\right\|^{2}\right]=\operatorname{Tr}(\operatorname{Cov}(G(X)))-\operatorname{Tr}\left(V_{s}^{\top} \operatorname{Cov}\left(\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]\right) V_{s}\right)$,
where $\operatorname{Cov}\left(\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]\right) \in \mathbb{R}^{m \times m}$ denotes the covariance of $\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]$.
Proposition 3.3 allows us to obtain optimal $U_{r}$ and $V_{s}$ by minimizing the $L^{2}$-error of the forward model as given by (3.3), the minimum value for the objective in (O1). After that, one can approximate the low-dimensional function $g^{*}$ using state-of-theart approximation methods and compute $G_{\perp}^{*}$ to obtain a reduced order model of $G$. We focus on reducing the inputs and/or outputs by minimizing (3.3) over $U_{r}$ and/or $V_{s}$, which is equivalent to

$$
\begin{equation*}
\max \operatorname{Tr}\left(V_{s}^{\top} \operatorname{Cov}\left(\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]\right) V_{s}\right) \tag{3.4}
\end{equation*}
$$

Let us look at some computational aspects of (3.4). Consider the goal-oriented case with fixed $U_{r}$. The matrix $V_{s}^{*}\left(U_{r}\right)$ that maximizes (3.4) spans the $s$-dimensional subspace which most effectively captures the output variations caused by parameter of interest $X_{r}=U_{r}^{\top} X$. It can be computed as the matrix containing the $s$ dominant eigenvectors of $\operatorname{Cov}\left(\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]\right)$, see Lemma 3.9 bellow. Without input dimension reduction $r=d$, this would correspond to the PCA solution which consists of
the dominant eigenvectors of $\operatorname{Cov}(G(X))$ [28]. Replacing $G(X)$ by its conditional expectation $\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]$ is a natural modification to couple the output dimension reduction with a prescribed input subspace $U_{r}$. However, computing the covariance of the conditional expectation is challenging. It poses a common problem in global sensitivity analysis and requires dedicated algorithms such as the pick-freeze method [49]. The alternative goal-oriented problem with fixed $V_{s}$ gives us a matrix $U_{r}^{*}\left(V_{s}\right)$ that extracts the inputs which best explain the projected output $V_{r}^{\top} G(X)$. This problem is even more difficult to solve as there exists no closed form expression of $U_{r}^{*}\left(V_{s}\right)$ in general. The same computational difficulties affect the problem of finding the optimal coupled matrix pair $\left(U_{r}^{*}, V_{s}^{*}\right)$ that maximizes (3.4). In the following section, we derive a gradient-based bound that provides a feasible optimization procedure to identify the reduced subspaces.
3.1. Derivative-based Bounds. In this subsection, we derive derivative-based bounds for the $L^{2}$-error (3.3) which permit more manageable optimization problems compared to (3.4). To derive the bounds, we invoke the Poincaré inequality [42] and a Cramér-Rao-like inequality [44] for the input random variable $X$.

Definition 3.4 (Poincaré and Cramér-Rao inequality). Given a random vector $X$ taking values in $\mathbb{R}^{d}$, we denote the smallest and the largest constants by $\mathcal{C}(X) \geq 0$ and $c(X) \geq 0$, respectively, such that

$$
\begin{equation*}
c(X)\|\mathbb{E}[\nabla f(X)]\|^{2} \leq \mathbb{E}\left[(f(X)-\mathbb{E}[f(X)])^{2}\right] \leq \mathcal{C}(X) \mathbb{E}\left[\|\nabla f(X)\|^{2}\right] \tag{3.5}
\end{equation*}
$$

holds for any continuously differentiable function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$. If $\mathcal{C}(X)<\infty$, the right inequality is called the Poincaré inequality with constant $\mathcal{C}(X)$ and, if $c(X)>0$, the left inequality is called the Cramér-Rao inequality with constant $c(X)$.

It is well known that a Gaussian random vector $X \sim \mathcal{N}(\mu, \Sigma)$ on $\mathbb{R}^{d}$ satisfies (3.5) with $c(X)=\lambda_{\min }(\Sigma)$ and $\mathcal{C}(X)=\lambda_{\max }(\Sigma)$, see Lemma D. 1 and [6]. More details regarding the Poincaré inequality can be found in $[10,54]$ and references therein. For the Cramér-Rao inequality see the discussion in Appendix D. We defer to Proposition 3.6 for sufficient conditions so that $c(X)>0$ and $\mathcal{C}(X)<\infty$ hold. We now state our main result. The proof can be found in Appendix C.

Theorem 3.5. Given a random vector $X$ taking values in $\mathbb{R}^{d}$, we let $\overline{\mathcal{C}}(X) \geq 0$ and $\bar{c}(X) \geq 0$ be the smallest and the largest constant, respectively, such that

$$
\left.\begin{array}{rl}
\mathcal{C}\left(X_{\perp} \mid X_{r}\right. & \left.=x_{r}\right)
\end{array}\right) \leq \overline{\mathcal{C}}(X), ~ 子
$$

holds for all $x_{r} \in \mathbb{R}^{r}$ and all $U_{r} \in \mathbb{R}^{d \times r}$ with orthonormal columns, where $X_{r}=U_{r}^{\top} X$ and $X_{\perp}=U_{\perp}^{\top} X$ with $U_{\perp} \in \mathbb{R}^{d \times(d-r)}$ being an orthogonal complement to $U_{r}$. In other words, we require every conditional distribution of $X_{\perp}$ to satisfy the Poincaré and Cramér-Rao inequality.

Let $G: \mathbb{R}^{d} \rightarrow \mathbb{R}^{m}$ be a continuously differentiable function such that $\mathbb{E}\left[\|\nabla G(X)\|_{F}^{2}\right]<$ $\infty$, where $\nabla G(X) \in \mathbb{R}^{m \times d}$ denotes the Jacobian of $G$ and $\|\cdot\|_{F}$ is the Frobenius norm. Then, for any $U_{r} \in \mathbb{R}^{d \times r}$ and $V_{s} \in \mathbb{R}^{m \times s}$ with orthonormal columns, we have

$$
\begin{align*}
& \mathbb{E}\left[\left\|G(X)-G^{*}(X)\right\|^{2}\right] \leq \overline{\mathcal{C}}(X)\left(\mathbb{E}\left[\|\nabla G(X)\|_{F}^{2}\right]-\mathbb{E}\left[\left\|V_{s}^{\top} \nabla G(X) U_{r}\right\|_{F}^{2}\right]\right)  \tag{3.8}\\
& \mathbb{E}\left[\left\|G(X)-G^{*}(X)\right\|^{2}\right] \geq \bar{c}(X)\left(\|\mathbb{E}[\nabla G(X)]\|_{F}^{2}-\left\|V_{s}^{\top} \mathbb{E}[\nabla G(X)] U_{r}\right\|_{F}^{2}\right), \tag{3.9}
\end{align*}
$$

with $G^{*}$ defined as in Proposition 3.3.

Instead of solving the computationally expensive optimization problem (3.4), we can now optimize the upper bound (3.8) of the $L^{2}$-error to find the subspaces, meaning

$$
\begin{equation*}
\max \mathbb{E}\left[\left\|V_{s}^{\top} \nabla G(X) U_{r}\right\|_{F}^{2}\right] \tag{3.10}
\end{equation*}
$$

We will show in the next subsection that maximizing over either $U_{r}$ or $V_{s}$ yields closedform solutions that can be computed as dominant eigenvectors of certain diagnostic matrices. There is, however, no closed-form solution for the joint maximization over $U_{r}$ and $V_{s}$. Nonetheless, since the Stiefel manifold $\operatorname{St}(p, q)=\left\{A \in \mathbb{R}^{p \times q} \mid A^{\top} A=I_{q}\right\}$ is compact [1] and the objective function is continuous with respect to $U_{r}$ and $V_{s}$, the joint maximization problem has a solution. We propose a natural heuristic for its computation in the next subsection. After computing $U_{r}$ and/or $V_{s}$, the lower-bound (3.9) can be evaluated with no additional cost and allows us to certify the error made by optimizing the upper bound.

The following proposition gives sufficient condition on the density $\pi_{X}$ which ensures $\bar{c}(X)>0$ and $\overline{\mathcal{C}}(X)<\infty$.

Proposition 3.6. The following holds:

1. Assume that $\operatorname{supp}\left(\pi_{X}\right)$ is convex and that there exists $\rho>0$ so that

$$
\begin{equation*}
-\nabla^{2} \log \pi_{X}(x) \succeq \rho I_{d} \tag{3.11}
\end{equation*}
$$

holds for any $x \in \mathbb{R}^{d}$. Then $\overline{\mathcal{C}}(X) \leq 1 / \rho$.
2. Assume that $\operatorname{supp}\left(\pi_{X}\right)=\mathbb{R}^{d}$ and that there exists $\eta>0$ so that

$$
\begin{equation*}
-\nabla^{2} \log \pi_{X}(x) \preceq \eta I_{d} \tag{3.12}
\end{equation*}
$$

holds for any $x \in \mathbb{R}^{d}$. Then $\bar{c}(X) \geq 1 / \eta$.
Proof. For the proof of 1 see [54], and for 2 see Lemma D.2.
While assumption (3.11) is a classical strict log-concavity assumption on $\pi_{X}$, the assumption (3.12) means that the density $\pi_{X}$ has to lie above some scaled Gaussian density (see Remark D.3).

Remark 3.7 (Preconditioning). Using Proposition 3.6, one can show for $X \sim$ $\mathcal{N}(\mu, \Sigma)$ that $\overline{\mathcal{C}}(X)=\lambda_{\max }(\Sigma)$ and $\bar{c}(X)=\lambda_{\min }(\Sigma)$. Using a preconditioned vector $\bar{X}=\Sigma^{-1 / 2}(X-\mu) \sim \mathcal{N}\left(0, I_{d}\right)$, we get sharper bounds for (3.8) and (3.9) with $\overline{\mathcal{C}}(\bar{X})=\bar{c}(\bar{X})=1$. Appling Theorem 3.5 on $\bar{X} \mapsto G\left(\Sigma^{1 / 2} \bar{X}+\mu\right)$ yields

$$
\mathbb{E}\left[\left\|G(X)-G^{*}(X)\right\|^{2}\right] \leq \mathbb{E}\left[\left\|\nabla G(X) \Sigma^{1 / 2}\right\|_{F}^{2}\right]-\mathbb{E}\left[\left\|\bar{V}_{s}^{\top} \nabla G(X) \Sigma^{1 / 2} \bar{U}_{r}\right\|_{F}^{2}\right]
$$

where we use $G^{*}(X)=V_{s}^{\top} \mathbb{E}\left[G(X) \mid X_{r}\right]+\left(I_{m}-V_{s} V_{s}^{\top}\right) \mathbb{E}[G(X)]$ with reduced parameter $X_{r}=\left(\bar{U}_{r}^{\top} \Sigma^{-1 / 2}\right)(X-\mu)$. In practice, even for non-Gaussian $X$, it can be beneficial to apply the change of variable $\bar{X}=\operatorname{Cov}(X)^{-1 / 2}(X-\mathbb{E}[X])$ and compute the dimension-reduction with the isotropic random variable $\bar{X}$ instead of $X$.

Remark 3.8 (Equality and Closed-form Solution for Affine Models). For affine models of the form $G(x)=a+M x$ with $a \in \mathbb{R}^{m}, M \in \mathbb{R}^{m \times d}$, the Jacobian $\nabla G(X)=$ $M$ is constant. If we further assume $X \sim \mathcal{N}\left(0, I_{d}\right)$, so that $\overline{\mathcal{C}}(X)=\bar{c}(X)=1$, the upper and lower bound coincide with the $L^{2}$-error

$$
\mathbb{E}\left[\left\|G(X)-G^{*}(X)\right\|^{2}\right]=\|M\|_{F}^{2}-\left\|V_{s}^{\top} M U_{r}\right\|_{F}^{2}
$$

Thus, the solution to (3.10) is actually the same as the one of (3.4). By the Eckart-Young-Mirsky theorem, the optimal $U_{r}$ and $V_{s}$ minimizing the right hand side have columns consisting of the dominant right and left eigenvectors of $M$, respectively, meaning that $U_{r}^{*}=\left[u_{1} \ldots u_{r}\right]$ and $V_{s}^{*}=\left[v_{1} \ldots v_{s}\right]$ where

$$
M=\sum_{i=1}^{\min (m, d)} \lambda_{i} v_{i} u_{i}^{\top}
$$

is the singular value decomposition of $M$.
3.2. Minimizing the Error Bound. We define the diagnostic matrices

$$
\begin{align*}
& H_{X}\left(V_{s}\right)=\mathbb{E}\left[\nabla G(X)^{\top} V_{s} V_{s}^{\top} \nabla G(X)\right] \in \mathbb{R}^{d \times d}  \tag{3.13}\\
& H_{Y}\left(U_{r}\right)=\mathbb{E}\left[\nabla G(X) U_{r} U_{r}^{\top} \nabla G(X)^{\top}\right] \in \mathbb{R}^{m \times m} \tag{3.14}
\end{align*}
$$

Then the objective function in (3.10) can be written as

$$
\begin{equation*}
\mathbb{E}\left[\left\|V_{s}^{\top} \nabla G(X) U_{r}\right\|_{F}^{2}\right]=\operatorname{Tr}\left(V_{s}^{\top} H_{Y}\left(U_{r}\right) V_{s}\right)=\operatorname{Tr}\left(U_{r}^{\top} H_{X}\left(V_{s}\right) U_{r}\right) \tag{3.15}
\end{equation*}
$$

To find the optimal subspaces that minimize the objective above, we recall the following property on Hermitian matrices (see e.g. Corollary 4.3.39 [27]).

LEmMA 3.9 (Variational characterization of eigenvalues of Hermitian matrices). Let $H \in \mathbb{R}^{d \times d}$ be a symmetric positive definite matrix with eigenpairs $\left(\lambda_{i}, w_{i}\right)$ meaning $H w_{i}=\lambda_{i} w_{i}$, where $\lambda_{i+1} \leq \lambda_{i}$ and $\left\|w_{i}\right\|_{2}=1$ for $i=1, \ldots, d$. Then for any $r<d$ we have

$$
\max _{\substack{W_{r} \in \mathbb{R}^{d \times r} \\ W_{r}^{\top} W_{r}=I_{r}}} \operatorname{Tr}\left(W_{r}^{\top} H W_{r}\right)=\sum_{i=1}^{r} \lambda_{i},
$$

where a solution is given by $W_{r}=\left[w_{1}, \ldots, w_{r}\right]$.
Applying Lemma 3.9 to the second term $\operatorname{Tr}\left(V_{s}^{\top} H_{Y}\left(U_{r}\right) V_{s}\right)$ in (3.15), we obtain the solution $V_{s}^{*}\left(U_{r}\right)$ to the goal-oriented problem (3.10) with fixed $U_{r}$. The solution requires computing the eigendecomposition $H_{Y}\left(U_{r}\right)=\sum_{i=1}^{m} \lambda_{i}^{Y}\left(U_{r}\right) v_{i} v_{i}^{\top}$ and assembling

$$
\begin{equation*}
V_{s}^{*}\left(U_{r}\right)=\left[v_{1}, \ldots, v_{s}\right] \tag{3.16}
\end{equation*}
$$

In a similar fashion, the third term in (3.15) suggests that the solution $U_{r}^{*}\left(V_{s}\right)$ to the goal-oriented problem (3.10) with fixed $V_{s}$ can be obtained by computing the eigendecomposition $H_{X}\left(V_{s}\right)=\sum_{i=1}^{d} \lambda_{i}^{X}\left(V_{s}\right) u_{i} u_{i}^{\top}$ and assembling

$$
\begin{equation*}
U_{r}^{*}\left(V_{s}\right)=\left[u_{1}, \ldots, u_{r}\right] . \tag{3.17}
\end{equation*}
$$

By (3.8), we also get the following error bounds for the two goal-oriented problems

$$
\begin{aligned}
& \mathbb{E}\left[\left\|G(X)-G^{*}(X)\right\|^{2}\right] \leq \overline{\mathcal{C}}(X)\left(\mathbb{E}\left[\|\nabla G(X)\|_{F}^{2}\right]-\sum_{i=1}^{s} \lambda_{i}^{Y}\left(U_{r}\right)\right), \\
& \mathbb{E}\left[\left\|G(X)-G^{*}(X)\right\|^{2}\right] \leq \overline{\mathcal{C}}(X)\left(\mathbb{E}\left[\|\nabla G(X)\|_{F}^{2}\right]-\sum_{i=1}^{r} \lambda_{i}^{X}\left(V_{s}\right)\right) .
\end{aligned}
$$

For the joint minimization over $\left(U_{r}, V_{s}\right)$ for the coupled problem (3.10), there is no closed form solution in general. To approximate the solution, we propose the iterative alternating eigendecomposition scheme

$$
\begin{align*}
& U_{r}^{k+1}=U_{r}^{*}\left(V_{s}^{k}\right) \\
& V_{s}^{k+1}=V_{s}^{*}\left(U_{r}^{k+1}\right), \tag{3.18}
\end{align*}
$$

where $U_{r}^{*}(\cdot)$ and $V_{s}^{*}(\cdot)$ are defined as in (3.17) and (3.16). If $\left\{\left(U_{r}^{k}, V_{s}^{k}\right)\right\}_{k \geq 1}$ converges towards a limit point $\left(U_{r}^{*}, V_{s}^{*}\right)$ then, by construction, this point will be a stationary point of the objective function. In practice, the diagnostic matrices can be computed using Monte Carlo estimators and the operational algorithm is formalized in Algorithm 3.1.

```
Algorithm 3.1 Alternating eigendecomposition for coupled input and output dimen-
sion reduction.
    Input: \(s, r \in \mathbb{N} ; V_{s}^{0} \in \mathbb{R}^{m \times s} ; \mathbf{G}_{i}=\nabla G\left(x^{(i)}\right)\) where \(x^{(i)} \stackrel{\text { i.i.d. }}{\sim} \pi_{X}\)
    Set \(k=0\)
    while \(k \leq\) maximal iteration do
        Assemble \(\widehat{H}_{X}\left(V_{s}^{k}\right)=\frac{1}{M} \sum_{i=1}^{M} \mathbf{G}_{i}^{\top} V_{s}^{k} V_{s}^{k^{\top}} \mathbf{G}_{i}\)
        Compute SVD of \(\widehat{H}_{X}\left(V_{s}^{k}\right)=U \Lambda U^{\top}\)
        Set \(U_{r}^{k}=\left[u_{1}, \ldots, u_{r}\right]\)
        Assemble \(\widehat{H}_{Y}\left(U_{r}^{k}\right)=\frac{1}{M} \sum_{i=1}^{M} \mathbf{G}_{i} U_{r}^{k} U_{r}^{k^{\top}} \mathbf{G}_{i}^{\top}\)
        Compute SVD of \(\widehat{H}_{Y}\left(U_{r}^{k}\right)=V \Lambda V^{\top}\)
        Set \(V_{s}^{k+1}=\left[v_{1}, \ldots, v_{s}\right]\)
        \(k=k+1\)
    end while
    return \(U_{r}, V_{s}\)
```

Remark 3.10 (Implicit diagnostic matrices). Algorithm 3.1 requires computing eigencompositions of the matrices $\widehat{H}_{X}\left(V_{s}\right)$ and $\widehat{H}_{Y}\left(U_{r}\right)$ which, when $d \gg 1$ or $m \gg 1$, can be numerically costly to assemble and to store. To remedy this, one can compute the eigencompositions using iterative algorithms (e.g., Krylov methods) which only require access to matrix-vector product operations of the form

$$
\begin{aligned}
& v \mapsto \widehat{H}_{Y}\left(U_{r}\right) v=\frac{1}{M} \sum_{i=1}^{M} \nabla G\left(X^{(i)}\right)\left(U_{r} U_{r}^{\top}\left(\nabla G\left(X^{(i)}\right)^{\top} v\right)\right), \\
& u \mapsto \widehat{H}_{X}\left(V_{s}\right) u=\frac{1}{M} \sum_{i=1}^{M} \nabla G\left(X^{(i)}\right)^{\top}\left(V_{s} V_{s}^{\top}\left(\nabla G\left(X^{(i)}\right) u\right)\right) .
\end{aligned}
$$

Computing these matrix-vector products requires only evaluating the linear-tangent operator $u \mapsto \nabla G\left(X^{(i)}\right) u$ and its adjoint $v \mapsto \nabla G\left(X^{(i)}\right)^{\top} v$, which are readily available for many applications or can be implemented efficiently, e.g., using finite difference and automatic differentiation.

Remark 3.11. In a recent paper [12], the authors proposed a joint dimension reduction method for the parameter and data space based on similar diagnostic matrices. Using an information theoretic approach, they derive an upper bound for the
posterior error $\mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X \mid Y} \| \widetilde{\pi}_{X \mid Y}\right)\right]$ which is minimised by $U_{r}^{*}$ and $V_{s}^{*}$ consisting of the dominant eigenvectors of

$$
\begin{aligned}
H_{X} & =\mathbb{E}\left[\nabla G(X)^{\top} \nabla G(X)\right], \\
H_{Y} & =\mathbb{E}\left[\nabla G(X) \nabla G(X)^{\top}\right],
\end{aligned}
$$

respectively. Their results correspond to our goal-oriented solutions with $V_{s}^{*}=V_{s}^{*}\left(I_{d}\right)$ and $U_{r}^{*}=U_{r}^{*}\left(I_{m}\right)$. Contrary to our error bound, their results depend on the logarithmic Sobolev constant of the joint distribution $\pi_{X Y}$ whose existence is generally difficult to establish.

## 4. Application to Goal-oriented Coordinate Selection.

4.1. Goal-Oriented Bayesian Optimal Experimental Design (BOED). Consider the problem of finding an optimal subset of $s \leq m$ sensors out of $m$ candidate locations that maximizes the information gained about the parameter $X$ that is to be inferred. The vector $Y=G(X)+\eta$ gathers all possible measurements at the $m$ candidate locations. Data collected at select sensor locations $\tau \subseteq\{1, \ldots, m\},|\tau|=s$ are denoted by $Y_{\tau}=V_{\tau}^{\top} Y$, where $V_{\tau}=\left[e_{\tau}^{m}\right] \in \mathbb{R}^{m \times s}$ contains the canonical basis vectors $e_{i}^{m} \in \mathbb{R}^{m}$ indexed by $\tau$. Later, we will propose an alternative approach for experimental design where the reduced data is characterized by a matrix $V_{s} \in \mathbb{R}^{m \times s}$ with orthonormal columns. We will explain the benefits of considering this relaxed design space later and how to associate sensor locations to the design matrix $V_{s}$. For any $V_{\star}$, which can be a coordinate selection design $V_{\star}=V_{\tau}$ or a relaxed orthogonal design $V_{\star}=V_{s}$, we have the posterior density of $X$ knowing $Y_{\star}=V_{\star}^{\top} Y$ given as

$$
\begin{equation*}
\pi_{X \mid V_{\star}^{\top} Y}\left(x \mid y_{\star}\right) \propto \exp \left(-\frac{1}{2 \sigma^{2}}\left\|y_{\star}-V_{\star}^{\top} G(x)\right\|^{2}\right) \pi_{X}(x) \tag{4.1}
\end{equation*}
$$

To quantify the information content of an experimental design $V_{\star}$, we use the expected information gain (EIG) defined as the KL-divergence between posterior and prior distribution in expectation over the data

$$
\begin{equation*}
\Phi\left(V_{\star}\right)=\mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X \mid V_{\star}^{\top} Y}\left(\cdot \mid V_{\star}^{\top} Y\right) \| \pi_{X}\right)\right] \tag{4.2}
\end{equation*}
$$

The divergence reflects the extent to which the posterior distribution differs from the prior due to observed data and, thereby, represents the information gain of the design $V_{\star}$. The EIG is equivalent to the mutual information between $X$ and $Y$ given as $I(X, Y)=\mathbb{D}_{\mathrm{KL}}\left(\pi_{X, Y} \| \pi_{X} \pi_{Y}\right)$, i.e., the KL-divergence from the product of marginal densities to their joint density. This perspective can be useful for models with inaccessible likelihood functions [33]. For a linear Gaussian inference problem, optimizing the EIG corresponds to minimizing the determinant of the posterior covariance matrix, also referred to as the D-optimality criterion. It can be interpreted as minimizing the volume of the uncertainty ellipsoid around the maximum a-posteriori estimator of the parameter $X$ [2].

Estimating the EIG poses an even greater challenge than solving the Bayesian inference problem as it requires solving the inverse problem itself as a sub-problem. The EIG consists of an expectation over both the posterior and data distributions, necessitating an expensive nested Monte Carlo estimator [47, 14]. Efficient EIG estimation is an active research area, and various approaches exist. Some rely on constructing tractable approximations to the posterior distribution using measure transport $[32,11]$ or variational inference [22]. Others employ different types of surrogate models $[30,52,7]$. A widely used strategy is to resort to Gaussian linear models for which
a closed-form expression of the EIG exists [3, 51, 9]. In addition to the challenging EIG estimation, identifying the optimal set of sensor placements requires solving a combinatorial optimization problem with $\binom{m}{s}$ possible combinations. This NP-hard problem is intractable even for moderate dimensions. Hence, sub-optimal solutions are commonly identified using greedy methods [34, 16,51] or by solving continuous relaxations of the problem with sparsity constraints $[26,9]$.

We consider, in particular, goal-oriented BOEDs, where the final target is to infer the parameter in a lower-dimensional subspace of interest. For example, if the PDE model describes a spatio-temporal field with $X$ as the initial state, the initial state in a localized region of the domain could be a parameter of interest. Tailoring the experimental design to maximize the information gained with respect to the parameter of interest allows for more efficient and accurate inference from experimental data. For a given parameter of interest $X_{r}=U_{r}^{\top} X$, we seek the optimal design $V_{\star}$ that maximizes the goal-oriented EIG (see (O3))

$$
\begin{equation*}
\max _{V_{\star}} \Phi\left(V_{\star} \mid U_{r}\right)=\mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X_{r} \mid V_{\star}^{\top} Y}\left(\cdot \mid V_{\star}^{\top} Y\right) \| \pi_{X_{r}}\right)\right] \tag{4.3}
\end{equation*}
$$

where $\pi_{X_{r} \mid V_{\star}^{\top} Y}$ and $\pi_{X_{r}}$ are the marginalized densities. The goal-oriented BOED problem faces the same obstacles as the non-goal-oriented one, namely the expensive EIG estimation and combinatorial optimization problem. We avoid both challenges by maximizing a lower bound for the EIG. Although our method requires the assumption of a Gaussian likelihood, it allows for non-linear forward models.

Combining Lemma 3.2 with Theorem 3.5 permits us to optimize a lower bound of the goal-oriented EIG by maximizing $\operatorname{Tr}\left(V_{\star}^{\top} H_{Y}\left(U_{r}\right) V_{\star}\right)$. In the coordinate selection case with $V_{\star}=V_{\tau}$, this reduces to solving the problem

$$
\begin{equation*}
\max _{\substack{V_{\tau}=\left[\mid e \tau \in \mathbb{R}^{m \times s} \\ \tau \subset\{1, \ldots, \ldots,|,|\tau|=s\right.}} \operatorname{Tr}\left(V_{\tau}^{\top} H_{Y}\left(U_{r}\right) V_{\tau}\right)=\sum_{i \in \tau^{*}} H_{Y}\left(U_{r}\right)_{i i}, \tag{4.4}
\end{equation*}
$$

where the solution $\tau^{*} \subseteq\{1, \ldots, m\}$ is the index set of the $s$ largest diagonal entries of $H_{Y}\left(U_{r}\right)$. Not only do we bypass computing the EIG, but our solution $\tau^{*}$ can be computed without combinatorial optimization.

For orthogonal designs $V_{\star}=V_{s}$, we obtain with Lemma 3.9 the solution

$$
\begin{equation*}
\max _{\substack{V_{s} \in \mathbb{R}^{m \times s} \\ V_{s}^{\top} V_{s}=I_{m}}} \operatorname{Tr}\left(V_{s}^{\top} H_{Y}\left(U_{r}\right) V_{s}\right)=\sum_{i=1}^{s} \lambda_{i}^{Y}\left(U_{r}\right), \tag{4.5}
\end{equation*}
$$

with $V_{s}^{*}\left(U_{r}\right)=\left[v_{1}, \ldots, v_{s}\right]$ and $\left(\lambda_{i}^{Y}, v_{i}\right)$ being the $i$-th largest eigenpair of $H_{Y}\left(U_{r}\right)=$ $\sum_{i=1}^{m} \lambda_{i}^{Y}\left(U_{r}\right) v_{i} v_{i}^{\top}$ with $\lambda_{i+1}^{Y}\left(U_{r}\right) \leq \lambda_{i}^{Y}\left(U_{r}\right)$. Given that (4.5) is a relaxation of (4.4), we expect $V_{s}^{*}\left(U_{r}\right)$ to yield better results compared to $V_{\tau^{*}}$, meaning $\sum_{i=1}^{s} \lambda_{i}^{Y}\left(U_{r}\right) \geq$ $\sum_{i \in \tau^{*}} H_{Y}\left(U_{r}\right)_{i i}$. To associate sensor locations with the optimal subspace $V_{s}^{*}\left(U_{r}\right)$, we propose to employ the empirical interpolation method (EIM) [13, 40].

The EIM takes as input a set of basis vectors $v_{1}, \ldots, v_{s} \in \mathbb{R}^{m}$ and returns a set of indices $\left\{i_{1}, \ldots, i_{s}\right\} \subseteq\{1, \ldots, m\}$ corresponding to the empirically-best interpolation points for the given basis. Combining the EIM with dimension reduction methods for sensor placement has been considered, for example, in [25, 8]. By using the EIM on the columns of $V_{s}^{*}\left(U_{r}\right)$, we can thus associate sensor locations $\widetilde{\tau}=\left\{i_{1}, \ldots, i_{s}\right\}$ to the orthogonal design matrix $V_{s}^{*}\left(U_{r}\right)$. Compared to $\tau^{*}$, the EIM-based sensors $\widetilde{\tau}$ are less optimal with respect to the goal-oriented EIG lower bound (4.4). However, our
numerical experiments show that the EIM-based sensors often slightly outperform $\tau^{*}$ in terms of the true goal-oriented EIG rather than the lower bound. A reason could be that the sensors indexed by $\widetilde{\tau}$ tend to be less localized than $\tau^{*}$. In the numerical experiments, we also apply the EIM on PCA bases to obtain sensor placements $\widetilde{\tau}^{\mathrm{PCA}}$, which we will refer to as PCA-EIM sensors.
4.2. Goal-Oriented Sensitivity Analysis (GSA). Global sensitivity analysis aims to assign an importance value to each set of input variables, reflecting its contribution to the output variations. It is often used for factor prioritization and/or fixing in complex models. Factor prioritization identifies the subset $\tau \subseteq\{1, \ldots, d\}$, $|\tau|=r$ of input parameters causing the most output variation so that the parameters $X_{\tau}=\left(X_{i}\right)_{i \in \tau}$ can be prioritized e.g., in uncertainty reduction. Factor fixing, on the other hand, identifies the input set $\tau$ with the least influence on the output. Thus, $X_{\tau}$ can be fixed at a nominal value to reduce the complexity of, e.g., parameter estimation problems. For a scalar-valued square-integrable function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$, commonly used sensitivity indices are the closed Sobol' indices and the total Sobol' indices defined as

$$
\begin{equation*}
S_{\tau}^{\mathrm{cl}}=\frac{\operatorname{Var}\left(\mathbb{E}\left[f(X) \mid X_{\tau}\right]\right)}{\operatorname{Var}(f(X))} \quad \text { and } \quad S_{\tau}^{\mathrm{tot}}=1-\frac{\operatorname{Var}\left(\mathbb{E}\left[f(X) \mid X_{-\tau}\right]\right)}{\operatorname{Var}(f(X))} \tag{4.6}
\end{equation*}
$$

respectively, where $X_{-\tau}=\left(X_{i}\right)_{i \notin \tau}$ and the input variables $X_{i}$ for $i=1, \ldots, d$ are assumed to be independent. The closed Sobol' index quantifies the portion of output variance attributed to $X_{\tau}$. A higher value implies a stronger influence of $X_{\tau}$ on the output. The total Sobol' index encompasses output variation due to $X_{\tau}$ along with variations caused by interactions of $X_{\tau}$ with any of the remaining input variables. As a result, it holds that $S_{\tau}^{\mathrm{cl}} \leq S_{\tau}^{\text {tot }}$ and $1=S_{\tau}^{\text {tot }}+S_{-\tau}^{\mathrm{cl}}$. A lower value in total Sobol' index suggests that the parameters indexed by $\tau$ have little direct nor indirect impact on the output.

We consider, in particular, goal-oriented GSA where some outputs of interest $V_{s}^{\top} G(X)$ are prescribed. We use definitions of Sobol' indices for vector-valued functions in [24] and generalize them to the goal-oriented case as follows

$$
\begin{align*}
S^{\mathrm{cl}}\left(U_{\tau} \mid V_{s}\right) & =\frac{\operatorname{Tr}\left(\operatorname{Cov}\left(\mathbb{E}\left[V_{s}^{\top} G(X) \mid U_{\tau}^{\top} X\right]\right)\right)}{\operatorname{Tr}\left(\operatorname{Cov}\left(V_{s}^{\top} G(X)\right)\right)},  \tag{4.7}\\
S^{\mathrm{tot}}\left(U_{\tau} \mid V_{s}\right) & =1-\frac{\operatorname{Tr}\left(\operatorname{Cov}\left(V_{s}^{\top} G(X) \mid U_{-\tau}^{\top} X\right)\right)}{\operatorname{Tr}\left(\operatorname{Cov}\left(V_{s}^{\top} G(X)\right)\right)} .
\end{align*}
$$

For $V_{s} \in \mathbb{R}^{m \times 1}$ being a vector, the provided indices correspond to the ones for a scalar-valued output (4.6). Using the Poincaré and Cramér-Rao inequality, we now derive derivative-based bounds for the goal-oriented Sobol' indices involving similar derivative-based quantities as in Theorem 3.5.

Proposition 4.1. With the above notations, for any matrices $U_{r} \in \mathbb{R}^{d \times r}$ and $V_{s} \in \mathbb{R}^{m \times s}$ with orthogonal columns, we have

$$
\begin{gather*}
1-\overline{\mathcal{C}}(X) \frac{\operatorname{Tr}\left(U_{\perp}^{\top} H_{X}\left(V_{s}\right) U_{\perp}\right)}{\operatorname{Tr}\left(\operatorname{Cov}\left(V_{s}^{\top} G(X)\right)\right)} \leq S^{\mathrm{cl}}\left(U_{r} \mid V_{s}\right) \leq 1-\bar{c}(X) \frac{\left\|V_{s}^{\top} \mathbb{E}[\nabla G(X)] U_{\perp}\right\|_{F}^{2}}{\operatorname{Tr}\left(\operatorname{Cov}\left(V_{s}^{\top} G(X)\right)\right)},  \tag{4.8}\\
\bar{c}(X) \frac{\left\|V_{s}^{\top} \mathbb{E}[\nabla G(X)] U_{r}\right\|_{F}^{2}}{\operatorname{Tr}\left(\operatorname{Cov}\left(V_{s}^{\top} G(X)\right)\right)} \leq S^{\mathrm{tot}}\left(U_{r} \mid V_{s}\right) \leq \overline{\mathcal{C}}(X) \frac{\operatorname{Tr}\left(U_{r}^{\top} H_{X}\left(V_{s}\right) U_{r}\right)}{\operatorname{Tr}\left(\operatorname{Cov}\left(V_{s}^{\top} G(X)\right)\right)} \tag{4.9}
\end{gather*}
$$

where $U_{\perp} \in \mathbb{R}^{d \times(d-r)}$ is the orthogonal complement to $U_{r}$.

The proof can be found in Appendix E. Similarly to the BOED problem, GSA struggles with an objective function that is expensive to evaluate combined with a difficult combinatorial optimization problem to identify an optimal index set $\tau$ (see discussion in Section 2). On the other hand, optimizing our derivative-based bound instead of the Sobol' indices provides us with a closed-form solution for the optimal index set. That is,

$$
\begin{equation*}
\min _{\substack{U-\tau_{\mathrm{cl}} \in \mathbb{R}^{d \times(d-r)} \\ \tau_{\mathrm{cl}} \subset\{1, \ldots, d\},\left|\tau_{\mathrm{cl}}\right|=r}} \operatorname{Tr}\left(U_{-\tau_{\mathrm{cl}}}^{\top} H_{X}\left(V_{s}\right) U_{-\tau_{\mathrm{cl}}}\right)=\sum_{i \notin \tau_{\mathrm{cl}}^{*}} H_{X}\left(V_{s}\right)_{i i} \tag{4.10}
\end{equation*}
$$

where the index set $\tau_{\mathrm{cl}}^{*}$ maximizing the lower bound for the closed Sobol' index is given by the indices corresponding to the largest diagonal entries of $H_{X}\left(V_{s}\right)$. Correspondingly, we have

$$
\begin{equation*}
\min _{\substack{U_{\tau \text { tot }} \in \mathbb{R}^{d \times r} \\ \tau_{\text {tot }} \subset\{1, \ldots, d\},\left|\tau_{\text {tot }}\right|=r}} \operatorname{Tr}\left(U_{\tau_{\text {tot }}}^{\top} H_{X}\left(V_{s}\right) U_{\tau_{\text {tot }}}\right)=\sum_{i \in \tau_{\text {tot }}^{*}} H_{X}\left(V_{s}\right)_{i i}, \tag{4.11}
\end{equation*}
$$

where the index set $\tau_{\text {tot }}^{*}$ minimizing the upper bound for the total Sobol' index is given by the indices corresponding to the smallest diagonal entries of $H_{X}\left(V_{s}\right)$. Note that we can handle index sets of any size for the same computational cost as the case of single-element index sets, given that only the diagonal elements of $H_{X}\left(V_{s}\right)$ need to be computed in either setting. Moreover, evaluating the respective upper and lower bound of the closed and total Sobol' index allows for complete certification of the induced error.

Remark 4.2. Our method generalises the derivative-based global sensitivity measures (DGSM) introduced in [50] which are defined as

$$
\nu_{i}=\mathbb{E}\left[\left(\frac{\partial f}{\partial x_{i}}(X)\right)^{2}\right]
$$

for a scalar function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$. Setting $V_{s} \in \mathbb{R}^{m \times 1}$ to be a vector, the diagonal elements $H_{X}\left(V_{s}\right)_{i i}$ correspond to the DGSM $\nu_{i}$ of the scalar function $V_{s}^{\top} G(X)$. Our approach additionally enables sensitivity measures for goal-oriented vector-valued outputs and is not restricted to single-element sets $\tau=\{i\}$. The authors in [35] also derived the following DGSM-based bounds for the total Sobol' index where $X_{i} \sim \mathcal{N}\left(\mu_{i}, \sigma_{i}\right)$

$$
\frac{\sigma_{i}^{4}}{\left(\mu_{i}^{2}+\sigma_{i}^{2}\right) V} \omega_{i}^{2} \leq S_{i}^{\mathrm{tot}} \leq \frac{\sigma_{i}^{2}}{V} \nu_{i}
$$

where $\omega_{i}=\mathbb{E}\left[\frac{\partial f(X)}{\partial x_{i}}\right]$ and $V=\operatorname{Var}(f(X))$. For normally distributed $X_{i}$, we have $\bar{c}(X)=\overline{\mathcal{C}}(X)=\sigma_{i}^{2}$ (see Remark 3.7) and thus obtain a slightly improved lower bound $\frac{\sigma_{i}^{2}}{V} \omega_{i}^{2} \leq S_{i}^{\text {tot }} \leq \frac{\sigma_{i}^{2}}{V} \nu_{i}$. Note that lower-bounds for the total Sobol' index are generally receiving growing attention in GSA [46, 45].
5. Numerical Experiments. The following numerical experiments are computed with code provided at https://github.com/qchen95/Coupled-input-output-DR.
5.1. Conditioned Diffusion. Here, we consider a model for the movement of a diffusive particle acting under a double-well potential in molecular dynamics. The goal is to infer the driving force $d B_{t}$ applied to the particle given observations of its
path $u:[0, T] \rightarrow \mathbb{R}$ with final time $T=1$. The particle movement is described by the solution of the stochastic differential equation

$$
\mathrm{d} u_{t}=f\left(u_{t}\right) \mathrm{d} t+\mathrm{d} B_{t}, \quad u_{0}=0
$$

with non-linear drift function $f(u)=u\left(1-u^{2}\right) /\left(1+u^{2}\right)$ and $B$ denoting a Wiener process. We discretize the differential equation using an Euler-Maruyama scheme with time step $\Delta t=10^{-2}$ resulting in 100 uniformly-spaced time steps. Noisy observations $Y$ are taken at each time step so that the forward model $G: \mathbb{R}^{d} \rightarrow \mathbb{R}^{m}$ is defined as the mapping from the incremental driving force $X$ at $d=100$ times to the particle position $u$ at $m=100$ times. We further assume a standard normal prior $\mathcal{N}\left(0, I_{d}\right)$ for the driving force and i.i.d. additive observational noise with distribution $\mathcal{N}(0,0.1)$. Figures 1a and 1b illustrate some realizations of the particle path $u$.

In this problem, we aim to identify optimal subspaces and indices of the inputs and outputs of $G$ that reduce the dimensions of the Bayesian inference problem for inferring $X$ from $Y$. To compute the diagnostic matrices $H_{X}\left(V_{s}\right)(3.13)$ and $H_{Y}\left(U_{r}\right)(3.14)$, we use $M=10000$ prior samples and set $r=s=10$, if not stated otherwise. The alternating eigendecomposition algorithm is run for a fixed number of 10 iterations and initiated from a random $V_{s} \in \mathbb{R}^{m \times s}$ with orthonormal columns when no goal is specified. We recall that the optimal subspace is given without alternation when only solving for one of $U_{r}$ or $V_{s}$.


Fig. 1: Illustration of the inputs and outputs of interest (i.e., goals) within the specified orange time intervals, and their corresponding goal-oriented solutions for the vectors defining the reduced output and input spaces, respectively. Notice that the solutions correctly reflect the time causality of the problem.

In Figure 1, we observe solutions of the goal-oriented problems. The goals $U_{r}$ and $V_{s}$, illustrated in Figure 1a and Figure 1b, project onto the driving force and, respectively, the particle path observations within the specified orange time intervals. For the goal $U_{r}$, the resulting observation space bases $V_{s}^{*}\left(U_{r}\right)(3.16)$ in Figure 1c are zero up to the interval of interest. This behavior can be explained as the driving force within the prescribed time interval does not influence the particle position at earlier times. Similarly, the parameter space bases $U_{r}^{*}\left(V_{s}\right)(3.17)$ in Figure 1d derived from the goal $V_{s}$ do not extend beyond the observed time interval. An explanation is that observations of the particle's path do not provide information about the driving force at future times. Thus, our goal-oriented solutions appear to capture the time causality within the inference problem correctly.


Fig. 2: Goal-oriented total Sobol' indices for each index set as compared with the derived derivative-based bounds. The bounds tightly track the true value for the Sobol' indices. The bounds also take into account the time causality of the problem.

In Figure 2, we present the goal-oriented total Sobol' indices for the output of interest $V_{s}^{\top} G(X)$ illustrated in Figure 1d. For each coordinate $i=1, \ldots, d$ of the input parameter, i.e., the driving force at time $i \cdot \Delta t$, we compute $S^{\text {tot }}\left(U_{\{i\}} \mid V_{s}\right)$ along with the derivative-based bounds in (4.9). We present single-element input sets $\tau=\{i\}$, $1 \leq i \leq d$ for easier illustration. However, we recall that the derived bounds can be computed for arbitrary parameter sets by summing up the elementwise values according to (4.11). Both the upper and lower bounds in Figure 2 tightly track the total Sobol' indices. The bounds also capture the problem's temporal causality, i.e., driving forces at later times exert no influence on the model's output variations during the time interval of interest.

Figure 3 shows solutions of the coupled dimension reduction problem (top) in comparison with dimension reduction by applying PCA separately on the parameter and data space (bottom) [28]. The coupled modes of the parameter space focus on approximating the driving force at initial times, reflecting the strong influence of the force at these times on the overall particle path. Contrarily, the modes of the data space focus on approximating the particle path at final times. This phenomenon reflects the fact that the final position of the particle reveals more about the overall driving force. The coupled eigenvectors of both spaces exhibit notable disparities from those derived through PCA. The PCA modes of the input space reflect the white noise behavior of the driving force. The PCA modes of the observation space are more global as compared to the coupled ones and moreover they do not exhibit awareness of the inverse problem.

Next, we consider the convergence of the alternating eigendecomposition algo-


Fig. 3: Comparison of subspaces from coupled and PCA-based dimension reduction.


Fig. 4: Convergence of of alternating eigendecomposition for 10 random initializations.
rithm. Figure 4 depicts the relative $L^{2}$-error (3.3) as well as the relative upper (3.8) and lower bound (3.9) over the iterations of the alternating eigendecomposition for 10 random initializations of the matrices. We observe that minimizing the upper error bound indeed decreases the true $L^{2}$-error. Moreover, the alternating eigendecomposition converges after just three iterations independent of the initiation.

Figure 5 shows the convergence of the relative $L^{2}$-error and upper bound with increasing subspace dimensions $r$ and $s$. We compare the errors of our coupled dimension reduction method with other dimension reduction methods in the data and parameter spaces such as PCA, CCA [29] and the joint dimension reduction method [12] discussed in Remark 3.11. Our coupled method has very similar error and upper


Fig. 5: Comparison of model error and upper bound convergence across different dimension reduction methods as subspace dimensions $r, s$ increase.
bound values as the joint dimension reduction method. Both decrease much faster with increasing subspace dimensions and do not get stuck on a plateau like CCA.
5.2. Burgers' Equation. In this subsection, we demonstrate our goal-oriented BOED framework on the one-dimensional non-linear Burgers' equation

$$
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}-D \frac{\partial u}{\partial x^{2}}=0
$$

with $t \in[0,1], x \in[0,1], D=0.001$ and periodic boundaries. Our parameters are the initial conditions $u_{0}(x)$. We assume a normal prior distribution for $u_{0}(x)$ with mean $\mu(x)=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{1}{2}\|0.5-x\|^{2}\right)$ and Matérn covariance with correlation length $l=0.1$ and smoothness $\nu=2.5$. Using a uniform space discretization our parameters are $\left(u_{0}\left(x_{1}\right), \ldots, u_{0}\left(x_{d}\right)\right) \in \mathbb{R}^{d}$ with $d=100$. As data $y \in \mathbb{R}^{m}$, we use state observations at the final time $T=0.1$ with i.i.d. measurement noise $\eta \sim \mathcal{N}\left(0,0.01 I_{m}\right)$ so that $m=100$. Therefore, $G: \mathbb{R}^{d} \rightarrow \mathbb{R}^{m}$ maps the discretized initial condition $u_{0}(x)$ to the discretized solution $u(x, T)$ at the final time. The left subplot in Figure 6 shows the prior mean $\mu(x)$ together with several prior samples and also visualizes each of the goals $U_{r}^{(i)}$, which project the initial conditions $X$ onto the grid points $i, \ldots, i+r$ marked by an orange bar. The right subplot in Figure 6 illustrates the space-time model solutions $u(x, t)$ with the prior mean as initial condition $u_{0}(x)=\mu(x)$. We consider $r=5$ and the sensor placement for $s=10$ sensors. To compute the diagnostic matrices, we use $M=1000$ prior samples, and the goal-oriented true EIG (4.3) is computed via the double-loop importance sampling estimator from [14] with 30 inner and $M$ outer loop samples.

In Figure 7, we present the goal-oriented EIG for different goals $U_{r}^{(i)}$ and sensor placement methods. For each goal, we select sensors based on three different methods: the optimal sensor placement $\tau^{*}$ in (4.4), the goal-oriented EIM-based sensors $\widetilde{\tau}$ and the PCA-EIM sensors $\widetilde{\tau}^{\text {PCA }}$. The violin plots also show the EIG values for 100 random sensor placements. Both sensors $\tau^{*}$ and $\widetilde{\tau}$ almost always outperform the random sensors, i.e., yielding larger EIG. Moreover, the EIM-based sensors $\widetilde{\tau}$ sometimes slightly outperform $\tau^{*}$. On the other hand, the PCA-EIM sensors $\widetilde{\tau}^{\text {PCA }}$ are often only as good as average random selections, especially for goals $U_{r}^{(i)}$ with lower indices $i<45$. This phenomenon can be explained by looking at the actual sensor positions


Fig. 6: Left: Illustration of the prior mean $\mu(x)$ (solid line) and samples (transparent lines) of the initial condition parameter with orange bars marking the quantities of interest $U_{r}^{(i)}$. Right: Solutions of Burgers' equation with the prior mean as initial condition, i.e., $u_{0}(x)=\mu(x)$.
in Figure 8. Since the solution has a wavefront that is moving to the right, the final state has strong features on the right side of the domain. As a result, the PCA-EIM sensors are concentrated on the right side of the domain, regardless of the goal. Thus, the PCA-EIM sensors seem to be more informative for parameters of interests $U_{r}^{(i)}$ that also lie on the right side of the domain (large $i$ ) and less so for parameters of interest located on the left side of the domain (small $i$ ). Figure 8 also shows that the EIM-based indices $\widetilde{\tau}$ are often more spread than the optimal sensors $\tau^{*}$, which could explain their better performance.


Fig. 7: Goal-oriented EIG values of different goals $U_{r}^{(i)}$ and sensor placements. Violin plots represent 100 random sensor placements.


Fig. 8: Goal-oriented modes $V_{s}^{*}\left(U_{r}\right)$ (denoted by lines) and sensor placements (denoted by markers at select indices below each plot) for four different parameters of interest $U_{r}^{\top} X$ marked by orange bars.
6. Conclusions. We derived a coupled input-output dimension reduction method that is easily computed using aN alternating eigendecomposition of two diagnostic matrices. The reduced spaces are identified given only access to matrix-vector products of the model's gradient. Our method supports goal-oriented dimension reduction when some quantity of interest is prescribed in the input or the output space. We demonstrate our dimension reduction framework on Bayesian optimal experimental design and global sensitivity analysis, which can be seen as selecting the most important components of each variable instead of subspaces. In both applications, we not only bypass the expensive evaluation of the objective function for each task but also a combinatorial optimization problem by computing the relevant components from the largest diagonal entries of the diagnostic matrices.

Next, we explain a few possible directions for further developments. First, the convergence of the alternating eigendecomposition algorithm and the (adaptive) choice of the ranks $r$ and $s$ are important open questions. Second, we plan to examine quantities of interest described by some nonlinear functions $\psi_{r}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{r}$ for the input and/or $\phi_{s}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{s}$ for the output. By the chain rule, the diagnostic matrices become

$$
\begin{aligned}
& H_{X}\left(\phi_{s}\right)=\mathbb{E}\left[\nabla G(X)^{\top} \nabla \phi_{s}(G(X))^{\top} \nabla \phi_{s}(G(X)) \nabla G(X)\right], \\
& H_{Y}\left(\psi_{r}\right)=\mathbb{E}\left[\nabla G(X) \nabla \psi_{r}(X)^{\top} \nabla \psi_{r}(X) \nabla G(X)^{\top}\right] .
\end{aligned}
$$

The error analysis associated with such diagnostics is a natural question for future work. Third, our coupled dimension reduction framework can also be extended to operator learning $[38,31]$ where $G$ is considered as operator $G: \mathcal{U} \rightarrow \mathcal{V}$ acting on function
spaces $\mathcal{U}, \mathcal{V}$, typically separable Hilbert spaces. This extension is possible since the Poincaré and Cramér-Rao inequalities are known to hold in infinite dimensions.

Appendix A. Linking the $L^{2}$-error of $\widetilde{G}$. Recall Proposition 1 from [12].
Proposition A.1. Set $\widetilde{\pi}_{X \mid Y}=\pi_{X_{r} \mid Y_{s}} \pi_{X_{\perp} \mid X_{r}}$, where $X_{\perp}=U_{\perp}^{\top} X$ is the orthogonal complement of $X_{r}$ with $U_{\perp} \in \mathbb{R}^{d \times(d-r)}$ spanning $\operatorname{Ker}\left(U_{r}^{\top}\right)$. Then, we have

$$
\mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X \mid Y} \| \widetilde{\pi}_{X \mid Y}\right)\right] \leq \mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X \mid Y} \| \widehat{\pi}_{X \mid Y}\right)\right]
$$

for any approximate posterior of the form $\widehat{\pi}_{X \mid Y}(x \mid y)=f_{1}\left(x_{r}, y_{s}\right) f_{2}\left(x_{\perp}, x_{r}\right)$ with nonnegative functions $f_{1}, f_{2}$.
A.1. Proof of Lemma 3.1. First note that the normalized form of $\widetilde{\pi}_{X \mid Y} \propto$ $\pi_{Y_{s} \mid X_{r}} \pi_{X}$ in (2.2) can be written as

$$
\tilde{\pi}_{X \mid Y}=\frac{\pi_{Y_{s} \mid X_{r}} \pi_{X}}{\int \pi_{Y_{s} \mid X_{r}} \pi_{X} \mathrm{~d} x}=\frac{\pi_{Y_{s} \mid X_{r}} \pi_{X}}{\pi_{Y_{s}}}=\frac{\pi_{Y_{s}, X_{r}} \pi_{X}}{\pi_{X_{r}} \pi_{Y_{s}}}=\pi_{X_{r} \mid Y_{s}} \pi_{X_{\perp} \mid X_{r}}
$$

Thus, it corresponds to the definition in Proposition A. 1 and we can use it to obtain

$$
\begin{equation*}
\mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X \mid Y} \| \tilde{\pi}_{X \mid Y}\right)\right] \leq \mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X \mid Y} \| \widehat{\pi}_{X \mid Y}\right)\right] \tag{A.1}
\end{equation*}
$$

where $\widehat{\pi}_{X \mid Y}(x \mid y) \propto \exp \left(-\frac{1}{2 \sigma^{2}}\|\widetilde{G}(x)-y\|^{2}\right) \pi_{X}(x)$ satisfies the definition in Proposition A. 1 with $f_{1}\left(x_{r}, y_{s}\right)=\frac{1}{Z} \exp \left(-\frac{1}{2 \sigma^{2}}\left\|\widetilde{g}\left(x_{r}\right)+\widetilde{G}_{\perp}-y_{s}\right\|^{2}\right)$ and $f_{2}\left(x_{\perp}, x_{r}\right)=\pi_{X}(x)$. Here, $Z \in \mathbb{R}$ represents a normalization constant independent of $x$ and $y$. By Proposition 4.1 in [20] we have the following bound for any posterior $\pi_{X \mid Y}$ with Gaussian likelihood and its approximation $\widehat{\pi}_{X \mid Y}$ with an approximate forward model

$$
\begin{equation*}
\mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X \mid Y} \| \widehat{\pi}_{X \mid Y}\right)\right] \leq \frac{1}{2 \sigma^{2}} \mathbb{E}_{Y}\left[\|G(x)-\widetilde{G}(x)\|^{2}\right] \tag{A.2}
\end{equation*}
$$

Combining (A.1) and (A.2) finishes the proof.
A.2. Proof of Lemma 3.2. We have from the previous proof that $\tilde{\pi}_{X \mid Y}=$ $\pi_{X_{r} \mid Y_{s}} \pi_{X_{\perp} \mid X_{r}}$. We get for the goal-oriented EIG

$$
\begin{aligned}
\Phi\left(V_{s} \mid U_{r}\right) & =\mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X_{r} \mid Y_{s}} \| \pi_{X_{r}}\right)\right]=\int \log \left(\frac{\pi_{X_{r} \mid Y_{s}}}{\pi_{X_{r}}}\right) \mathrm{d} \pi_{X Y} \\
& =\int \log \left(\frac{\widetilde{\pi}_{X \mid Y}}{\pi_{X_{r}} \pi_{X_{\perp} \mid X_{r}}}\right) \mathrm{d} \pi_{X Y} \\
& =\int \log \left(\frac{\pi_{Y \mid X}}{\pi_{Y}}\right) \mathrm{d} \pi_{X Y}-\int \log \left(\frac{\pi_{X \mid Y}}{\widetilde{\pi}_{X \mid Y}}\right) \mathrm{d} \pi_{X Y} \\
& =\int\left(\int \log \left(\frac{\pi_{X \mid Y}}{\pi_{X}}\right) \mathrm{d} \pi_{X \mid Y}\right) \mathrm{d} \pi_{Y}-\int\left(\log \left(\frac{\pi_{X \mid Y}}{\widetilde{\pi}_{X \mid Y}}\right) \mathrm{d} \pi_{X \mid Y}\right) \mathrm{d} \pi_{Y} \\
& =\mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X \mid Y} \| \pi_{X}\right)\right]-\mathbb{E}_{Y}\left[\mathbb{D}_{\mathrm{KL}}\left(\pi_{X \mid Y} \| \widetilde{\pi}_{X \mid Y}\right)\right]
\end{aligned}
$$

Applying Lemma 3.1 on the last term concludes the proof.
Appendix B. Proof of Proposition 3.3. Let us rewrite

$$
\left.\left.\left.\begin{array}{rl}
\mathbb{E}\left[\|G(X)-\widetilde{G}(X)\|^{2}\right]= & \mathbb{E}[
\end{array}\left\|\left(G(X)-G^{*}(X)\right)+\left(G^{*}(X)-\widetilde{G}(X)\right)\right\|^{2}\right]\right] \text { = } \mathbb{E}\left[\left\|G(X)-G^{*}(X)\right\|^{2}\right]+\mathbb{E}\left[\left\|G^{*}(X)-\widetilde{G}(X)\right\|^{2}\right]\right] \text {. }
$$

We show that the last term vanishes so that for any $\widetilde{G}$ it holds $\mathbb{E}\left[\| G(X)-\widetilde{G}\left(\underset{\sim}{\sim}(X) \|^{2}\right] \geq\right.$ $\mathbb{E}\left[\left\|G(X)-G^{*}(X)\right\|^{2}\right]$. This proves that $G^{*}$ is a minimizer of $\widetilde{G} \mapsto \mathbb{E}\left[\|G(X)-\widetilde{G}(X)\|^{2}\right]$. Let $V_{\perp} \in \mathbb{R}^{m \times(m-s)}$ be the orthogonal complement of $V_{s}$. Without loss of generality, we assume that $\widetilde{G}_{\perp} \in \operatorname{Ker}\left(V_{s}\right)$ so that $V_{\perp} V_{\perp}^{\top} \widetilde{G}_{\perp}=\widetilde{G}_{\perp}$. By construction, we have

$$
\begin{aligned}
& G(X)-G^{*}(X)=V_{s}\left(V_{s}^{\top} G(X)-g^{*}\left(U_{r}^{\top} x\right)\right)+V_{\perp} V_{\perp}^{\top}(G(X)-\mathbb{E}[G(X)]) \\
& G^{*}(X)-\widetilde{G}(X)=V_{s}\left(g^{*}\left(U_{r}^{\top} x\right)-\widetilde{g}\left(U_{r}^{\top} x\right)\right)+V_{\perp} V_{\perp}^{\top}\left(G_{\perp}^{*}-\widetilde{G}_{\perp}\right)
\end{aligned}
$$

Thus, we get that

$$
\begin{aligned}
& \mathbb{E}\left[\left(G(X)-G^{*}(X)\right)^{\top}\left(G^{*}(X)-\widetilde{G}(X)\right)\right] \\
&=\mathbb{E} {\left[\left(V_{s}^{\top} G(X)-g^{*}\left(U_{r}^{\top} X\right)\right)^{\top}\left(g^{*}\left(U_{r}^{\top} X\right)-\widetilde{g}\left(U_{r}^{\top} X\right)\right)\right] } \\
&+\underbrace{\mathbb{E}\left[(G(X)-\mathbb{E}[G(X)])^{\top} V_{\perp} V_{\perp}^{\top}\left(G_{\perp}^{*}-\widetilde{G}_{\perp}\right)\right]}_{=0},
\end{aligned}
$$

where the last term vanishes by taking the expectation of $G(X)-\mathbb{E}[G(X)]$. Next, we exploit the fundamental property of the conditional expectation $\mathbb{E}\left[G(X) f\left(U_{r}^{\top} X\right)\right]=$ $\mathbb{E}\left[\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right] f\left(U_{r}^{\top} X\right)\right]$ which holds for any function $f: \mathbb{R}^{r} \rightarrow \mathbb{R}$. Considering the definition of $g^{*}$ and setting $f\left(U_{r}^{\top} X\right)=V_{s}\left(g^{*}\left(U_{r}^{\top} X\right)-\widetilde{g}\left(U_{r}^{\top} X\right)\right)$, we obtain

$$
\mathbb{E}\left[\left(G(X)-G^{*}(X)\right)^{\top}\left(G^{*}(X)-\widetilde{G}(X)\right)\right]=\mathbb{E}\left[\left(G(X)-\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]\right)^{\top} f\left(U_{r}^{\top} X\right)\right]=0
$$

To prove (3.3), we again use the fundamental property of the conditional expectation to write

$$
\begin{aligned}
\mathbb{E}[\| G(X) & \left.-G^{*}(X) \|^{2}\right]=\mathbb{E}\left[\left\|G(X)-V_{s} V_{s}^{\top} \mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]-\left(I_{m}-V_{s} V_{s}^{\top}\right) \mathbb{E}[G(X)]\right\|^{2}\right] \\
& =\mathbb{E}\left[\left\|(G(X)-\mathbb{E}[G(X)])-V_{s} V_{s}^{\top}\left(\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]-\mathbb{E}[G(X)]\right)\right\|^{2}\right] \\
& =\mathbb{E}\left[\|G(X)-\mathbb{E}[G(X)]\|^{2}\right]-\mathbb{E}\left[\left\|V_{s}^{\top}\left(\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]-\mathbb{E}[G(X)]\right)\right\|^{2}\right] \\
& =\operatorname{Tr}(\operatorname{Cov}(G(X)))-\operatorname{Tr}\left(V_{s}^{\top} \operatorname{Cov}\left(\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]\right) V_{s}\right),
\end{aligned}
$$

which concludes the proof.
Appendix C. Proof of Theorem 3.5. Let $V_{\perp} \in \mathbb{R}^{m \times(m-s)}$ be the orthogonal complement of $V_{s}$. We have

$$
\begin{align*}
\mathbb{E}[\| G(X) & \left.-G^{*}(X) \|^{2}\right]=\mathbb{E}\left[\left\|G(X)-V_{s} V_{s}^{\top} \mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]-V_{\perp} V_{\perp}^{\top} \mathbb{E}[G(X)]\right\|^{2}\right] \\
& =\mathbb{E}\left[\left\|V_{\perp} V_{\perp}^{\top}(G(X)-\mathbb{E}[G(X)])-V_{s} V_{s}^{\top}\left(\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]-G(X)\right)\right\|^{2}\right] \\
(\text { C.1) } \quad & =\mathbb{E}\left[\left\|V_{\perp} V_{\perp}^{\top}(G(X)-\mathbb{E}[G(X)])\right\|^{2}\right]+\mathbb{E}\left[\left\|V_{s} V_{s}^{\top}\left(\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]-G(X)\right)\right\|^{2}\right] \tag{C.1}
\end{align*}
$$

Using the Poincaré inequality (3.5) for the component $f_{i}(X)=\left[V_{\perp} V_{\perp}^{\top} G(X)\right]_{i}$ yields

$$
\begin{align*}
\mathbb{E}\left[\left\|V_{\perp} V_{\perp}^{\top}(G(X)-\mathbb{E}[G(X)])\right\|^{2}\right] & =\sum_{i=1}^{m} \mathbb{E}\left[\left(f_{i}(X)-\mathbb{E}\left[f_{i}(X)\right]\right)^{2}\right] \\
& \leq \sum_{i=1}^{m} \mathcal{C}(X) \mathbb{E}\left[\left\|\nabla f_{i}(X)\right\|^{2}\right] \\
& =\mathcal{C}(X) \mathbb{E}\left[\left\|\left(I_{m}-V_{s} V_{s}^{\top}\right) \nabla G(X)\right\|_{F}^{2}\right] \\
& =\mathcal{C}(X)\left(\mathbb{E}\left[\|\nabla G(X)\|_{F}^{2}\right]-\mathbb{E}\left[\left\|V_{s}^{\top} \nabla G(X)\right\|_{F}^{2}\right]\right) \tag{C.2}
\end{align*}
$$

Moreover, the subspace Poincaré inequality (3.6) for $f_{i}(X)=\left[V_{s} V_{s}^{\top} G(X)\right]_{i}$ yields

$$
\begin{align*}
& \begin{aligned}
\mathbb{E}\left[\| V_{s} V_{s}^{\top}\left(\mathbb{E}\left[G(X) \mid U_{r}^{\top} X\right]\right.\right. & \left.-G(X)) \|^{2}\right]=\sum_{i=1}^{m} \mathbb{E}\left[\mathbb{E}\left[\left(f_{i}(X)-\mathbb{E}\left[f_{i}(X) \mid U_{r}^{\top} X\right]\right)^{2} \mid U_{r}^{\top} X\right]\right] \\
& \leq \sum_{i=1}^{m} \mathbb{E}\left[\mathcal{C}\left(X_{\perp} \mid X_{r}\right) \mathbb{E}\left[\left\|\left(I_{d}-U_{r} U_{r}^{\top}\right) \nabla f_{i}(X)\right\|^{2} \mid U_{r}^{\top} X\right]\right] \\
& \leq \sum_{i=1}^{m} \overline{\mathcal{C}}(X) \mathbb{E}\left[\left\|\left(I_{d}-U_{r} U_{r}^{\top}\right) \nabla f_{i}(X)\right\|^{2}\right] \\
& =\overline{\mathcal{C}}(X) \mathbb{E}\left[\left\|V_{s} V_{s}^{\top} \nabla G(X)\left(I_{d}-U_{r} U_{r}^{\top}\right)\right\|_{F}^{2}\right] \\
& =\overline{\mathcal{C}}(X)\left(\mathbb{E}\left[\left\|V_{s}^{\top} \nabla G(X)\right\|_{F}^{2}\right]-\mathbb{E}\left[\left\|V_{s}^{\top} \nabla G(X) U_{r}\right\|_{F}^{2}\right]\right)
\end{aligned}
\end{align*}
$$

Finally, since $\mathcal{C}(X) \leq \overline{\mathcal{C}}(X)$, injecting (C.2) and (C.3) in (C.1) yields the upper bound (3.8). The lower bound (3.9) is obtained in the same way by permuting the expectation and the norm in the above calculation. This concludes the proof.

## Appendix D. Cramér-Rao-like Inequality.

Lemma D.1. Let $X$ be a random variable on $\mathbb{R}^{d}$ with Lebesgue density $\pi_{X}$ such that $\operatorname{supp}\left(\pi_{X}\right)=\mathbb{R}^{d}$. Let $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ be a differentiable function. Then it holds

$$
\begin{equation*}
c(X)\|\mathbb{E}[\nabla f(X)]\|^{2} \leq \mathbb{E}\left[(f(X)-\mathbb{E}[f(X)])^{2}\right] \tag{D.1}
\end{equation*}
$$

where $c(X)=\lambda_{\max }\left(\mathbb{E}\left[\nabla \log \pi_{X}(X) \nabla \log \pi_{X}(X)^{\top}\right]\right)^{-1}$.
Proof. By partial integration, it holds for any differentiable function $h: \mathbb{R}^{d} \rightarrow \mathbb{R}$

$$
\begin{align*}
\mathbb{E}[\nabla h(X)] & =\int \nabla h(x) \pi_{X}(x) \mathrm{d} x=-\int h(x) \nabla \pi_{X}(x) \mathrm{d} x \\
& =-\int h(x) \nabla \log \pi_{X}(x) \pi_{X}(x) \mathrm{d} x=-\mathbb{E}\left[h(X) \nabla \log \pi_{X}(X)\right] \tag{D.2}
\end{align*}
$$

In the second to last equality we used the chain rule $\nabla \log h(x)=\frac{\nabla h(x)}{h(x)}$. Let $\alpha \in \mathbb{R}^{d}$ be such that $\|\alpha\|=1$. Applying (D.2) to $h(x)=f(x)-\mathbb{E}[f(X)]$ and using the Cauchy-Schwarz inequality yields

$$
\begin{aligned}
\left|\mathbb{E}[\nabla f(X)]^{\top} \alpha\right|^{2} & =\left|\mathbb{E}[\nabla h(X)]^{\top} \alpha\right|^{2}=\mathbb{E}\left[h(X)\left(\nabla \log \pi_{X}(X)^{\top} \alpha\right)\right]^{2} \\
& \leq \mathbb{E}\left[h(X)^{2}\right] \mathbb{E}\left[\nabla \log \pi_{X}(X)^{\top} \alpha\right]^{2} \\
& =\operatorname{Var}(f(X)) \alpha^{\top} \mathbb{E}\left[\nabla \log \pi_{X}(X) \nabla \log \pi_{X}(X)^{\top}\right] \alpha \\
& \leq \operatorname{Var}(f(X)) \lambda_{\max }\left(\mathbb{E}\left[\nabla \log \pi_{X}(X) \nabla \log \pi_{X}(X)^{\top}\right]\right)
\end{aligned}
$$

Thus, we obtain inequality (D.1).
We call (D.1) the Cramér-Rao-like inequality since it poses a similar lower bound to the variance involving the inverse Fisher information matrix in $c(X)$ [44]. The following Lemma establishes sufficient conditions for every conditional distribution of $X_{\perp}$ to satisfy the Cramér-Rao inequality, i.e., $\bar{c}(X) \geq 0$.

Lemma D. 2 (see Proposition 3.6). Let $X$ be a random variable on $\mathbb{R}^{d}$ with Lebesgue density $\pi_{X}$ such that $\operatorname{supp}\left(\pi_{X}\right)=\mathbb{R}^{d}$ and there exists $\eta<\infty$ so that

$$
\begin{equation*}
-\nabla^{2} \log \pi_{X}(x) \preceq \eta I_{d} . \tag{D.3}
\end{equation*}
$$

Then there exists a positive constant $\bar{c}(X) \geq 1 / \eta$ such that

$$
\begin{equation*}
\bar{c}(X)\left\|\left(I_{d}-U_{r} U_{r}^{\top}\right) \mathbb{E}[\nabla f(X)]\right\|^{2} \leq \mathbb{E}\left[\left(f(X)-\mathbb{E}\left[f(X) \mid U_{r}^{\top} X\right]\right)^{2}\right] \tag{D.4}
\end{equation*}
$$

holds for any differentiable function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with $\mathbb{E}\left[f(X)^{2}\right]<\infty$ and $\mathbb{E}\left[\|\nabla f(X)\|^{2}\right]<$ $\infty$ and for any matrix $U_{r} \in \mathbb{R}^{d \times r}$ with orthogonal columns.

Proof. Let $U_{\perp} \in \mathbb{R}^{d \times(d-r)}$ be orthogonal to $U_{r}$ so that $X=U_{r} X_{r}+U_{\perp} X_{\perp}$. Further, let $\nabla_{\perp}$ denote the derivative with respect to the argument $X_{\perp}$. We write $\mathbb{E}_{\perp}$ and $\operatorname{Var}_{\perp}$ for the expectation and variance with respect to the conditional density $\pi_{X_{\perp} \mid X_{r}}$. From the proof of Lemma D.1, we have for any differentiable function $h: \mathbb{R}^{d} \rightarrow \mathbb{R}$

$$
\mathbb{E}_{\perp}\left[\nabla_{\perp} h\left(X_{\perp}, x_{r}\right)\right]=-\mathbb{E}_{\perp}\left[h\left(X_{\perp}, x_{r}\right) \nabla_{\perp} \log \pi_{X_{\perp} \mid X_{r}}\left(X_{\perp} \mid x_{r}\right)\right]
$$

Let $\alpha \in \mathbb{R}^{d}$ such that $\|\alpha\|=1$. Similar to the proof of Lemma D.1, we set $h\left(x_{\perp}, x_{r}\right)=$ $f\left(x_{\perp}, x_{r}\right)-\mathbb{E}_{\perp}\left[f\left(X_{\perp}, x_{r}\right)\right]$ to be the centered version of $f$ and obtain

$$
\begin{align*}
\left|\mathbb{E}_{\perp}\left[\nabla_{\perp} f\left(X_{\perp}, x_{r}\right)\right]^{\top} \alpha\right|^{2} & =\left|\mathbb{E}_{\perp}\left[\nabla_{\perp} h\left(X_{\perp}, x_{r}\right)\right]^{\top} \alpha\right|^{2} \\
& \leq \mathbb{E}_{\perp}\left[h\left(X_{\perp}, x_{r}\right)^{2}\right] \mathbb{E}_{\perp}\left[\left(\nabla_{\perp} \log \pi_{X_{\perp} \mid X_{r}}\left(X_{\perp} \mid x_{r}\right)^{\top} \alpha\right)^{2}\right] \\
& =\operatorname{Var}_{\perp}\left(f\left(X_{\perp}, x_{r}\right)\right) \alpha^{\top} \mathcal{I}_{\perp}\left(x_{r}\right) \alpha, \tag{D.5}
\end{align*}
$$

where

$$
\begin{aligned}
\mathcal{I}_{\perp}\left(x_{r}\right) & =\int \nabla_{\perp} \log \pi_{X_{\perp} \mid X_{r}}\left(x_{\perp} \mid x_{r}\right) \nabla_{\perp} \log \pi_{X_{\perp} \mid X_{r}}\left(x_{\perp} \mid x_{r}\right)^{\top} \mathrm{d} \pi_{X_{\perp} \mid X_{r}} \\
& =\int \nabla_{\perp} \pi_{X_{\perp} \mid X_{r}}\left(x_{\perp} \mid x_{r}\right) \nabla_{\perp} \log \pi_{X_{\perp} \mid X_{r}}\left(x_{\perp} \mid x_{r}\right)^{\top} \mathrm{d} x_{\perp} \\
& =-\int \nabla_{\perp}^{2} \log \pi_{X}\left(x_{\perp} \mid x_{r}\right) \pi_{X_{\perp} \mid X_{r}}\left(x_{\perp} \mid x_{r}\right) \mathrm{d} x_{\perp} \\
& =-U_{\perp}^{\top} \int \nabla^{2} \log \pi_{X}(x) \mathrm{d} \pi_{X_{\perp} \mid X_{r}} U_{\perp} .
\end{aligned}
$$

The second line uses the chain rule for $\nabla \log$ while the third uses partial integration. In the last line, we apply the relationship $\log \pi_{X_{\perp} \mid X_{r}}=\log \pi_{X}-\log \pi_{X_{r}}$ as well as the chain rule for $\nabla_{\perp}$. Due to the assumption $-\nabla^{2} \log \pi_{X}(x) \preceq \eta I_{d}$, we have

$$
\mathcal{I}_{\perp}\left(x_{r}\right) \preceq \eta I_{d-r}
$$

for any $U_{r}$. Thus, Equation (D.5) yields

$$
\left|\mathbb{E}_{\perp}\left[\nabla_{\perp} f\left(X_{\perp}, x_{r}\right)\right]^{\top} \alpha\right|^{2} \leq \eta \operatorname{Var}_{\perp}\left(f\left(X_{\perp}, x_{r}\right)\right)
$$

so that taking the expectation over the marginal $\pi_{X_{r}}$ and applying Jensen's inequality on the left hand side, we get

$$
\left|\alpha^{\top} U_{\perp}^{\top} \int \nabla f(x) \mathrm{d} \pi_{X}\right|^{2} \leq \eta \mathbb{E}\left[\left(f(X)-\mathbb{E}\left[f(X) \mid U_{r}^{\top} X\right]\right)^{2}\right]
$$

Taking the supremum over $\|\alpha\|=1$ finally yields

$$
\frac{1}{\eta}\left\|\left(I_{d}-U_{r} U_{r}^{\top}\right) \mathbb{E}[\nabla f(X)]\right\|^{2} \leq \mathbb{E}\left[\left(f(X)-\mathbb{E}\left[f(X) \mid U_{r}^{\top} X\right]\right)^{2}\right]
$$

for any $U_{r}$.
Remark D.3. Assumption (D.3) is equivalent to saying that the function $h(x):=$ $\frac{\eta}{2}\|x\|^{2}+\log \pi_{X}(x)$ is convex. This implies that $h(x) \geq h(y)+\nabla h(y)^{\top}(x-y)$ for all $x, y \in \mathbb{R}^{d}$ and, by letting $y=0$, we deduce that

$$
\pi_{X}(x) \geq C \exp \left(-\frac{\eta}{2}\left\|x-\eta^{-1} \nabla \log \pi_{X}(0)\right\|^{2}\right)
$$

holds for all $x \in \mathbb{R}^{d}$, where $C>0$ is a constant independent of $x$. This means that if (3.12) holds, then the density $\pi_{X}$ is necessarily above some rescaled Gaussian density.

## Appendix E. Proof of Proposition 4.1.

On one side, the law of total variance enables us to write

$$
\begin{aligned}
S^{\mathrm{cl}}\left(U_{r} \mid V_{s}\right) & =1-\frac{\mathbb{E}\left[\left\|V_{s}^{\top} G(X)-\mathbb{E}\left[V_{s}^{\top} G(X) \mid U_{r}^{\top} X\right]\right\|^{2}\right]}{\operatorname{Tr}\left(\operatorname{Cov}\left(V_{s}^{\top} G(X)\right)\right)} \\
S^{\mathrm{tot}}\left(U_{r} \mid V_{s}\right) & =\frac{\mathbb{E}\left[\left\|V_{s}^{\top} G(X)-\mathbb{E}\left[V_{s}^{\top} G(X) \mid U_{\perp}^{\top} X\right]\right\|^{2}\right]}{\operatorname{Tr}\left(\operatorname{Cov}\left(V_{s}^{\top} G(X)\right)\right)}
\end{aligned}
$$

On the other side, applying Theorem 3.5 with $V_{s}^{\top} G(X)$ instead of $G(X)$ yields

$$
\begin{aligned}
\mathbb{E}\left[\| V_{s}^{\top} G(X)\right. & \left.-\mathbb{E}\left[V_{s}^{\top} G(X) \mid U_{r}^{\top} X\right] \|^{2}\right] \\
& \leq \overline{\mathcal{C}}(X)\left(\mathbb{E}\left[\left\|V_{s}^{\top} \nabla G(X)\right\|_{F}^{2}\right]-\mathbb{E}\left[\left\|V_{s}^{\top} \nabla G(X) U_{r}\right\|_{F}^{2}\right]\right) \\
& =\overline{\mathcal{C}}(X) \operatorname{Tr}\left(U_{\perp}^{\top} H_{X}\left(V_{s}\right) U_{\perp}\right) \\
\mathbb{E}\left[\| V_{s}^{\top} G(X)\right. & \left.-\mathbb{E}\left[V_{s}^{\top} G(X) \mid U_{r}^{\top} X\right] \|^{2}\right] \\
& \geq \bar{c}(X)\left(\left\|V_{s}^{\top} \mathbb{E}[\nabla G(X)]\right\|_{F}^{2}-\left\|V_{s}^{\top} \mathbb{E}[\nabla G(X)] U_{r}\right\|_{F}^{2}\right) \\
& =\bar{c}(X)\left\|V_{s}^{\top} \mathbb{E}[\nabla G(X)] U_{\perp}\right\|_{F}^{2}
\end{aligned}
$$

By combining these relations we directly obtain (4.8) and, by replacing $U_{r}$ with $U_{\perp}$ in the above inequalities, we obtain (4.9). This concludes the proof.
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