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Abstract. With the advent of heterogeneous systems that combine
CPUs and GPUs, designing a supercomputer becomes more and more
complex. The hardware characteristics of GPUs significantly impact the
performance. Choosing the GPU that will maximize performance for a
limited budget is tedious because it requires predicting the performance
on a non-existing hardware platform.
In this paper, we propose a new methodology for predicting the perfor-
mance of kernels running on GPUs. This method analyzes the behavior
of an application running on an existing platform, and projects its per-
formance on another GPU based on the target hardware characteristics.
The performance projection relies on a hierarchical roofline model as well
as on a comparison of the kernel’s assembly instructions of both GPUs
to estimate the operational intensity of the target GPU.
We demonstrate the validity of our methodology on modern NVIDIA
GPUs on several mini-applications. The experiments show that the per-
formance is predicted with a mean absolute percentage error of 20.3 %
for LULESH, 10.2 % for MiniMDock, and 5.9 % for Quicksilver.

Keywords: Performance projection · GPU architecture · Roofline model.

1 Introduction

Designing a supercomputer is a complex task that requires balancing multiple
properties including the price of components, and their performance. GPUs are
a major part of the design space to explore, as new generations of GPUs deliver
ever-better performance. Due to the high price of high-end GPUs, estimating
the performance of an application on a target GPU architecture is crucial before
committing to buy new hardware.

Predicting GPU applications’ performance is quite challenging: GPUs rely
on many cores and a complex memory hierarchy, vendors may use closed source
documentation that hides artifacts such as memory bank conflict or code diver-
gence, and applications require fine tunings to use the GPU to its full potential.
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As we will see in the related work section, to project performance, several
approaches exist, such as simulation, statistical model with machine learning,
and analytical model. However, they are either too much time-consuming, or
they cannot be applied to large applications. In this context, less accurate but
faster methods such as performance projection models become interesting.

In this paper, we propose a methodology for predicting the performance
of kernels running on a target GPU, as presented in Figure 1. The proposed
method runs a program on an existing GPU once, and it projects the application
performance on a target GPU. With a single sample run, we characterize the
application behavior according to different criteria such as its computational
intensity, data placement, and other properties that can be measured, analyzed,
and modeled. Our methodology compares the assembly code of the application
on both the source GPU and the target GPU and uses the model in order to
project the application performance on the target GPU.
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performance

metrics
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performance
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Fig. 1: Summary of the proposed projection workflow.

The contributions of this paper are the following:

• We propose a kernel performance projection methodology for GPUs from
the run of a kernel on a given source GPU to a target one based on roofline
models of GPUs with kernel-specific ceilings;

• We implement the methodology for NVIDIA GPUs. Our implementation
combines a comparison of the assembly-code of both GPUs with a perfor-
mance projection on both roofline models;

• We validate our methodology by projecting multiple mini-applications (Hy-
dro1d, UVMBench, Quicksilver, LULESH, miniMDock) running on V100
GPUs to several modern NVIDIA GPUs like A100 and H100. In this evalua-
tion, our methodology achieves a mean absolute percentage of error (MAPE)
comprise between 10.3 % and 17.0 %.

The remainder of this paper is organized as follows. In Section 2, we describe
how to modify a roofline model to take into account the characteristics of a
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kernel. In Section 3 we describe how we predict the performance of a kernel
that would run on a target GPU. We present the implementation details of our
methodology in Section 4. Section 5 presents the experimental evaluation of our
implementation. We discuss related work in Section 6. Finally, we conclude the
paper in Section 7.

2 Roofline model of a GPU with kernel-specific ceilings

As introduced in [21], the roofline model of a machine gives its upper bound
in terms of performance and memory bandwidth. These bounds can be esti-
mated based on the hardware characteristics(PerfPeak and BWPeak), or by
measurement with benchmark applications such as HPL [17] and STREAM [14]
(PerfMax and BWMax). Depending on an application operational intensity (OI)
and its performance, the roofline model indicates the optimization level of the
application and its limiting hardware component. Several works have extended
the roofline model for GPUs [6, 12, 22–24]. In particular, the NVIDIA Nsight
Compute (ncu) profiler [16] defines a hierarchical roofline which relies on the OI
of all GPU’s cache levels (eg. BWMax

L1 , BWMax
L2 , BWMax

DRAM ).

(a) On source GPU V100. (b) On the target GPU H100 with its
performance projection (blue area).

Fig. 2: Roofline models with ceilings for the LULESH CVFFE kernel.

The roofline model describes the maximum attainable performance on a given
machine for a given operational intensity, as depicted by Equation 1.

roofline(OI) = min(BWmax ×OI, Perfmax) (1)

However, this upper bound to performance could only be reached with a perfect
compute efficiency and memory efficiency, which is unrealistic. To better under-
stand how a given kernel performs, we refine the roofline model by adding ceil-
ings of the compute and memory capacities. These ceilings are noted PerfCeil,
BWCeil

L1 , BWCeil
L2 , and BWCeil

DRAM in Figure 2.

Compute efficiency. Roofline models usually model GPU maximum performance
Perfmax by relying only on Fused Multiply-Add (FMA) instructions perfor-
mance. Nevertheless, the compute efficiency of a kernel is dependent on its
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floating-point operation mix [8, 22]. Indeed, kernels use other floating-point in-
structions such as ADD, or MUL. In Equation 2, we enhance the roofline Perfmax

term of Equation 1 by averaging the maximum performance of both FMA and
ADD+MUL operations as summed in Equation 2 :

Perfmix(k) = Perfmax
FMA × NFMA

NFMA +NADD +NMUL

+ Perfmax
ADD_MUL × NADD +NMUL

NFMA +NADD +NMUL

(2)

where NFMA (respectively ADD, MUL) corresponds to the number of FMA
instructions in the studied kernel k, and PerfFMA (resp. ADD_MUL) is the
maximum performance of only FMA instructions.

To go further, we also take into account the GPU warp usage, which is the
mean number of active threads per warp instruction divided by the size of a warp,
which gives the performance ceiling of Perf ceil(k) the kernel k as described in
Equation 3, and represented with a yellow horizontal line in Figure 2a.

Perf ceil(k) =
active_thr_per_instr

warp_size
× Perfmix(k) (3)

Memory performance. A kernel performance may also be limited by its memory
performance. A kernel accesses data located in various place of the memory

DRAM

L2

L1

Registers

Sh.M Sh.ML1 Sh.ML1

SM 0 SM 2 SM n-1

...

Registers Registers

Fig. 3: Memory hierarchy of a GPU.

hierarchy, as illustrated in Figure 3, where the DRAM is the main memory of
the GPU, L2 a coherent cache level shared by all streaming multiprocessors
(SM), L1 a cache private to each SM, and the shared memory (Sh.M), which is
a fast memory shared by all the threads of a CUDA block.

We assume that the time for getting data from a memory location depends
on the memory location bandwidth, as described in Equation 4.

tmem(k) =
Nmem(k)

BWmax
mem

(4)

where Nmem is the number of bytes accessed by the kernel that hits the memory
level mem, and BWmax

mem its maximum bandwidth as used in the roofline model.
Furthermore, we model the shared memory differently, as it is physically

located in the L1 cache in our studied GPUs which is divided in memory banks.
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The time for getting data from the shared memory (tShM ) depends on the bank
conflicts and the number of clock cycles needed to handle the memory requests.
To be optimal, the number of accessed bytes per clock cycle (NShM_pc) should
be 128 (Nmax

ShM_pc), due to the 32 banks, each with a bandwidth of 4 bytes per
clock cycle [15], hence our definition of tShM in equation (5).

tShM (k) =
NShM (k)

NShM_pc(k)
×

Nmax
ShM_pc

BWmax
ShM

(5)

Then we update the roofline model with bandwidth ceilings for L1, L2, and
DRAM (BW ceil

L1 , BW ceil
L2 and BW ceil

DRAM in Figure 2a). For each memory loca-
tion, the bandwidth ceiling takes into account all the data access that traverse
the memory location, e.g., L2 bandwidth ceiling is the bandwidth for the data
coming from both the L2 cache, and the DRAM. Overall these bandwidth ceil-
ings are computed as a weighted harmonic mean of bandwidths, as described by
Equations 6, 7, and 8.

BWCeil
L1 (k) =

NL1(k) +NShM (k) +NL2(k) +NDRAM (k)

tL1(k) + tShM (k) + tL2(k) + tDRAM (k)
(6)

BWCeil
L2 (k) =

NL2(k) +NDRAM (k)

tL2(k) + tDRAM (k)
(7)

BWCeil
DRAM (k) =

NDRAM (k)

tDRAM (k)
(8)

where Nmem(k) is the number of memory access to the memory location
mem performed by kernel k.

3 Projecting the roofline model with ceilings to a target
GPU

In order to predict the performance of a kernel on a target GPU, we first build
its roofline model with ceilings on both source and target GPU following the
method described in Section 4.2, as illustrated in Figure 2.

Then, we measure the performance of the kernel itself PerfMeas
s (k) on the

source GPU, as well as its three OIs (OIL1(k), OIL2(k), and OIDRAM (k)), before
projecting it on the target GPU using formula (9) which is presented by C.
Gavoille et al. in [8] and Kwack et al. in [13].

The idea is to consider for each OI the ratio between the mea-
sured performance of the kernel PerfMeas

s (k) and the corresponding
roofline rooflinesmem(OIsmem , k) on the source GPU, and to project this
ratio by using the corresponding roofline and the OI of the target GPU
rooflinetmem

(OItmem
, k).

Perft(mem, k) =
Perfs(k)

rooflinesmem
(OIsmem

, k)
× rooflinetmem

(OItmem
, k) (9)
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Thus, we obtain three performance values Perft(L1, k), Perft(L2, k), and
Perft(DRAM, k) which give an interval of performance to expect, as illustrated
by the blue area in Figure 2b. Finally, we compute the kernel execution time by
dividing FLOP by the performance interval.

4 Implementation

We implemented our performance projection methodology for NVidia GPUs.
This Section details the metrics that are collected when characterizing a kernel
and a GPU. We also describe how we analyze the assembly instructions of a
kernel in order to estimate its OIs.

4.1 Collecting metrics

Our performance projection methodology requires to gather capabilities of both
target and source GPUs. Reminding that the target GPU is unavailable, the
theoretical peak PerfPeak

t and BWPeak
t performance can be retrieved from the

target GPU specification. The measured PerfMax
t and BWMax

t performance are
either obtained thanks to publicly available benchmarks results, or estimated if
the Peak/Max ratio is assumed to be similar for the source GPU and the target
GPU. Source GPU capabilities are actually measured. We collect the maximum
performance PerfMax

s using the High Performance Linpack (HPL) [17] bench-
mark, and the peak bandwidth BWMax

s using the STREAM bandwidth [14] for
each memory level. Application-specific performance data are also retrieved for
each kernel during a profiling execution. We run the application with the ncu
profiler and collect several metrics for each kernel, such as the execution time,
the number of bytes accessed at each memory level, and the number of FLOPs.

4.2 Estimating the target operational intensity

As depicted in Figure 2a, we first characterize the actual kernel performance on
the source GPU obtained by a profiling run. During this run, the amount of data
accessed through the L1, L2, and DRAM are also gathered and we compute three
operational intensities of the kernel on the source GPU. Following Equation (10),
the OI for a memory level is defined as the number of FLOPs per byte written or
read at this cache level, with N+

mem the number of bytes traversing the memory
level mem.

OImem(k) =
FLOP (k)

N+
mem(k)

(10)

Now, in order to accurately project the kernel performance on a target GPU,
it is necessary to estimate the kernel memory usage, and its OIs on the target
GPU. While the memory usage is considered as roughly similar from one GPU to
another in our current implementation, our model takes in consideration the fact
that an OI may differ because both GPUs may provide different instruction sets.
We estimate the target OI by analyzing the kernel assembly instructions (SASS)



Predicting GPU kernel’s performance on upcoming architectures 7

of the target machine binary, and comparing it with SASS instructions traces
we profiled on the source GPU. In fact, since the intermediate PTX language
of a kernel is the same for all GPUs, we only need to compare instructions that
implement special functions, e.g. divisions or logarithms, which will be translated
into multiples different floating operations depending on the GPU [1,24] and that
the other instructions are executed the same way for both machines. Thus, we
compare the basic blocks of the control-flow graph for both GPUs that contain
such special functions: for these blocks, the SASS traces of the source GPU give
the number of active threads, and we assume that the same number of threads
are active in the equivalent blocks in the SASS instructions of the target GPU.

5 Experiments

In this Section, we evaluate our performance projection methodology. For this
purpose, we run 5 mini-applications, i.e. Hydro1D, UVMBench, Quicksilver,
LULESH, and MiniMDock on an NVidia V100 GPU, and we project their per-
formance on the modern A100 and H100 NVidia GPUs. Effective runs of the
latter allow us to compare and validate our projection with actual performance
as depicted in Figures 4 to 9. In these Figures, the leftmost blue bar is the av-
erage execution time per kernel when running on the V100, the black segment
is the predicted performance interval on the target GPU, and the other colored
bars are the actual performance measured on the target GPUs. Additionally, the
small red line is the mean point of the projection interval. To assess the preci-
sion of the prediction, we compute the mean absolute percentage error (MAPE)
between the mean prediction, and the actual performance measurement.

5.1 GPU test-bed description

Table 1 summarizes up the characteristics of the different NVidia GPUs used
for our experiments.

Table 1: Characteristics of used machines.
GPU V100 A100-40 A100-80 H100
Compute Capability 7.0 8.0 8.0 9.0
PerfMax (GFLOP/s) 6890 9476 9476 24979
BWMax

DRAM (GB/s) 846 1375 1678 1907
BWMax

L2 (GB/s) 2460 4710 4710 7758
BWMax

L1 (GB/s) 13963 19492 19492 25330
nvcc version V12.0.140 V11.6.55 V12.0.140 V12.0.140
CUDA driver version 530.30.02 510.85.02 530.30.02 530.30.02
OS RHEL 8.8 RHEL 8.8 RHEL 8.8 RHEL 8.8
CPU 2 x 16c Xeon Gold 2×64c AMD 2 x 16c Xeon Gold 2 x 64c Epyc

6226R @ 2.9GHz Rome@2.6GHz 6226R @ 2.9GHz Milan @ 2.8GHz
CPU RAM 512 GiB 256 GiB 512 GiB 512 GiB
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5.2 Hydro1D

Hydro1D is a mini-application that solves a hydrodynamic problem. It is mainly
a loop composed of 9 consecutive kernels. Each kernel computes a single cell
per thread, and there is no reuse of data, such as the DRAM bandwidth is the
main limiting factor. We run this application with 50,000,000 cells on the V100
GPU. Figure 4 shows our projection results of the different inner kernels. For
all kernels, the prediction intervals are narrow, and predictions are accurate: the
percentage error ranges from -5.83% to 4.45%.

Fig. 4: Performance projection of Hydro1d kernels.

We may specify that we used the Stream Init bench, instead of the Stream
Triad one, in order to measure the bandwidth to use for the init_tables kernel
as it only writes data, which means a higher bandwidth on the GPU. How-
ever, this initialization kernel remains not really relevant in the whole projection
performance of Hydro1D.

5.3 UVMBench

UVMBench [9] is a test suite composed of diverse mini-apps, which all have dif-
ferent memory patterns accesses, so that they challenge our memory bandwidth
weightings. For this paper, we focus on the polybench 1.0 and KNN mini-apps
with parameter configuration listed in Table 2.

We separate the results in two parts: Figure 5 reports the performance predic-
tion results for standard kernels, and Figure 6 reports the performance prediction
for kernel that under-use GPUs.

The results for standard kernels show that the performance projection in-
terval are mostly correctly predicted. Some projection intervals are wide (e.g.
SYRK, SYR2K, GEMM), which often means that the OI for the DRAM is
high, so that the projection is made by taking the maximum performance in
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Table 2: UVMBench Parameters.
Benchmark Parameters Benchmark Parameters
KNN nb = 16384 COVAR N = 8192 ; M = 2048
2DConv NI,J = 4096 FDT2D NX,Y = 2048
2MM NI,J,K,L = 2048 GEMM NI,J,K = 2048
3DConv NI,J = 1024 ; NK = 256 MVT N = 32768
3MM NI,J,K,L,M = 4096 SYRK N = M = 1024
ATAX NX,Y = 32768 SR2K N = M = 1024
COOR N = 8192 ; M = 2048 GRAMMSC N = 32768 ; M = 131072

Fig. 5: Performance projection of UVMBench for intensive kernels.

Fig. 6: Performance projection of UVMBench for kernels that under-use GPUs.
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Equation (9), which is quite different from one GPU generation to another, see
Table 1.

Figure 6 shows that when under-using GPUs, several kernels (e.g. corr, or
gram3) do not benefit from running on powerful GPUs due to their lack of
parallelism. Since our performance projection does not take this into account,
the prediction are inaccurate.

5.4 Quicksilver

Quicksilver [18] is a proxy application that solves a Monte-Carlo particle trans-
port problem. The GPU version is made with a unique kernel and works with
unified memory, which may imply memory latency. The application is composed
of loops in which batches of particles are computed in the kernel one after the
other, such that at the beginning of an iteration, a maximum amount of parti-
cles are computed during a single kernel, while at the end only the remaining
particles are computed. Our testing case is the "Coral2_P1_1" problem with
nParticles = 1000000.

Fig. 7: Performance projection of Quicksilver.

Figure 7 presents our projection from the V100 GPU to the other GPUs on
two different key moments of the kernel. The "FullVaults" case appears at the
beginning of the time step when lots of particles are computed during the kernel,
whereas "OtherVaults" is for the other cases. Cases with very few particles (using
less than 30 blocks of threads) are excluded. It has to be noted that Quicksilver
has a very low number of active threads per warp instructions: about 6 over
32, which makes it a very poor performing kernel. Despite not having taken
into account this particular metric for weighting the bandwidths used for the
projection, our prediction remains correct with a MAPE of 5.9 %.

5.5 LULESH

LULESH [10] is a mini-application that models 3D Lagrangian hydrodynamics.
It is composed of a typical loop that iterates on a kernel that computes a time
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Fig. 8: Performance projection of LULESH.

step in which each thread computes a single mesh. The DRAM bandwidth is
here the main restricting factor.

As depicted in Figure 8, the projected execution time is often higher than
the actual measured execution time on the target GPUs. The V100 seems to
have a different behaviour than the other GPUs with these kernels, probably
due to it smaller L2 cache size. Indeed, it implies a lower memory reuse for
data that may be in L2 during runs on others GPU architecture. Even if we
correctly calculated that the OI at level L1 is higher on V100, because of more
local memory operations made in the other GPUs, the OI at DRAM level is far
lower on V100 due to more memory transfers between the DRAM and the L2
cache according to the profiler. If we had taken in consideration the cache size,
then the prediction would have been correct, since the DRAM bandwidth is the
main restraining factor for these kernels. Overall, the MAPE is about 20.26 %.

5.6 MiniMDock

MiniMDock [19] is a molecular docking mini-application for which we use the
default input 7cpa ligand and 100 LGA runs. This application makes use of the
shared memory for its main kernel, but also not all threads of a warp are used
during each instruction.

Figure 9 presents the projection of three kernels : two initialization kernels,
calc_initpop and gen_and_eval_newpops, and the computation kernel
one perform_LS. The measured performance on the target GPUs are in the
predicted intervals, except when projecting performance to the H100 GPU.

While bandwidths are modeled assuming that all warp threads are active,
the use of a performance analysis tool shows that, on average, only 26 threads
over 32 per instruction are here active, which leads to inaccurate projections.

The projection error for both the A100s is virtually the same because the
DRAM OI is high (above 1000 FLOP/Byte), which means that the DRAM
bandwidth, which is the main difference between the two A100s, has virtually
no influence in our performance model, hence the same performance projected.
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Fig. 9: Performance projection of MiniMDock.

6 Related Work

Several approaches have been used to project the performance from one archi-
tecture to another, including simulation, statistical model with machine learning
and analytical model.

Simulators such as Gem5 [5] can accurately estimate the performance of an
application on a target computer architecture. However, such simulation con-
sume extensive resources and they are not viable for large applications. In this
context, less accurate but faster methods such as performance projection models
become interesting. For example, Domke et al. [7] propose a method to easily and
quickly calculate the upper bound in performance improvements when changing
cache components. As a result, modeling the behavior of a CPU only takes a
few hours, instead of months with cycles-accurate simulators.

Simulators like GPGPU-SIM [3] and its extension Accel-Sim [11] reproduce
the behaviour of a GPU by analyzing the instructions of a kernel obtained during
a previous execution on a GPU, and on characteristics of the targeted GPU.
Despite their precision, their large overhead and large size of traces needed to
run such simulations make them impractical for real-life applications.

Instead of simulating the whole GPU and the kernel, which is resource con-
suming, one can reduce the cost of performance projection by using a perfor-
mance model. Micro-benchmarks first characterize the GPU. Then, metrics are
collected by analyzing the kernel, e.g. by executing it. Depending on the number
of parameters to collect and to use, one can construct either machine learning
(ML) models [4] to handle many parameters at a cost of a time-consuming data
collection and a training for each studied GPU, or analytical models [20], which
relies on simplified assumptions where kernels are classified depending on their
main restraining factor. Moreover, CPU performance prediction are good work
starting point. In [2], a machine learning model analyzes cross CPU-GPU appli-
cations first with only a CPU, before projecting their performance on a GPU.
While in [8, 13], the roofline model has been used for projecting an application
performance on CPU architectures, based on its performance on a source CPU.
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7 Conclusion

Throughout this paper, we present a methodology to get a performance interval
of a given kernel for a target GPU by first analyzing the performance of the kernel
on a source GPU. We base our performance prediction on a roofline model with
multiple ceilings that are specific to the kernel. These ceilings characterize the
behaviour of a kernel depending on its instruction mix, cache hits and warp
efficiency. Moreover, we estimate the operational intensity of the kernel on the
target GPU by comparing the assembly instructions of its executable with traces
obtained on the source GPU. We then used a set of modern NVIDIA GPUs
(V100, A100 40 & 80 GB, and H100) to evaluate our methodology on several
mini-apps (Hydro1d, UVMBench, Quicksilver, LULESH and MiniMDock). This
methodology is quite fast to run, since it only requires to profile the kernel of
interest with a sample run on a source GPU to project its performance on other
GPUs. The evaluation shows that we correctly project the performance from the
V100 GPU to the other GPUs on our studied kernels.

In the future, we plan to extend this methodology to predict the performance
of the whole application, and not only of its kernels. Moreover, modifications
may be needed for predicting on AMD and Intel GPUs and also for exploring
the impact of the unified memory.
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