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Abstract 

Understanding and modelling the static charge decay on an insulating material surface have been the topic of numerous 
research works since the nineteenth century. After an introduction on this historical context, a selection is presented here 
covering the various phenomena that may be held responsible for the decay: ion deposit from the surrounding atmosphere, 
charge injection and transport through the conduction and trapping levels of the solid, internal polarization by free carrier 
motion or dipole polarization, as well as surface conduction and migration of the deposited charge along the surface.  

Surface potential measurements are a convenient technique to study these various types of charge motion but the underlying 
complexity concerning their interpretation is often neglected. Depending on the context, the law of electrostatics may 
produce a hyperbolic as well as an exponential decay. On an insulating polymer, or any other disordered insulator, charge 
transport is dispersive, and conduction as well as dipolar polarization responses are described by time power laws. The 
knowledge of this time response is not sufficient to build a convincing physical model, because of the universality of this 
response, which leaves many degrees of freedom to interpret the data. Knowledge of the possible elementary processes and 
their signatures in the observables is therefore requested before the implementation of curve-fitting procedures.  
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1 Introduction 

Electrostatic risk is an important issue in many sectors of modern life, due to the ubiquitous presence of strongly insulating 
materials. It is a vital concern in several industries [1] as for instance concerning spacecraft design and operation [2], or 
electronic circuits protection [3]. The control of static charge on insulator surfaces is also an issue for the development of  
the high voltage direct current (HVDC) systems required to connect networks with renewable energy sources at long 
distance [4–6]. Charge stability may on the opposite be sought to produce electrets [7,8] for various purposes, energy 
harvesting for instance [9], or to allow electrostatic charge separation for plastic waste treatment [10]. In these situations 
and many others, the question of charge decay on insulating materials is central. It has been the topic of many research 
works, both theoretical and experimental. As early as 1854, Kohlrausch reported [11] that the potential decay of charged 
Leyden jars did not follow the exponential law that could be foreseen assuming a leak proportional to the charge, but rather 
a “stretched exponential” 𝑒𝑒𝑒𝑒𝑒𝑒�−(𝑡𝑡 𝜏𝜏0⁄ )𝛽𝛽�.  This observation was then largely forgotten, until it was rediscovered in 1970 
by Williams and Watts [12]. The stretched exponential is nowadays in common use to model the dielectric response. This 
kind of behavior involving time power laws in dielectrics is indeed universal, as Jacques Curie demonstrated 135 years ago 
[13] by absorption current measurements (Curie-Von Schweidler [14] law). Later Gross [15,16], and de Oliveira Castro 
[17] computed the consequences of delayed dielectric relaxation on the voltage decay and return voltage on an insulator 
obeying Curie-Von Schweidler law, using the superposition principle.  

The interest on this question was markedly renewed in the end of the 1960s, due to the research effort dedicated in this 
period to xerography. One important technical concern of the copying industry was to master charge transport through the 
photoconductive layer used to transform an optical image into an electrostatic image, able to attract toner particles for 
printing. A lot of research was undertaken to study charge mobility and trapping in amorphous selenium, the best material 
for this purpose. Charges time of flight was measured by recording the current response in closed circuit when applying to 
a polarized selenium layer a pulse of light through a semitransparent electrode. However, voltage measurements in open 
circuit after an initial charge deposit by corona discharge, followed by a short illumination (“xerographic discharge”), were 
closer to the industrial problem. A new field opened, leading to many models and a fast progress in the theoretical 
understanding of charge transport in dielectrics, often coming directly from industrial teams, from Xerox [18–22],  IBM 
[23–25], or Kodak  [26,27]. Researches were also undertaken to develop electrostatic measurement techniques. The first 
commercially available non contacting feedback voltmeters were developed in Rochester, capital of the imaging industry, 
by Vosteen, and later sold under the brand of Monroe Electronics.  
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The most important theoretical result of this blossoming research period was the theory of dispersive transport, associated 
to a 1975 founding paper by Scher (a Xerox researcher) and Montroll [20]. It was realized that even a moderate disorder in 
the material may lead to a strong dispersion in the charges transit time through the insulator, and the developments of this 
theory built a new theoretical frame for the charge transport studies, in which the trap distribution in energy is central. 
Dispersive transport was then included in potential decay models [28–30]. Independently, an experimental observation in 
1967 by Japanese researchers [31] led also to many theoretical models in the following decades: polyethylene films charged 
at a moderate potential keep after a long decay time a larger voltage than a surface initially charged at a higher potential 
(Figure 5). Analyzing this “cross-over” phenomenon, they observed that the decay was slower when covering the surface 
by a conductive paint, and assumed that this nonlinear phenomenon was necessarily linked to charge injection from the 
surface into the polymer [32]. Electrostatic models were developed to account for charge injection, assuming field-
depending mobility, or partial surface retention [33–38]. The surface trapping properties and their interaction with corona 
ions were investigated using voltage decay measurements [39–42], and models of decay due to surface conduction were 
also developed [43–45].  

At the same period and later, research on electrets developed, exploiting the trapping capabilities of newly developed 
fluoropolymers [46,47]. On the opposite, static charge remained a nuisance in many contexts, requiring continuous research 
on charge decay, for instance for the development of HVDC cables [48] and substations bushing or insulators for which 
the influence of ionic currents in the gas may be the main cause for the decay [49,50]. Understanding charge buildup an 
decay on resistive surfaces is also a complex issue for industrial conveyors [51,52], while xerography remains today a lively 
research field, with a variety of new photoconductive materials replacing selenium [53]. Charge decay has also been 
investigated at the micro and nanoscale using techniques derived from the atomic force microscopy [54,55]. Finally, surface 
potential measurement has proven to be a convenient technique for insulating material characterization, providing 
information about charge transport and trapping [22,56–59].  

However, since many different physical processes may lead to similar dynamics, fitting a theoretical curve with the 
measured decay is not sufficient. Several experiments have to be combined to get a precise understanding of the physical 
processes. One of the current problems is that the link is often forgotten between the decay models developed in various 
periods and the context for which these models were developed, concerning either material, field, or environment. Recently 
published works show a general tendency by researchers to deduce from the potential decay experiment some fundamental 
physical parameters of the material (as charge mobility, or trap levels distribution in energy) without even questioning the 
validity of the model they use.  Therefore, we believe that the largest possible overview of the models developed up to now 
to account for charge decay, and a discussion on their respective application domains should be of interest for the 
community. Past reviews that we published in the past on this topic  [60,61], need to be updated and completed. This article 
is devoted to this task.  

 

2 Time constants that varies  

IEC/TR 61340-1 standard [62] defines insulators, “on which charge may have enough stability to be able to produce 
electrostatic effects”, as structures with resistances above 1011 Ω. For instance, to be considered as insulating, the resistivity 
𝜌𝜌 of a square plate of side 𝑙𝑙 = 10 𝑐𝑐𝑐𝑐 and thickness 𝑑𝑑 = 1𝑐𝑐𝑐𝑐 has to be greater than 𝜌𝜌 = 𝑅𝑅 𝑙𝑙2 𝑑𝑑⁄ = 1013Ω. 𝑐𝑐𝑐𝑐. Assuming a 
relative permittivity 𝜀𝜀𝑟𝑟 = 2, the charge decay time constant for this material should then be higher than 𝜏𝜏 = 𝜌𝜌𝜀𝜀𝑟𝑟𝜀𝜀0 = 1.77 𝑠𝑠.  

 
Figure 1 : Typical time constants computed from permittivity and ASTM D257 resistivity measurements for some 

common insulating materials. Data from [63] except glass from [64] and wood from [65] 

 



Insulators according to this definition may present a wide spectrum of responses to the electric charge. Figure 1, we 
computed the charge stability for a set of usual insulating materials at ambient temperature and relative humidity, by 
multiplying the material permittivity by the typical material resistivity given in the literature. Resistivity values have been 
obtained using the ASTM D257 standard, which prescripts to realize the measurement 1min after applying the DC voltage 
to the insulator [66]. However, the assumption that a “time constant” exists implicitly assumes an exponential decay of the 
charge, i.e a resistance-capacitance model. Figure 2 presents experimental data of the potential decay (reduced to the initial 
charging value) with time, for two common electrical insulating materials. The red curve shows the exponential decay with 
the time constant that would be deduced from an ASTM measurement 1min after charging (2100s for epoxy, 4000s for 
XLPE). This time is supposed to be the time when the potential has decayed to 1/e (36.8%) of its initial value. However the 
time really necessary to reach this potential is about 250 times higher in the first case (following an estimated trend curve), 
and 7.5 times higher in the second case.  

Electrets, dedicated to obtain an almost infinite charge stability may present on the very long term an exponential behavior, 
as reported for instance in [7] for fluoroethylenepropylene electrets at 95°C. However, usual insulating materials with a 
charge stability from one minute to a few weeks usually follow the “universal” behavior made of time power laws, described 
by Curie and reviewed in details by Jonscher [67]. Examples concerning potential decay may be found for instance in [68] 
and [48] for low and high density polyethylene, in [69] for silicone and EPDM rubber SIR, in [70] for epoxy, and in [54] 
on PMMA.  Resistivity and permittivity values given by textbooks are thus unsuitable tools to predict the charge decay. A 
correct model beyond the exponential behavior is an absolute necessity. 

 

 
Figure 2 : Potential decay (log-log plot) on epoxy and XLPE using experimental data from [70] and [68] (black circles) 
compared to the exponential decay with a time constant measured 1 minute after charging (red dots) 

 

3 Electrostatic influences and environment 

The potential of a charged insulator depends on its environment, and a measurement device may influence it greatly. Figure 
3a presents a charged surface element and the field lines connecting it to its environment, with a capacitive equivalent 
circuit. The surface potential may be deduced from measurements with a grounded field mill (Figure 3b), but the loss of 
potential due to the capacitance between the instrument and the surface has to be considered. On the opposite, using an 
electrostatic probe (Figure 3c), the field lines are prevented to flow between the insulator and the probe, thus reducing the 
total capacitance, and increasing the potential compared to the potential without probe [71].  

The thickness of the insulator is of great importance in this sensitivity of the potential to its environment. For a thin grounded 
dielectric, the capacitance to its grounded side is usually much higher than the other capacitances involved in the potential 
determination, and the difference between the three cases described here may remain negligible. This situation changes 
however drastically for a charge distribution located far from the ground, whose potential depends on many external 
influences.  

Besides, the influence of a measuring instrument may have an important influence on the dynamics of the potential decay, 
due to the atmospheric ions collection by the surface. When part of the field lines are flowing in the atmosphere from the 
charged surface, ions and charged particles of opposite polarity are attracted, following field lines, thus contributing to the 
potential decay, especially on a thick insulator surface, with a low capacitance to the ground. This is a common situation 
for HVDC insulators or bushings, on which charge buildup and dissipation has been widely studied [4–6,49,50]. In these 
studies, to avoid a large perturbation of the measured potential, it may be deduced from the measurements by a field mill 
at a large distance, or using an electrostatic probe and removing it as far as possible from the studied surface between 
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successive measurements. The system is thus assumed to follow an evolution close to its “natural” evolution. In this context, 
the decay may be mainly due to the ion drift current flowing to the charged surface.  

 

 

 
a. Without any measurement instrument  

 
b. Influence of a grounded field mill  

 
c. Influence of an electrostatic feedback potential probe 

 

Figure 3 : Electrostatic field lines and influences on three different contexts. 

The ion atmospheric density is highly variable. Production and recombination rates are both depending on the environment. 
A mean value of the ion generation rate due to radiation (cosmic rays and terrestrial radioactivity) is typically 10 s-1cm-3 

[49] but it may increase, especially in underground installations, with radon gas accumulation, as underlined in [72]. 
Atmospheric ions may also be created by electronic impact when high electric fields are present. Concerning recombination, 
neutral or charged surfaces, ventilation and air filtration systems capture ions of one polarity or both; dust and aerosol 
particles may also act as recombination centers, or at least as gathering centers for ions of opposite polarities. Ion 
concentrations measured in a recent study [73] were in a range from 200 to 2000 ions.cm-3 in typical indoor and outdoor 
atmospheres, between 100 and 500 ions.cm-3 in clean rooms, while they were so low in a closed glovebox (below 10 ions 
per cm3) that they could not be determined. It was also shown in this work that a charged PTFE insulator strongly reduces 
the ion density in its environment as far as 3 meters away, driving almost any charged species at a one meter distance. 

A simple calculation may be useful to get a better understanding of this phenomenon, and compute its consequences on the 
potential decay. Assuming in the gas a positive ion density 𝑛𝑛+, a negative ion density 𝑛𝑛−, an ion generation rate 𝑔𝑔 and  
recombination rate 𝑘𝑘𝑟𝑟, at equilibrium without any applied electrostatic field: 

𝑔𝑔 = 𝑘𝑘𝑟𝑟𝑛𝑛−𝑛𝑛+       (1) 

Assuming electroneutrality, at equilibrium: 

 𝑛𝑛− = 𝑛𝑛+ = �𝑔𝑔 𝑘𝑘𝑟𝑟⁄      (2) 

The negative and positive ions current densities flowing to a charged surface obey the continuity equation: 
1
𝑞𝑞
∇��⃗ . 𝚥𝚥−���⃗ = − 1

𝑞𝑞
∇��⃗ . 𝚥𝚥+���⃗ = 𝑔𝑔 − 𝑘𝑘𝑟𝑟𝑛𝑛−𝑛𝑛+      (3) 

Considering only conduction, neglecting diffusion and space charge effects: 



𝜇𝜇−𝐸𝐸�⃗ .∇��⃗ 𝑛𝑛− = −𝜇𝜇+𝐸𝐸�⃗ .∇��⃗ 𝑛𝑛+ = 𝑔𝑔 − 𝑘𝑘𝑟𝑟𝑛𝑛−𝑛𝑛+    (4) 

𝜇𝜇+ and  𝜇𝜇− being the positive and negative ions mobilities. 

It is not possible to give an analytical solution of these coupled nonlinear equations. A detailed treatment of this problem 
may be found in [74]. We consider only here two asymptotical situations. 

At low fields, if the ion generation is much higher than the conduction current, the equilibrium between generation and 
recombination is not affected by the field. Equation (2) is still valid and the gas acts as an ohmic resistance:   

𝚥𝚥𝑜𝑜ℎ𝑚𝑚𝑖𝑖𝑖𝑖 ≈ 𝑞𝑞�𝑔𝑔 𝑘𝑘𝑟𝑟⁄ (𝜇𝜇+ + 𝜇𝜇−)𝐸𝐸�⃗      (5) 

At high fields, the volume tends to be depleted, and charge lost by recombination tends to be negligible compared to charge 
collection by the surfaces: 

∇��⃗ . 𝚥𝚥−���⃗ = −∇��⃗ . 𝚥𝚥+���⃗ = 𝑞𝑞𝑔𝑔      (6) 

At the collecting surface, assumed here to be a charged insulator, the flux of charges of the same polarity will be zero. At 
a large distance, the flux of charges of the opposite polarity may also be assumed to be zero. The total current density on 
the insulator surface (saturation current) is due to the flux of these charges arriving on the insulator, and may thus be 
evaluated by integrating the charge generated per unit time over a volume delimited by a tube made by the field lines 
arriving on the surface: 

𝑗𝑗𝑠𝑠𝑠𝑠𝑠𝑠 = 1
𝑆𝑆∬ 𝑗𝑗𝑑𝑑𝑗𝑗𝑆𝑆 = 1

𝑆𝑆∭ ∇��⃗ . 𝚥𝚥𝑑𝑑𝑑𝑑𝒱𝒱 = 𝑞𝑞𝑞𝑞𝒱𝒱
𝑆𝑆

     (7) 

The external limit of this volume may be considered as the transition of the high field region to the region where 
recombination predominates, preventing charges to migrate to the high field region. An order of magnitude of the field 
corresponding to this transition was evaluated in [49]. Considering two plane electrodes separated by 𝑑𝑑 = 𝒱𝒱 𝑗𝑗⁄ = 30𝑐𝑐𝑐𝑐, 
with 𝑔𝑔 = 10. 𝑠𝑠−1𝑐𝑐𝑐𝑐−3, 𝜇𝜇+ = 𝜇𝜇− = 1.6 𝑐𝑐𝑐𝑐2𝑉𝑉−1𝑠𝑠−1 and 𝑘𝑘𝑟𝑟 = 1.5 10−6 𝑐𝑐𝑐𝑐3𝑠𝑠−1, saturation occurs for a field 𝐸𝐸 =
30 𝑉𝑉𝑐𝑐−1 with 𝑗𝑗𝑠𝑠𝑠𝑠𝑠𝑠 ≈ 4.5 10−17 𝐴𝐴. 𝑐𝑐𝑐𝑐−2.  

Concerning an insulator with thickness d and relative permittivity 𝜀𝜀𝑟𝑟 charged at V, the charge density per unit surface to be 
discharged is 𝜎𝜎 = 𝑉𝑉 𝜀𝜀𝑟𝑟𝜀𝜀0 𝑑𝑑⁄ .  Considering typical values 𝜀𝜀𝑟𝑟 = 2, 𝑑𝑑 = 1𝑐𝑐𝑐𝑐, 𝑉𝑉 = 1000 𝑉𝑉 the charge density to be discharged 
is 𝜎𝜎 = 1.8 10−10𝐶𝐶. 𝑐𝑐𝑐𝑐−2. Assuming the neutralization current density deduced from the above model, the complete 
discharge time would be 4 106𝑠𝑠, more than 46 days, while a thinner 1mm film would lose its charge within 460 days. 
However, experiments on the natural decay of a charged insulator far from any perturbing measuring instrument report 
much shorter discharge times. In [50], the charge deposited on a charged 1cm thick epoxy sample decays within 400 min, 
corresponding to a loss of 20nC. On a mean surface estimated at 7 cm2, the corresponding neutralization current density 
would be in this case 1.2 10-13 A.cm-2. In [75], a 3mm thick PTFE sample charged at 3kV loses 400pC.cm-2 per hour, 
corresponding to a current 1,1 10-13 A.cm-2. 

The reason for such a discrepancy lies in the field geometry. The field lines between plane electrodes are parallel, hence a 
small area on a given part of the electrode collects only the ions present in a field flux tube having a constant section. On 
the opposite, when a unique patch of charge is deposited on a given insulating surface, it collects the charge coming from 
a much larger volume, only limited by recombination at a distance where the field becomes weaker, or by the presence of 
another charged surface also attracting part of the field lines. In the plane to plane experiment with a distance 30cm, for a 
1cm2 surface this volume is reduced to 30cm3, while considering the same surface draining the  volume of a half sphere of 
radius 30 cm, it will be 4.24 104 cm3 (1400 times higher), leading thus to a theoretical current of 6.4 10-14 A.cm-2. This effect 
is clearly visible on some experiments. For instance in [50], the presence of a charged epoxy sample in the vicinity of the 
test sample strongly limits the decay on the side of the charged epoxy. The key parameter to determine the amplitude of the 
decay on a point of the surface due to gas discharge is the associated volume in the surrounding space where field lines are 
coming to the insulating surface. 



 
Figure 4: Potential decay of a charged levitating object for various initial voltages [76] 

Concerning the time dependence of the voltage decay, the above model and observations imply that it is entirely depending 
on the generation rate, since the lifetime of the ions before recombination or collection by surfaces is short compared to the 
typical durations of the voltage decay experiments. Hence a constant charge generation in the collection volume implies a 
linear decrease of the voltage. This can be verified in cases where gaseous neutralization is the only cause of the potential 
decay. For this purpose experiments were performed using an electromagnetic levitation system [73,76]. Except at low 
fields in [73] where a time power law is observed, a linear decay is observed (Figure 4), with a slope (about 100V per day 
in [73] and 760 V per day in [76]) depending on the environment but independent from the surface voltage. Other 
experiments [77] on thick epoxy and Teflon insulators in SF6 also exhibit linear decays, with slopes which does not depend 
on the material.  The authors rightly conclude that in practical gas-filled systems, the decay time of electrostatic charges on 
insulators will be inversely proportional to volume and pressure of the system, and that whenever, in addition to the charged 
insulator, conductors, charged at the same polarity, are present, the decay time of the surface charges is likely to increase. 
Another observation which is not intuitive, and would deserve a complete treatment, is that of hollows progressively dug 
in the center of the potential distribution on large insulators, observed for instance in [50] or [75]. They are attributed to the 
fact that field lines are more concentrated in the center of the distribution.  

Concerning the influence of the measurement, operating a field mill may slightly reduce the volume to be gathered, hence 
reduce the ionic flux on the surface, while using an electrostatic probe entirely cancels the gas neutralization process. 
Continuous measurement with an electrostatic probe is the best way to minimize the effect of the environment, so it is best 
suited to characterize the insulating material properties, while to check the real charge density evolution of a system, 
measurements have to be discrete, with the instruments removed between the measurements.  

 

4 External charge injection and transport 

4.1 Simple electrostatic models 

Let us consider a grounded insulator with large lateral dimensions compared to its thickness 𝐿𝐿, so that the physical quantities 
only depend on the distance to the surface 𝑒𝑒. The external field is assumed to be zero (open circuit), and a charge has been 
injected at 𝑡𝑡 = 0 into the insulator, with a given initial distribution in the vicinity of its surface, by a high illumination pulse 
on a corona charged surface, or by another kind of excitation. The surface potential at a given moment is: 

𝑉𝑉(𝑡𝑡) = 1
𝜀𝜀 ∫ 𝑒𝑒𝜌𝜌(𝑒𝑒, 𝑡𝑡)𝑑𝑑𝑒𝑒𝐿𝐿

0       (8) 

The deposited charge drifts into the volume, according to the laws of Electrostatics. The field seen by a charge located at 
𝑋𝑋 = 𝑓𝑓(𝑡𝑡) depends on the charge density integrated between this charge and the surface: 

𝐸𝐸(𝑋𝑋) = 1
𝜀𝜀 ∫ 𝜌𝜌(𝑒𝑒)𝑑𝑑𝑒𝑒𝑓𝑓(𝑠𝑠)

0       (9) 

Neglecting diffusion, the velocity of this charge will be an increasing function of the field, and therefore of its position in 
the distribution: the distribution may be seen as a succession of charge sheets moving at constant speed. The front of the 
distribution has a maximum speed, while the back, subjected to a zero field, remains fixed. Hence the charge distribution 
expands, charges being prevented to overtake one another if trapping is excluded. Assuming a constant mobility 𝜇𝜇 of the 
charges: 

𝜕𝜕
𝜕𝜕𝜕𝜕

(𝜇𝜇𝜌𝜌𝐸𝐸) + 𝜕𝜕𝜕𝜕
𝜕𝜕𝑠𝑠

= 0      (10) 

Integrating twice this continuity equation in 𝑒𝑒 and dividing by 𝜀𝜀: 
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𝜇𝜇 ∫ 𝜕𝜕
𝜀𝜀
𝐸𝐸𝑑𝑑𝑒𝑒𝐿𝐿

0 + 𝜕𝜕
𝜕𝜕𝑠𝑠 ∫ 𝐸𝐸𝑑𝑑𝑒𝑒𝐿𝐿

0 = 0     (11) 

𝜕𝜕𝜕𝜕
𝜕𝜕𝑠𝑠

= −1
2
𝜇𝜇𝐸𝐸2(𝐿𝐿)       (12) 

Before the transit time the field at the counter electrode remains equal at the initial value: 𝐸𝐸(𝐿𝐿) = 𝑉𝑉0 𝐿𝐿⁄    𝑉𝑉0 being the initial 
potential (assuming the whole charge to be on the surface) 

𝜕𝜕𝜕𝜕
𝜕𝜕𝑠𝑠

= −𝜇𝜇𝜕𝜕02

2𝐿𝐿
       (13) 

The transit time is given by:  𝜏𝜏 = 𝐿𝐿
𝜇𝜇𝜇𝜇(𝐿𝐿)

= 𝐿𝐿2

𝜇𝜇𝜕𝜕0
   and  𝑉𝑉(𝑡𝑡) = 𝑉𝑉0 − (𝑉𝑉0 2⁄ )(𝑡𝑡 𝜏𝜏⁄ )        (14) 

The potential decays following a straight line, whose slope is proportional to 𝑉𝑉02 until the transit time of the front of the 
charge distribution, for which the potential has fallen to 𝑉𝑉0 2⁄ . After the transit time, the amount of charge implied in the 
decay decreases with time. The charge density tends to be homogeneous in the insulator. Neglecting the changes in the 
shape of the distribution, both the density and velocity of the charge leaving the insulator are proportional to the mean 
remaining charge density, so that  𝜕𝜕𝜕𝜕(𝑠𝑠)

𝜕𝜕𝑠𝑠
∝ 𝑉𝑉2 which means that 𝑉𝑉(𝑡𝑡) ∝ 1 𝑡𝑡⁄ .  The decay tends asymptotically to be 

hyperbolic. From [23]: 
𝜕𝜕𝜕𝜕
𝜕𝜕𝑠𝑠
≈ − 𝐿𝐿2

2𝜇𝜇
1
𝑠𝑠2

  and 𝑉𝑉(𝑡𝑡) ≈ 𝐿𝐿2

2𝜇𝜇
1
𝑠𝑠
     (15) 

This calculation of the potential decay due to the charge drift under the influence of its own field in open circuit was 
published in a short annex of a paper written in 1968 by Kodak researchers (Reiser et al. [26]) and explained in more details 
by IBM researchers, Batra and Kanazawa [23]. Their work was completed by models developed by and with Wintle [24,33], 
to include diffusion and volume conductivity. A drift-diffusion model was also developed by Hill [36] stating that the 
concept of surface charge was oversimplified, because of the broadening of the charge distribution due to diffusion. 
However, very soon in the decay process, diffusion could usually be neglected due to the important field and quite moderate 
charge density gradients usually involved in insulators.  

The interesting point about these quite simple electrostatic models, was that they suggest that recording the potential decay 
allows a determination of the charge mobility from the initial decay rate using equation (13). However the measurement of 
this quantity is not as easy as it seems. It has to be measured before the transit time of the distribution edge, but the injection 
process creating the initial charge distribution has also to be complete before the measurement. This may be done in 
xerography by using a very short and powerful light pulse, but it is generally not the case using a corona deposit. Moreover, 
even when with fast injection, the initial plateau predicted by these models for the potential derivative is almost never 
observed in non-crystalline insulators, including amorphous selenium. To account for the observations, several models 
were produced assuming a field-depending mobility [19,25,34]. However the main feature of the decay is a progressive 
decay during the experiment of the apparent charge mobility with time rather than with the field decrease. These electrostatic 
models were also not able to explain the cross-over of the curves (Figure 5) [34,78]. Other observations confirmed some 
predictions of these electrostatic models, as the proportionality of the decay with 𝑉𝑉02 𝐿𝐿⁄   [79], but to explain the charge 
decay dynamics on insulating materials, trapping and detrapping processes have to be taken into account. 

 
Figure 5 : Cross over of the potential curves on polyethylene films charged at various voltages [31] 

4.2 Surface charge retention 

Using electron beams, charge carriers may be directly injected into the volume electronic states, whereas classical charging 
techniques, by contact or corona, transfer charges, either ionic or electronic, in surface states. Depending on the material 
electronic affinity and work function, they are usually energetically lower than the volume transport levels. This has been 



experimentally confirmed for instance by TSD measurements on polyethylene [40] showing that the deepest traps were on 
the surface, or by comparison of electron beam charging with corona on SiO2 [46] or with a charged electrode on polyimide 
[37]. With the exception of electron beam charging, injection of the deposited charge into the volume requires a given 
amount of energy. On most usual insulating materials, ambient thermal energy (1/40 eV) is too weak to inject a significant 
charge amount into the volume. The energy may be provided by photon activation (which is used to induce xerographic 
discharge) or by the activated particles deposited on the surface by the corona discharge. This corona activated injection 
(see Figure 6, where the surface is subjected after a given decay time to the exposure of neutral activated products of the 
corona discharge) has been studied quite intensively. First the effect of the photons accompanying the discharge was 
suspected [39] but it was proven later that the main effect was due to the neutral excited molecules [40], for instance by a 
transfer to the charge of the nitrogen oxide molecule vibrational energy [41]. This transfer is much more efficient in negative 
polarity, and it was assumed to intervene in the cross-over effect, since this effect, which had been observed by Ieda on 
15µm polyethylene films charged with a corona discharge during several minutes at 3kV [31], also disappeared in some 
experiments when removing the excited molecules [40].  

This progressive charge injection continues after the end of the charging phase, since it may be assumed that the corona 
activation creates a non-equilibrium distribution in energy of the charge carriers, as described in [57]. Surface traps with an 
energy close to the transport levels of the volume, which remain empty when the insulator is charged by contact, rubbing 
or by corona ions removing the excited molecules, get filled by an exposure to the corona discharge products, and may 
during the decay measurement be detrapped and drift into the volume. This is confirmed by the comparison with rubbing 
[42], and it has also been confirmed by TSD measurements that removing the excited molecules during charging leads to a 
more stable surface charge afterwards [40].  

These observations form the physical basis of theoretical models assuming a progressive surface charge detrapping. In the 
model developed by Sonnonstine and Perlman [35], the motion of the initially injected space charge determines the first 
phase of the decay, then a surface emission regime is observed. At the highest charging fields, all the surface charges are 
injected instantaneously into the bulk and drift under their own fields to the back electrode. At intermediate fields, the 
charge injection is both field and time dependent, the time dependence being the stronger of the two processes. At lowest 
initial surface potentials, the charge injection is negligible and the surface potential may remain constant with time. Models 
assuming partial charge injection at high fields were shown to be the only possible way to account for the cross-over, and 
several of them were developed by other researchers [27,78]. Models assuming a double injection, both at the upper surface 
and from the back electrode have also been developed for long charging times at high fields [80,81]. 

 

 
Figure 6 : Evidence of corona-assisted injection on a charged polyethylene film [39] 

((●) corona exposure (removing ions)) 

 

4.3 Volume charge trapping and detrapping 

Considering surface traps only may be pertinent for thin insulators charged at high potentials. In this case, charge may be 
assumed to drift through conduction levels or shallow traps, but in the general case, for most high-resistivity materials, 
volume deep trapping plays a major role in charge transport. This question was of practical importance in xerography, 
where a residual potential always subsisted after the end of the xerographic discharge on amorphous selenium, which tended 
to increase after repeated charges and represented a major problem for the image quality [26,53]. Of particular importance 
was the determination of the product of the drift mobility of the charge carriers by their lifetime before trapping. Potential 
decay measurements allowed to derive this product from the ratio of the residual voltage to the initial applied voltage 



[53,82]. Several models were published with electrostatic models of the voltage decay, including irreversible trapping at 
the scale of the experiment [26,83]. This kind of model gives a good account of the residual voltage, and may be well 
adapted to model a material where a well-defined mobility exists, due to a clear distinction between delocalized transport 
states, and localized trapping states. Mobility in the transport states may then also be computed at short times by the slope 
of the decay. However for most disordered materials, such clear distinction does not exist, and a continuum in the trapping 
distribution should be considered.  

Charge motion is assumed to occur, either by multiple trapping/detrapping events (Figure 7), either by direct hopping 
between localized sites. In both cases the mobility in transport states is not a pertinent parameter to model the charge drift, 
since the decay is rather controlled by detrapping waiting times. At the beginning of the experiment, the insulator is in a 
non-equilibrium situation from an electrostatic and a thermodynamic point of view: charge is deposited at a given distance 
from the ground, and in electronic states which are not the lowest possible in energy. During the experiment, the charge 
drift reduces the mean distance of the charge distribution to the ground, while the repetitive capture/release process of the 
charge leads also to a reduction of their mean energy, burying them deeply in the trapping levels of the insulator. 

 

 
Figure 7 : Multiple trapping model of charge transport 

This kind of motion in a trap distribution broadly dispersed in energy is named dispersive transport, a general concept 
introduced by Scher and Montroll in 1975 [20] and widely developed since [28,29,84]. Taking as a starting point a hopping 
model with broadly dispersed waiting times between hops (a process called Continuous Time Random Walk), dispersive 
transport is a general feature of disordered condensed matter. In this process, the distribution of the particle transit times, 
which are sums of random waiting times between successive hops, does not converge towards a Gaussian because of the 
weight in the distribution of rare events with long waiting times (due to deep trapping) as may be seen Figure 8. It follows 
another type of convergence, towards an “alpha-stable” Levy distribution. This kind of distribution tends to present an 
infinite value of its first moments (mean and variance). Hence parameters as mobility and mean time of flight of a particle 
through a given material cannot be defined. However this distribution of the transit times, and as a consequence concerning 
dielectrics the current decay during absorption current measurements (after applying a constant voltage) or the voltage 
decay after applying a pulse of charge on an insulator, present some characteristic features, as autosimilarity and time power 
laws [84]. 

 

Figure 8 : Gaussian (left) and dispersive (right) charge transport (τ characteristic time) 

The consequences of dispersive transport due to a broad trap dispersion for the potential decay experiment have been 
computed by Arkhipov and coworkers [30,85]. Taking at a starting point the calculation using successive sheets of charge, 
they introduced a continuous distribution of traps in energy and treated the problem using the concept of demarcation 
energy. The trapping probability for a trap located at a given energy 𝑊𝑊 below the transport energy levels where charge is 
assumed to be mobile (the “mobility edge”) depends on the trap density at this energy, while the release probability from 
this trapping level is inversely proportional to the exponential of its energy depth. The trapping level is at equilibrium when 
the trapping and release flows compensate. When a dynamical situation is considered, this equilibrium is reached first for 
the shallow traps, and then progressively for deeper traps. Considering the decay process over many time decades, at a 
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given moment, it may be assumed that the charge distribution is divided into two parts, the shallow traps in equilibrium 
with the transport levels, and the deep traps for which the release flow is lower than the trapping flow. The demarcation 
energy is the limit between these shallow and deep traps, evolving with time from a level close to the transport levels at the 
beginning of the experiment, towards much deeper levels after a long evolution.  

Using this concept to simplify part of the calculation, and assuming an exponential decrease of the trap density with 
increasing energy distance from the transport levels, Arkhipov showed that the asymptotic behavior of the potential decay, 
at short and long times, follows time power laws, at least when part of the charge is kept trapped on surface levels. The trap 
density distribution being defined by: 

𝑛𝑛(𝑊𝑊) = (𝑁𝑁𝑠𝑠 𝑊𝑊0⁄ )𝑒𝑒−𝑊𝑊 𝑊𝑊0⁄        (16) 

𝑁𝑁𝑠𝑠 being the total trap density and 𝑊𝑊0 the characteristic energy of the distribution. The calculation also considers the 
transit time 𝜏𝜏 of the distribution edge and a characteristic exponent 𝛼𝛼 defined as: 

𝛼𝛼 = 𝑘𝑘𝑘𝑘 𝑊𝑊0⁄        (17) 

At short times, for ≪ 𝜏𝜏 , 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄  is proportional to 𝑡𝑡−1+𝛼𝛼, and to 𝑉𝑉02 𝐿𝐿⁄  as it was in (13). 

At long times, for ≫ 𝜏𝜏 , 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄  is proportional to 𝑡𝑡−1−𝛼𝛼 and to 𝐿𝐿2 as it was in (15).  

The transit time 𝜏𝜏 is shown here to be proportional to (𝐿𝐿2 𝑉𝑉0⁄ )1 𝛼𝛼⁄ . For an identical initial 𝑉𝑉 𝐿𝐿⁄  field, it is not proportional 
to the insulator thickness as it was in the electrostatic model, but is proportional to 𝐿𝐿1 𝛼𝛼⁄ , because of the increased probability 
of deep trapping events during the charge motion [85]. Another property of dispersive transport is autosimilarity (or 
“universality”): the shape of the potential derivative signal in reduced coordinates 𝑙𝑙𝑙𝑙𝑔𝑔 � 𝑑𝑑𝜕𝜕 𝑑𝑑𝑠𝑠⁄

(𝑑𝑑𝜕𝜕 𝑑𝑑𝑠𝑠⁄ )𝜏𝜏
� = 𝑓𝑓(𝑙𝑙𝑙𝑙𝑔𝑔[𝑡𝑡 𝜏𝜏⁄ ]) is 

independent of the applied voltage and sample thickness, as may be observed Figure 9 on low-density polyethylene, where 
𝛼𝛼 = 0.7. 

 
Figure 9 : Dispersive behavior of the surface potential decay on polyethylene films at various initial voltages [86] 

The use of the demarcation energy in this model is a valid approximation for a broad distribution, when the transport is 
strongly dispersive (𝛼𝛼 → 0). However, for values of 𝛼𝛼 above than 0.5, its validity has been questioned [84]. Other models 
have also been developed. In [87] a simplified model assumes an exponential trap distribution which leads to a stretched 
exponential for V whereas in [88] and [38] a time dependent mobility has been incorporated to account for the trapping in 
polyethylene.  

The main parameter determining the charge transport in a disordered material is the trap energy distribution. This is still an 
object of many researches and discussions, and a recent and quite comprehensive review has been published by Teyssedre 
on this topic [89]. For a trap distribution with a low energy dispersion, a steady regime may be attained before the transit 
time. In this case, charge transport is not dispersive, but Gaussian and the use of an electrostatic model with a trap-controlled 
equivalent mobility may be pertinent [78]. For a broader distribution, the transport tends to be dispersive. This does not 
depend however from the trap distribution only, since, for the same material, increasing the temperature or the thickness 
may lead to a transition from dispersive to Gaussian transport [90].  

On the opposite, for thin insulators subjected to high fields, the dynamics of the decay may be directly determined by the 
trap energy distribution, rather than by any spatial parameter. In this case, it is assumed that the transit time after charge 
detrapping is negligible compared to their residence time in traps in the time scale of the experiment. That means therefore 
that deep retrapping is neglected. If these simplifying assumptions are valid, the charge decay at a given time is only due 
to the emission of the traps located in the vicinity of the demarcation energy. 



The characteristic time to release by thermal energy 𝑘𝑘𝑘𝑘 a charge from a trapping level at an energy 𝑊𝑊 below the energy of 
the transport levels is 𝜈𝜈−1𝑒𝑒−𝑊𝑊 𝑘𝑘𝑘𝑘⁄ , 𝜈𝜈 being a characteristic attempt-to-escape frequency. The demarcation energy at time t 
is then given by: 

𝑊𝑊𝑑𝑑 = 𝑘𝑘𝑘𝑘ln(𝜈𝜈𝑡𝑡)       (18) 

The detrapping current at t is directly linked to the trap density distribution: 

𝐼𝐼(𝑡𝑡) ∝ 𝑁𝑁(𝑊𝑊𝑑𝑑)𝑑𝑑𝑊𝑊𝑑𝑑 𝑑𝑑𝑡𝑡⁄ = 𝜈𝜈−1𝑁𝑁(𝑊𝑊𝑑𝑑)𝑘𝑘𝑘𝑘 𝑡𝑡⁄      (19) 

𝑁𝑁(𝑊𝑊𝑑𝑑) being the density of filled states at the demarcation energy 

Hence in this situation a direct image of the density of states may be obtained by plotting 𝑡𝑡𝐼𝐼(𝑡𝑡) = 𝑓𝑓�𝑘𝑘𝑘𝑘ln(𝜈𝜈𝑡𝑡)�. This 
treatment has first been done by Simmons and Tam [91] using the isothermal absorption current. This method was then 
adapted by Watson [21,22] to the potential decay. By representing 𝑡𝑡 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄ = 𝑓𝑓(log𝑡𝑡), the shape of the trap distribution 
could be obtained. To determine the unknown frequency 𝜈𝜈, several experiments at different temperatures may be used, as 
illustrated Figure 10. Watson compared the results obtained by his method on 3.3 µm thick polystyrene films with a 
simulation of multiple trapping transport and shows a good correlation [22].  

 
Figure 10 : 𝑡𝑡 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄ = 𝑓𝑓(log𝑡𝑡) plot for polystyrene at various temperatures [21] 

This method is nowadays popular and is found in many publications determining directly the trap distribution from the 
potential decay, for instance in polyethylene [68], EPDM and SIR [69], epoxy [4], or ceramics [58]. However the founding 
assumptions for the validity of the model are usually forgotten by the authors, who erroneously apply this direct 
determination method of the trap energy distribution at moderate fields, or for thick insulators, unaware that in this case a 
multiple trapping and detrapping model has to be mobilized. The possibility to deduce the trap distribution using such a 
model is then another question, more difficult. Several authors doubt of this possibility [92]. Moreover, as has been 
remarked by Sibatov [84], as soon as a dispersive transport is involved with multiple trapping-detrapping events, the charge 
propagation features – and here, the shape of the potential decay - are determined by statistical laws, due to the fact that the 
trap distribution is broad in energy, rather than by a particular shape of this distribution.  

As a conclusion, we strongly insist on the fact that the direct determination of the trap distribution in energy from the 
potential decay data is only possible on thin insulating films charged at high fields. However the 𝑡𝑡 𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄ = 𝑓𝑓(log𝑡𝑡) 
representation remains useful in any case, since it provides a good representation of the decay dynamics that allows to 
separate different successive physical processes involved in the decay, as we demonstrated in [57]. In this paper one of the 
observed peaks, on thin polypropylene films at high fields, is attributed to progressive surface detrapping and in this 
particular case we estimated that it could provide a direct image of the surface trap density.  

 

5 Internal free charge motion 

In the preceding sections, we assumed that the insulator was entirely devoid of any intrinsic response, mobile charges being 
brought into the material (or on its surface) from the outside only. However, especially at low fields, the dominant 
mechanism leading to voltage decay is most often a slow polarization of the material under the influence of the applied 
field. We will examine in the next section the dipolar component of this polarization. Here we analyze the consequences of 
the presence of mobile internal charges in the material. Assuming the insulator to be in thermodynamical equilibrium, a 
given charge density of free charges carriers (electron, holes or ions) exists due to thermal activation, following the Fermi-
Dirac statistics. Applying a moderate electric field, it may be considered that this distribution is unaltered. In this case (and 
in this case only), the material is characterized by a volume conductivity 𝜎𝜎𝑣𝑣 proportional to the product of the density of 
the free charge carriers 𝑛𝑛𝑖𝑖 by their mobility 𝜇𝜇𝑖𝑖: 



𝚥𝚥 = 𝜎𝜎𝐸𝐸�⃗  with 𝜎𝜎𝑣𝑣 = 𝑞𝑞 ∑ 𝜇𝜇𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖      (20)  

𝑞𝑞 being the elementary charge 

Assuming a charge density 𝜌𝜌 in the volume of the material, the continuity equation may be considered: 

∇. 𝚥𝚥 + 𝜕𝜕𝜕𝜕
𝑑𝑑𝑠𝑠

= 0       (21) 

For a constant conductivity, and considering the material permittivity 𝜀𝜀, the Poisson equation implies that:  

∇. 𝚥𝚥 = 𝜎𝜎𝑣𝑣∇.𝐸𝐸�⃗ = 𝜎𝜎𝑣𝑣 𝜀𝜀⁄  𝜌𝜌      (22) 

The solution of (21) is then: 

𝜌𝜌(𝑡𝑡) = 𝜌𝜌(0)𝑒𝑒−𝑠𝑠 𝜏𝜏⁄  with 𝜏𝜏 = 𝜀𝜀 𝜎𝜎𝑣𝑣⁄      (23) 

A charge deposited anywhere in a material with a given resistivity, or on its surface, decays with a characteristic relaxation 
time equal to the product of its volume resistivity 1 𝜎𝜎𝑣𝑣⁄  by its permittivity. However, as has been underlined in the 
introduction, this “ohmic” behavior producing an exponential decay is usually not encountered on the materials with 
insulating properties making them suitable to induce an electrostatic risk. A field dependent conductivity may be assumed 
to account for the nonexponential shape of the decay as has been done in [93], assuming some kind of Poole-Frenkel field 
assisted detrapping. The gradual slowdown of the decay during the experiment may indeed appear as a consequence of the 
field decrease. However, as we have seen, this slowdown with time is usually mainly due to charge progressive trapping. 
To determine an eventual conductivity field dependence, experiments with several values of the initial potential cannot be 
avoided. Another mechanism implying internal conductivity may however explain the shape of the decay, which is assumed 
to be the main responsible for the dark decay of the surface voltage on amorphous selenium: the “xerographic depletion 
discharge”. Here the free carrier density at thermal equilibrium is assumed to be negligible, but if a sufficient field is applied, 
charge carriers are assumed to be progressively detrapped, first from energetically shallow traps, then from deeper traps. 
This detrapping of carrier of a predominant sign leaves a remaining space charge of the opposite polarity [53].  

The mechanism of the depletion discharge is the following [53]:  the progressive, uniform, depletion in the insulator 
increases until the depleted space charge equals the surface charge. At this moment, called the depletion time 𝑡𝑡𝑑𝑑, the field 
is reduced to zero at the back electrode opposite to the surface charge. After 𝑡𝑡𝑑𝑑, the insulator will be separated in two 
regions. The region located on the side of the surface is defined by an integrated volume charge density compensating 
exactly the surface charge density. In this zone, depletion will continue to increase, hence its thickness will progressively 
decrease, leaving behind an expanding second region in which the field is null or slightly inverted, so that this region will 
slowly recover its space charge neutrality. The dark discharge exhibit different behaviors before and after the depletion 
time 𝑡𝑡𝑑𝑑. Considering an exponential distribution of the traps, the shape of the potential decay derivative exhibits the classical 
behavior of two asymptotic decreasing slopes with a sum equal to -1. In this model the potential at 𝑡𝑡𝑑𝑑 should be half of the 
initial potential [53]. This model may be considered as a negative image of the charge injection model. 

This kind of model has been developed in [94], assuming a Poole Frenkel field assisted detrapping mechanism and an 
exponential trap distribution. The simplest picture is one in which free charge carriers are thermally generated in the bulk 
at constant rate and swept out rapidly compared with the generation rate. Using a broad distribution of the traps, this will 
also lead to a decay following two slopes [53]. The superimposed effect of injection from the surface may be added, via a 
surface charge generation rate. In [29] surface charge injection followed by multiple trapping transport in the volume is 
compared with homogeneous thermal generation of the charge carriers in the volume. Assuming the same trap distribution, 
both cases lead to the same power laws for the decay at long times. However their dependences with voltage and thickness 
before and after transit time are inversed (see Table 1). To distinguish them, a series of measurements at different charging 
voltages and samples thicknesses are thus required.   

 

6 Dielectric absorption 

Various physical phenomena may induce slow dipolar polarization in the insulators. An internal charge of both polarities 
may be trapped on some sites on polymer chains, and slow chain motion may occur under the influence of the applied field. 
On polycrystalline ceramics or polymers, composites, resistivity heterogeneity induces Maxwell-Wagner polarization, with 
a dynamics often falling in the time range of surface potential decay measurements. For this reason, even non polar material 
may exhibit a strong dipolar polarization response. Several studies have shown on common insulating materials the 
predominance of this response [95,96,70]. However, while this component of the insulator response to the field is central 
concerning dielectric spectroscopy, it is often neglected in the interpretation of surface potential data. The existence of these 
slow polarization processes will nevertheless induces a progressive decay of the potential, which in principle will tend 
towards an asymptotic non-zero value. It may be viewed as the consequence of a progressive increase of the insulator 
capacitance, the deposited charge being progressively screened, at least partly, by polarization charges. 



In the frequency domain, dielectric spectroscopy data are commonly fitted using the phenomenological relaxation models 
of Cole-Cole [97], Havriliak-Negami [98] or Kohlrausch-Williams-Watts [12]. In the time domain, the dielectric response 
involves time power laws, concerning as well the decrease in the absorption current after the application of a DC voltage 
than the potential decay after a surface charge deposit. To describe the complete dynamics of relaxation, at least two 
exponents are usually necessary, an exponent lower than one at short times, and another larger than one at long times [67]. 
A correct mathematical treatment of this problem requires the calculation of the inverse Laplace transform of the transfer 
functions describing the spectroscopic data.  

The theory of the consequences of this “dielectric absorption” concerning the voltage decay and “after effects” on 
capacitors, has been developed by ancient pioneering works by Gross [15,16] and De Oliveira Castro  [17], mainly written 
in German, and almost forgotten today, with the exception of a recent paper by Mainardi [99]. We developed their ideas 
and provide an overview of this question in a recent paper, using also modern software to compute the shape of the potential 
decay due to this absorption phenomenon [100].   

Let us consider a plane dielectric devoid of any conductivity with its lower side grounded. A brief charge deposit at t=0 is 
assumed to charge instantaneously the insulator upper surface at a potential V0. The existence of non-instantaneous 
polarization processes leads to a potential decay after charging that could be written as follows: 

𝑑𝑑𝜕𝜕(𝑠𝑠)
𝑑𝑑𝑠𝑠

= ∆𝑉𝑉𝜙𝜙∗(𝑡𝑡) with ∆𝑉𝑉 = V0 �
𝜀𝜀∞
𝜀𝜀𝑠𝑠
− 1�    (24) 

𝜀𝜀∞ being the material permittivity including the polarization phenomena fast enough to follow the electric field variations 
at the measurement scale, and 𝜀𝜀𝑠𝑠 the static permittivity including the fast and slow polarization processes. 𝜙𝜙∗(𝑡𝑡) is the 
material dielectric response function to a step of charge [100]. There is a mathematical relationship linking this dielectric 
response, describing the potential decay (open circuit) in the time domain, with the frequency response deduced from 
dielectric spectroscopy measurements (obtained by current measurements in closed circuit). The Laplace transform of  𝜙𝜙∗ 
may be deduced from the frequency response 𝜙𝜙�(𝑠𝑠) :  

𝜙𝜙∗�(𝑠𝑠) = 𝜀𝜀𝑠𝑠𝜙𝜙� (𝑠𝑠)
𝜀𝜀∞+(𝜀𝜀𝑠𝑠−𝜀𝜀∞)𝜙𝜙� (𝑠𝑠)

      (25) 

 

The polarization relaxation rate may be assumed to be proportional to its deviation from equilibrium (Debye relaxation): 

𝜙𝜙�𝐷𝐷(𝑠𝑠) = (1 + 𝑠𝑠𝜏𝜏)−1      (26) 

and  

𝜙𝜙∗(𝑡𝑡) = (1 𝜏𝜏1⁄ )𝑒𝑒−𝑠𝑠 𝜏𝜏1⁄   with 𝜏𝜏1 = 𝜏𝜏 �𝜀𝜀∞
𝜀𝜀𝑠𝑠
�    (27) 

In this particular case, the potential decay due to the polarization process is exponential. But as mentioned earlier this is 
quite exceptional on insulators. The usual frequency response involves a power law. For instance, a Cole-Cole behavior is 
described by the empirical relationship: 

𝜙𝜙�𝐶𝐶𝐶𝐶(𝑠𝑠) = (1 + 𝑠𝑠𝛼𝛼𝜏𝜏𝛼𝛼)−1   with 0 ≤ 𝛼𝛼 ≤ 1   (28) 

In this case, it has been shown [100] that the potential decay after charging follows a Mittag-Leffler function: 

𝑉𝑉(𝑡𝑡) = 𝑉𝑉0 − ∆𝑉𝑉�1 −  𝐸𝐸𝛼𝛼,1(−(𝑡𝑡 𝜏𝜏1⁄ )𝛼𝛼)�     (29) 

𝑑𝑑𝜕𝜕(𝑠𝑠)
𝑑𝑑𝑠𝑠

= −∆𝜕𝜕
𝜏𝜏1

(𝑡𝑡 𝜏𝜏1⁄ )𝛼𝛼−1𝐸𝐸𝛼𝛼,𝛼𝛼(−(𝑡𝑡 𝜏𝜏1⁄ )𝛼𝛼) with 𝜏𝜏1 = 𝜏𝜏 �𝜀𝜀∞
𝜀𝜀𝑠𝑠
�
1/𝛼𝛼

    (30) 

The generalized two-variable Mittag-Leffler functions 𝐸𝐸𝛼𝛼,𝛽𝛽(𝑧𝑧) are special functions [101] among which the exponential is 
a particular case for 𝛼𝛼 = 𝛽𝛽 = 1. The potential decay depends on 𝜏𝜏1 (characteristic time), ∆𝑉𝑉 V0⁄ = (1 − 𝜀𝜀∞ 𝜀𝜀𝑠𝑠⁄ ) (slow 
polarization relative amplitude), and 𝛼𝛼 (shape factor). A computation of three Mittag Leffler functions may be seen in 
dotted lines Figure 12 with different values of these three parameters. 

The time derivative of the potential is decaying as (𝑡𝑡 𝜏𝜏1⁄ )1−𝛼𝛼 for 𝑡𝑡 𝜏𝜏1⁄ ≪ 1 and as (𝑡𝑡 𝜏𝜏1⁄ )−1−𝛼𝛼 for 𝑡𝑡 𝜏𝜏1⁄ ≫ 1. 

 



Figure 11 : Equivalent circuit for a Cole-Cole relaxation 

A material following the Cole-Cole dielectric behavior may be modelled by the circuit given Figure 11. Lowercase 𝑐𝑐 and 
𝑧𝑧 notations correspond to capacitance and impedance per unit area. The dipole 𝑧𝑧𝑠𝑠 complex impedance is 𝑧𝑧𝑠𝑠� = 𝜏𝜏𝛼𝛼𝑠𝑠𝛼𝛼−1 𝑐𝑐𝑠𝑠⁄ . 
It is a constant phase element (CPE):  the ratio between its imaginary and real parts does not depend on frequency [97].  

On several time decades, the response of an insulator is rarely depending on a single physical phenomenon. It may be seen 
as the sum of several elementary Cole-Cole relaxation processes in series, each described by equation (30) with its own 
parameters 𝛼𝛼𝑖𝑖 , 𝜏𝜏𝑖𝑖 and ∆𝑉𝑉𝑖𝑖, as shown Figure 12. [100].  

 

 
Figure 12 : Voltage decay due to three Cole Cole relaxation processes [100] 

This description of potential decay due to Cole-Cole dielectric relaxation process may be extended to other classical types 
of relaxations (Kohlrausch-Williams-Watts, Havriliak-Negami) but to our knowledge the calculation of the potential decay 
has not been done and these descriptions do not allow to use simple equivalent circuits as given Figure 11 .  

The physical interpretation of the power laws involved in the dielectric response has been largely discussed in the past 
[102]. It may be treated as a superposition of exponential relaxation processes with different characteristic times [103]. 
However as it has been remarked concerning the potential decay due to dispersive transport, this emergence of time power 
laws seems largely independent of the material specific features and a particular distribution of the relaxation times (DRT) 
could not be invoked as an explanation. The striking similitude between the signal produced by dielectric relaxation and 
dispersive transport also suggest a common origin of this time dependence.  

 

7 Surface conduction 

7.1 Introduction 

A large research effort has been devoted to the understanding and modelling of surface currents, caused either by surface 
conductivity or by charge injection from the electrodes. These currents have been suspected to be responsible for at least 
part of the absorption currents measured in polymers after the application of a DC voltage between electrodes, since several 
authors had remarked a dependence of the current with the electrodes perimeter [104–106]. These observations and 
explanations were later questioned but they provoked some interesting theoretical work on currents due to surface charge 
injection [107,108]. This question has also been – and still is - the focus of many researches in the field of HVDC devices 
development since surface conduction often determines the potential repartition along the DC insulators surfaces [44,109–
113].  However, modelling surface lateral migration and conduction is from the electrostatic point of view more complex 
than volume conduction, since a 1D model cannot account for the phenomena: the depolarization of the insulator volume 
is always accompanying the potential decay due to surface conduction. Another question is the notion of surface itself since 
a gradient in physicochemical properties is always present. However in most practical situations in Electrostatics the surface 
may be seen as a 2D system. Assuming a 3D resistive surface layer of thickness 𝛿𝛿 and mean volume conductivity 𝜎𝜎𝜕𝜕, its 
surface conductivity will result in the integration of its conductivity over the layer thickness (𝜎𝜎𝑆𝑆 = 𝛿𝛿𝜎𝜎𝜕𝜕). 
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7.2 Ohmic surface conduction 

Somerville [114] gave a detailed calculation of the charge spreading and potential decay due to ohmic surface conduction 
on an infinite resistive plane separating two dielectric half spaces, for instance air and a perfect insulator, the only boundary 
condition being a zero potential at the infinite. He remarked that the potential, fields and charge distribution in one of the 
half spaces at an instant 𝑡𝑡 after the charge deposit may be obtained by using the formula giving the same quantity at the 
same place at the moment of the charge deposit, and simply replacing the distance to the plane 𝑧𝑧 by 𝑧𝑧 + 𝑢𝑢𝑡𝑡, with 𝑢𝑢 =
1 2𝑅𝑅𝜀𝜀𝑒𝑒𝑓𝑓𝑓𝑓⁄   (𝑅𝑅 being the plane surface resistivity and the effective permittivity 𝜀𝜀𝑒𝑒𝑓𝑓𝑓𝑓 the mean value of the permittivities of 
the two dielectric half spaces). In cylindrical coordinates, for a point charge 𝑄𝑄 deposited at t=0 on (𝑟𝑟 = 0, 𝑧𝑧 = 0): 

    𝑉𝑉(𝑟𝑟, 𝑧𝑧, 𝑡𝑡) = 𝑄𝑄
4𝜋𝜋𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒(𝑟𝑟2+(𝑧𝑧+𝑢𝑢𝑠𝑠)2)1 2⁄      (31) 

On the center of the surface charge distribution: 

 𝑉𝑉(0,0, 𝑡𝑡) = 𝑄𝑄
4𝜋𝜋𝜀𝜀𝑒𝑒𝑒𝑒𝑒𝑒 𝑢𝑢 𝑠𝑠

       (32) 

In this oversimplified presentation of the model, the initial voltage is not defined at 𝑡𝑡 = 0, but the interesting prediction of 
(32) is that the potential should in the long run decay hyperbolically with time. Wintle [55] used for instance this model to 
compute the surface spreading of a patch of charge deposited by an AFM due to surface conduction.  

This kind of modelling is adapted when the sample thickness is large compared to the width of the charged area.When 
however the effect of the ground electrode beneath the sample has to be taken into account, the calculation is different. An 
elementary two dimensional model may establish what should be the final shape of the charge distribution and the time 
constant of the decay. Let us consider an insulator of width 𝐿𝐿, thickness 𝑑𝑑 and permittivity 𝜀𝜀, with a surface conductivity 
𝜎𝜎𝑠𝑠 and a surface charge density 𝜎𝜎(𝑒𝑒, 𝑡𝑡). Assuming the field lines to be approximately vertical and directed towards the back 
electrode only, the surface potential is proportional to the charge density: 

𝑉𝑉(𝑒𝑒, 𝑡𝑡) = 𝑑𝑑𝜎𝜎(𝑒𝑒, 𝑡𝑡) 𝜀𝜀⁄        (33) 

According to the continuity equation: 
𝜕𝜕𝜕𝜕
𝜕𝜕𝑠𝑠

= 𝑑𝑑
𝜀𝜀
𝜕𝜕𝜕𝜕
𝜕𝜕𝑠𝑠

= −𝑑𝑑𝜕𝜕𝑠𝑠
𝜀𝜀

𝜕𝜕𝜇𝜇𝑥𝑥
𝜕𝜕𝜕𝜕

= 𝑑𝑑𝜕𝜕𝑠𝑠
𝜀𝜀

𝜕𝜕2𝜕𝜕
𝜕𝜕𝜕𝜕2

     (34) 

This is a classical heat equation. A stable distribution shape is obtained if 𝑉𝑉 could be written:  𝑉𝑉 = 𝑉𝑉0𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑒𝑒) 
1

𝑓𝑓(𝑠𝑠)
𝜕𝜕𝑓𝑓(𝑠𝑠)
𝜕𝜕𝑠𝑠

= 𝑑𝑑𝜕𝜕𝑠𝑠
𝜀𝜀

1
𝑞𝑞(𝜕𝜕)

𝜕𝜕2𝑞𝑞(𝜕𝜕)
𝜕𝜕𝜕𝜕2

= − 1
𝜏𝜏𝑠𝑠

     (35) 

The decay tends towards an decreasing exponential (𝑡𝑡) = 𝑒𝑒−𝑠𝑠 𝜏𝜏𝑠𝑠⁄  . The spatial dependence of the potential is defined by:  

𝑔𝑔 + 𝜕𝜕𝑠𝑠𝜏𝜏𝑠𝑠𝑑𝑑
𝜀𝜀

𝜕𝜕2𝑞𝑞
𝜕𝜕𝜕𝜕2

= 0      (36) 

𝑔𝑔(𝑒𝑒) = cos𝑘𝑘𝑒𝑒  with 𝑘𝑘 = �
𝜀𝜀

𝜕𝜕𝑠𝑠𝜏𝜏𝑠𝑠𝑑𝑑
     (37) 

The potential should be zero for 𝑒𝑒 = ± 𝐿𝐿 2⁄ , thus 𝑘𝑘 = 𝜋𝜋 𝐿𝐿⁄  and: 

𝜏𝜏𝑠𝑠 = 𝜀𝜀
𝜕𝜕𝑠𝑠𝑑𝑑𝑘𝑘2

= 𝜀𝜀𝐿𝐿2

𝜕𝜕𝑠𝑠𝑑𝑑𝜋𝜋2
       (38) 

𝑉𝑉 = 𝑉𝑉0𝑒𝑒−𝑠𝑠 𝜏𝜏𝑠𝑠⁄ cos(𝜋𝜋𝑒𝑒 𝐿𝐿⁄ )        (39) 

This simple calculation (considering the insulator as a distributed RC transmission line) suggests that, whatever the initial 
charge distribution shape, the final shape of the charge distribution due to the surface condition tends towards a cosine, 
with a characteristic relaxation time given by (38).  

Crisci et al. [112] published a more sophisticated computation of the surface potential decay due to combined volume and 
surface ohmic conduction, but their conclusions were identical. They showed that: “the first part of the decrease with time 
of the surface potential is strongly influenced by the initial distribution of charges and cannot be used to determine the 
surface conductivity. On the other hand, at rather long times after the surface has been charged, the potential of the surface 
follows an exponential variation with time…”. The time constant 𝜏𝜏 of this asymptotical exponential decay is determined by 
a combination of the volume and surface conduction (1 𝜏𝜏⁄ = 1 𝜏𝜏𝑣𝑣⁄ + 1 𝜏𝜏𝑠𝑠⁄ ),  𝜏𝜏𝑣𝑣 = 𝜀𝜀 𝜎𝜎𝑣𝑣⁄  being the classical relaxation time  
while the time constant related to surface conduction depends on the geometry. For a 2D problem in Cartesian coordinates, 
Crisci finds (38). Assuming a cylindrical symmetry, the relaxation time due to surface conductivity is slightly different: 

𝜏𝜏𝑠𝑠 = 𝑅𝑅2𝜀𝜀
𝜇𝜇12𝜕𝜕𝑠𝑠𝑑𝑑

 , 𝜇𝜇1 ≈ 2.41 being the zero of first order of the Bessel function 𝐽𝐽0    (40) 



Robinson[51] analyzed the practical situation of a charged resistive web suspended between two conveyance rollers. No 
volume conductivity is involved, but two grounded surfaces were considered on both sides of the web. Noting their 
distances 𝑔𝑔 and 𝑑𝑑 while assuming permittivities 𝜀𝜀1 on one side and 𝜀𝜀2 on the other side, Robinson obtains: 

𝜏𝜏𝑠𝑠 = 𝐿𝐿
𝜋𝜋𝜕𝜕𝑠𝑠

� 𝜀𝜀1
tanh(𝜋𝜋𝑞𝑞 𝐿𝐿⁄ )

+ 𝜀𝜀2
tanh(𝜋𝜋𝑑𝑑 𝐿𝐿⁄ )

�      (41) 

For a small value of 𝑑𝑑 𝐿𝐿⁄ , the expression is reduced to the value found above (38) and in [112]. 

The important result to be kept in mind is that the charge relaxation time due to surface conduction processes is not an 
intrinsic property of the material with a given surface conductivity. It increases as the distance to the grounded plane 
decreases. Charge relaxation is slowed because for the surface current is proportional to the tangential electric field which 
becomes smaller, for a given charge density, as the distance to the grounded plane decreases. Another important difference 
between surface and volume conductivity is that charge relaxation due to a homogeneous volume conductivity will not lead 
to the spread of the space charge: it will vanish, due to the screening effect, according to equation (23). On the opposite, 
surface conductivity will lead to charge spreading until the cosine shape of the surface charge is attained. Simulations 
[112,115] clearly show this effect. It is then possible to detect surface conduction by measuring the initial potential buildup 
in the vicinity of the initial charge distribution due to the broadening of a sharp initial distribution [112]. 

Using also a distributed RC transmission line model, Haenen [116] computed surface charging of a resistive surface from 
side electrodes, and the following decay. Wintle [111] considered the case of a resistive surface between electrodes, but 
without any ground electrode, and deduces an asymptotic exponential decay, rather than the hyperbolic decay computed 
for a bare surface.  

To account for the threshold effect observed in the potential decay for electrets stored at various humidity levels, percolation 
models have also been developed [117]. The main hypothesis of this kind of model is that ambient moisture induces growing 
conductive patches around condensation nuclei dispersed on the surface. Above a given percolation threshold, a growing 
percolation cluster progressively discharges an increasing portion of this electret surface, thus reducing the surface potential 
of the charged electret, the remaining surface potential being unaltered. The interest of this kind of model, even quite 
simplified, is to introduce in the analysis the local heterogeneity of the surface conductivity, which certainly often plays a 
great part in the surface decay process.  

  

7.3 Charge surface migration 

On an insulator assumed to be devoid of any surface conductivity, surface charges may have a lateral mobility allowing 
them to migrate under the influence of their own field, due to the repulsion force between them. This may occur near a 
triple junction through injection from an electrode, or from a surface charge distribution deposited on a surface by a transfer 
through the gas, or by rubbing. However, even assuming an elementary description of the charge motion as it has been done 
for electrostatic models (considering a constant mobility), the calculation of the charge distribution evolution and potential 
decay is quite complicated. We will just present here a few elements, while the interested reader may consult the few 
detailed papers partly or entirely devoted to this problem. A model of charge migration under its own field on a surface of 
a grounded insulator has been developed six decades ago by Geurst to analyze charge migration in a field-effect transistor 
channel [118], then other models of surface space charge limited injection have been produced by Wintle and coworkers 
[44,55,111,119].  

An analysis of the specific question of the charge decay by this process may be found in [44,55,111]. In [44], for instance, 
simulations of the surface charge distribution evolution for three different geometries are reported. Considering a surface 
gap between electrodes, at the separation surface of two half-plane dielectrics, charge injected at the left electrode tends to 
evolve, after short-circuiting the electrodes, towards a symmetrical distribution in the gap, as shown Figure 13.   

 



Figure 13 : Simulation of the charge distribution evolution between surface electrodes [44] 

This figure strongly suggests an evolution comparable to what happens on a slightly conductive surface. The first part of 
the decay is dominated by a fast reorganization of the surface charge distribution accompanying the mean decrease of the 
charge density, which leads to a symmetrical charge distribution, and to a self-similar regime.  

Assuming the insulator being grounded on its back electrode, the equation (33) is still valid, but the continuity equation 
leads to a different result for a space charge driven conductivity: 

𝜕𝜕𝜕𝜕
𝜕𝜕𝑠𝑠

= 𝑑𝑑
𝜀𝜀
𝜕𝜕𝜕𝜕
𝜕𝜕𝑠𝑠

= −𝑑𝑑𝜇𝜇
𝜀𝜀
𝜕𝜕(𝜕𝜕𝜇𝜇𝑥𝑥)
𝜕𝜕𝜕𝜕

= −𝜇𝜇 𝜕𝜕(𝜕𝜕𝜇𝜇𝑥𝑥)
𝜕𝜕𝜕𝜕

= 𝜇𝜇
2
𝜕𝜕2𝜕𝜕2

𝜕𝜕𝜕𝜕2
    (42) 

Looking as above for self-similar solutions for the long times (𝑉𝑉 = 𝑉𝑉0𝑓𝑓(𝑡𝑡)𝑔𝑔(𝑒𝑒)), we obtain from (42) : 

𝑔𝑔(𝑒𝑒) 𝜕𝜕𝑓𝑓(𝑠𝑠)
𝜕𝜕𝑠𝑠

= 𝑉𝑉0
𝜇𝜇
2
𝑓𝑓(𝑡𝑡)2 𝜕𝜕

2𝑞𝑞(𝜕𝜕)2

𝜕𝜕𝜕𝜕2
       (43) 

From this equation we may deduce that the decay should be hyperbolic when the shape of the distribution is stationary: 

𝑓𝑓(𝑡𝑡) = 𝑎𝑎𝑡𝑡−1        (44) 

Assuming a self-similar regime, the physical reason why the charge decay should follow a hyperbolic time dependence is 
exactly the same than when bulk injection is considered. In both cases, the charge distribution shape being fixed, the amount 
of charge leaving the insulator is proportional to the product of the charge velocity by the charge density in the vicinity of 
the electrodes. Assuming a constant mobility and a constant shape of the distribution, both quantities are proportional to 
the total charge in the sample (or on its surface), and their product – and hence the charge time derivative - to the square of 
this charge. The hyperbolic nature of the asymptotic decay is also found in [111] for the charge migration case but the 
author conclude by an interrogation about the hypothesis of the existence of a self-similar regime : “it is an open question 
whether there is a self-similar solution for the charge driven case with solid electrodes. The same is true for the common 
practical arrangement of an insulating sheet lying on a ground plane”. The nonlinear nature of the differential equation 
(43) makes indeed impossible to find an analytical solution for the distribution in the self-similar regime, if it does exist. 
However data from simulation (as in Figure 13) and experiments show that the convergence towards such a regime is 
usually found quite rapidly.  

 

7.4 Data on real materials 

The surface conductivity may be measured according to ASTM standards [66] using a setup of concentric electrodes on the 
same side of the insulator. It is obviously strongly depending on the preparation of the samples, the existence of a pollution 
layer on their surfaces, their ageing, etc. Dry and clean insulating polymers are usually hydrophobic and their typical surface 
resistivity values are in the range 10-19- 5.10-17 Ω-1 in relatively dry atmospheres (RH < 50%). In the literature may be found 
for instance 10-19 Ω-1 for LDPE at 80% RH [120], 10-18 Ω-1 for epoxy in dry SF6 [109,121], 5.10-17 Ω-1 for epoxy in air at 
50% RH [122], 5.10-17 Ω-1 for Teflon in air at 40% RH [123], from 5.10-19 to 3.2 10-17 on silicone rubber [124]. 

Humidity has obviously a decisive influence on surface conductivity. An exponential dependence of the conductivity on 
the relative humidity is found on various materials. An ancient publication [125] reports this property on classical insulating 
materials as wool, cotton or cellulose, but also that a high moisture sensitivity or even water solubility does not necessarily 
confer good antistatic properties to a given polymer. It also shows that positive and negative charging  usually do not lead 
to the same result [126]. This result cannot be obtained by assuming an intrinsic surface charge conductivity, even humidity 
dependent, of the materials. An exponential dependence of the surface conductivity with the relative humidity is also found 
on PMMA [116], Teflon or quartz [123]. However for quartz, a deviation to this effect is reported at low relative humidity, 
which is interpreted by a calculation showing that the threshold of the exponential dependence on quartz is obtained when 
the first monolayer of water molecules on the surface is complete. According to the authors, this threshold is not observed 
on Teflon due to its strongly hydrophobic character.  

Concerning charge migration on dry insulators, either injected from electrodes or by self-repulsion of a surface charge 
deposited on a surface, the results, as shown by [44], are quite contradictory and depend on the experimental configuration, 
surface state, etc. Some results seem to imply that charge lateral migration is quite difficult on dry polymers and depends 
on temperature. For instance, according to [43], on PET, this migration is responsible for most of the charge decay at 120°C 
(with a time constant of about 500s), however no lateral migration may be detected at ambient temperature, even after 24 
hours.  

Concerning the shape of the charge distribution, the theoretical prediction of a tendency towards a self-similar cosine shape, 
when the decay process is due to surface conductivity, is confirmed by potential scans on the surface, as shown on Figure 
14 for a silica surface in ambient air [113]. The same result is observed in [127].   



 
Figure 14 : Evolution of the lateral charge density profile due to surface conductivity on silica [113] 

 

8 Conclusions 

Some general conclusions may be drawn from this quite long journey among the various processes that could pilot charge 
decay on dielectrics. Those which may lead to a time power law dependence of the decay rate (including hyperbolic decay) 
are listed with their main characteristics in Table 1, while the physical causes of exponential and linear decays are listed 
Table 2.  

Physical cause for 
the decay 

Key parameter Slope of  log(𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄ ) =
𝑓𝑓(𝑙𝑙𝑙𝑙𝑔𝑔𝑡𝑡) 
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time 𝜏𝜏 

𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄  dependence on initial 
potential and thickness  

𝑡𝑡 ≪ 𝜏𝜏 𝑡𝑡 ≫ 𝜏𝜏 𝑉𝑉0 𝐿𝐿 at fixed  
𝑉𝑉0 𝐿𝐿⁄  

Charge injection  
(Figure 8 – left) 

Charge mobility 0 −2 Transit time 
 𝜏𝜏 ∝ 𝐿𝐿2 𝑉𝑉0⁄  

 
𝑡𝑡 ≪ 𝜏𝜏 

 
∝ 𝑉𝑉02  

 
𝑡𝑡 ≫ 𝜏𝜏 

 
0 
 

 
𝑡𝑡 ≪ 𝜏𝜏 

 
∝ 𝐿𝐿−1 

 
𝑡𝑡 ≫ 𝜏𝜏 

 
∝ 𝐿𝐿2 

Charge injection  
(dispersive) 

(Figure 8 – right) 

Charge mobility + 
trap distribution  

For an exponential trap 
energy distribution 

 (𝛼𝛼 = 𝑘𝑘𝑘𝑘 𝑊𝑊0⁄ ) 

Transit time  
𝜏𝜏 ∝ �𝐿𝐿2 𝑉𝑉0� �

1 𝛼𝛼⁄
 

Volume 
detrapping 
(depletion 

discharge – see 
section 5) 

Trap distribution   Depletion time   

𝜏𝜏 ∝ �𝑉𝑉0 𝐿𝐿2⁄ �
1 𝛼𝛼⁄

 

𝑡𝑡 ≪ 𝜏𝜏 
 
0 

𝑡𝑡 ≫ 𝜏𝜏 
 

∝ 𝑉𝑉02 

𝑡𝑡 ≪ 𝜏𝜏 
 

∝ 𝐿𝐿2 

𝑡𝑡 ≫ 𝜏𝜏 
 

∝ 𝐿𝐿−1 −1 + 𝑘𝑘𝑘𝑘 𝑊𝑊0⁄  
 

−1 − 𝑘𝑘𝑘𝑘 𝑊𝑊0⁄  

Charge 
detrapping (no 

retrapping – see 
Figure 10) 

Trap distribution 𝑑𝑑log𝑁𝑁�𝑘𝑘𝑘𝑘ln(𝜈𝜈𝑡𝑡)� 𝑑𝑑log𝑡𝑡⁄  Detrapping time 
for maximum  
trap density 

 
∝ 𝑉𝑉0 

 
∝ 𝐿𝐿 

Dipolar 
polarization 
(section 6) 

Relaxation 
function 

For a Cole-Cole relaxation 
with 𝛼𝛼 ∈ ]0,1[ 

Characteristic 
relaxation time 

 
∝ 𝑉𝑉0 

 
∝ 𝐿𝐿 

−1 + 𝛼𝛼 −1 − 𝛼𝛼 
Ohmic surface far 

from electrodes 
(section 7.2) 

Surface 
conductivity 

 
Depends on 

initial 
surface 

distribution 

−2 Self-similar 
distribution 

reached 

∝ 𝑉𝑉0 - 

Surface charge 
migration  

(section 7.3) 

Charge surface 
mobility 

−2 Self-similar 
distribution 

reached 

∝ 𝑉𝑉02 ∝ 𝐿𝐿2 

Table 1: Possible causes for a power law behavior of the potential decay rate 

 

Physical cause for the decay Key parameter Shape of the 
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𝑑𝑑𝑉𝑉 𝑑𝑑𝑡𝑡⁄  dependence on 
𝑉𝑉0 𝐿𝐿 at fixed  

𝑉𝑉0 𝐿𝐿⁄  
Ionic current in air 

(section 3) 
Ion generation ≈ linear 

(decrease of 
collection 
volume) 

Slight (increase of collection 
volume) 

Ohmic conduction (volume) Exponential 



(section 5) Volume 
conductivity 

∝ 𝑉𝑉0 ∝ 𝐿𝐿 

Ohmic surface conductivity 
above a grounded plane or 

between electrodes 
(section 7.2) 
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Table 2 : Causes of linear and exponential decay 

A striking feature of these results is that quite different processes may lead to a similar potential decay shape. Hence it is 
quite easy to misinterpret the experimental data. In our opinion, the first step in interpreting the data, on a given material, 
is to determine what kind of process is responsible for the decay. Checking the influence of gaseous neutralization or surface 
conductivity may usually be performed quite easily by checking the effect of changes in the measurement setup, or in the 
experimental conditions (using a field mill instead of an electrostatic probe to increase a possible gaseous neutralization 
process, adjoining a surface ground electrode to promote surface conduction, etc.). The existence of surface conduction or 
migration may also be detected by potential scans after depositing a sharp patch of charge at the beginning of the 
experiment. 

The power law behavior, due to trapping, is observed as well for internal relaxation processes, and for external charge 
injection into the material. The characteristic time that may be observed could be a transit time, as well as a characteristic 
relaxation time, or a characteristic detrapping time. Hence the shape of the decay and a curve fitting procedure could not 
avoid confusion, and specific experiments should be here also performed to decide. Charge injection processes should be 
detected by field non-linearity and above all by a dependence on the electrode material. Polarization may also be evidenced 
by leaving an air gap when an external field is applied to the sample. A general and simple classification, at ambient 
temperature, coming from the author’s personal experience, and from what has been described here, is the following: 

- On a charged surface far from the ground, either on a thick (>1cm) grounded insulator, or on a charged web, 
gaseous and surface neutralization processes are dominant.  

- On a charged insulator of “intermediate thickness” (from 0,5 mm to 1cm) and on films (<500µm)  at moderate 
fields (below 10 kV/mm), volume polarization processes dominate 

- On a charged thin film at high fields (above 10kV/mm), charge injection has to be taken to account, especially 
during charging and immediately after. 

This classification neglects however what may be the most important: the material. The above classification may not be 
pertinent for some materials or situations. For instance, concerning electrets, where a maximal long-time charge stability is 
sought, the stability, even at quite moderate fields, is strongly different in positive and negative polarity, for instance in 
PTFE  [128], FEP [7] or SiO2 [129]. It is clear for these excellent insulators where, after annealing allowing deep retrapping 
of the mobile carriers, intrinsic volume polarization processes as well as intrinsic charge motion are almost inexistent, even 
at quite high temperatures, so that other processes, as surface charge injection, may dominate on the very long time. This 
review has been written to identify and analyze the different mechanisms possibly involved in the charge decay, not to 
provide answers to the question of what happens concerning a given material in a given situation. For this purpose, the 
reader has to refer to the literature and to well-designed experiments.  

An aspect that has not been treated in this review mainly dedicated to the physical mechanisms responsible for the time 
dependence of the isothermal charge decay is the influence of temperature. We will just underline here that all the processes 
described here are influenced by temperature. In general, heating promotes charge injection, dipolar motion and detrapping. 

Another topic which is related to the time dependence of the decay is the memory effect. Due to the particular shape of the 
decay usually involving power laws, successive charging pulses on an insulator will lead to a progressive decrease of the 
potential decay rate and a progressive charge buildup, as may be seen on Figure 15. This may be computed using the 
superposition principle, assuming a linear behavior of the insulator. The existence in parallel of a volume conduction will 
limit this phenomenon (dotted lines). This memory effect is also responsible for the return voltage, topic we treated in 
details in another article [130]. 

 



Figure 15 : Voltage build up on a dispersive (α = 0.2) insulator subjected to several current pulses with or without 
conductivity (σ)  [90] 

 

To conclude this review, we may remark that, despite an effort to check the 21th century literature as carefully as possible, 
it relies mainly to quite ancient research works. Since a large part of them is unknown to many researchers using charge 
decay models, we believe that this review may be of any use. We may also conclude that few theoretical advances were 
accomplished these last years concerning this topic. This might be because many of the theoretical problems discussed here 
have already been solved, but many others certainly also remain open to research.   

 “How fast does a charge decay?” was the title of a technical magazine chronicle in 2012 [131]. Its conclusion was: 
“Although we can accurately predict the current I through a resistor with the resistance R from a voltage supply with 
output voltage V, we have to accept that static electricity is a little more complicated (and interesting). We also have to 
accept the fact that there’s no way you can predict the decay behavior of a manufactured item placed in an arbitrary 
environment by doing some laboratory measurements on a sample of the material of said item.” 

This difficulty to predict is still here, due to the complex combination of physical phenomena involved in static electricity. 
However improving our understanding and models of each of these phenomena remains necessary (and interesting). 
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