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ABSTRACT

Over the next decade, increases in instantaneous luminosity and detector gran-
ularity will amplify the amount of data that has to be analysed by high-energy
physics experiments, whether in real time or offline, by an order of magnitude.
The reconstruction of charged particle tracks, which has always been a crucial el-
ement of offline data processing pipelines, must increasingly be deployed from the
very first stages of the real time processing to enable experiments to achieve their
physics goals. Graph Neural Networks (GNNs) have received a great deal of atten-
tion in the community because their computational complexity scales nearly lin-
early with the number of hits in the detector, unlike conventional algorithms which
often scale quadratically or worse. This paper presents ETX4VELO, a GNN-based
track-finding pipeline tailored for the Run 3 LHCb experiment’s Vertex Locator,
in the context of LHCb’s fully GPU-based first-level trigger system, Allen. Cur-
rently implemented in Python, ETX4VELO offers the ability to reconstruct tracks
with shared hits using a novel triplet-based method. When benchmarked against
the traditional track-finding algorithm in Allen, this GNN-based approach not
only matches but occasionally surpasses its physics performance. In particular,
the fraction of fake tracks is reduced from over 2% to below 1% and the efficiency
to reconstruct electrons is improved. While achieving comparable physics perfor-
mance is a milestone, the immediate priority remains implementing ETX4VELO in
Allen in order to determine and optimise its throughput, to meet the demands of
this high-rate environment.
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1 Introduction

The LHCb Run 3 detector [1] is a multi-purpose particle physics detector at the Large Hadron Collider (LHC).
Proton bunches collide every 25 ns within its Vertex Locator (Velo). The resulting particles are detected in
a forward region near the beamline, specifically within the acceptance region defined by η ∈ [2, 5], where η
represents the pseudo-rapidity.

Central to the LHCb is its tracking system, illustrated in Figure 1. This system consists of:

• The Vertex Locator (Velo) [2], surrounding the proton-proton interaction region, encompasses
nplanes = 26 planes of 55× 55 µm2 silicon pixels.

• The Upstream Tracker (UT) [3], placed before the magnet station, includes 4 planes of silicon
strips.

• The Scintillating Fibre Tracker (SciFi) [3], located after the magnet station, is composed of 12
planes of scintillating fibres.

Velo

UT

SciFi

Magnet

Magnetic fieldVelo track
Reconstructible in the Velo
No momentum measurement

Long track
Reconstructible in the Velo and SciFi

Figure 1: Sketch of the LHCb tracking system in Run 3.

The LHCb subdetectors collectively produce a data rate of up to 5 TB/s. To curtail this before stor-
age during Run 3, LHCb deployed Allen, a GPU-based online trigger [4], which trims the rate to a more
manageable 70-200 GB/s. Using around 340 GPUs, Allen partially reconstructs events, achieving better
selection efficiency than the FPGA-based hardware trigger used by LHCb during Run 1 and Run 2. The
data is then buffered for real-time alignment and calibration before a second, x86-based trigger performs a
full event reconstruction and selects events containing physics signals of interest for analysis. This refined
data is then stored at a rate of 10 GB/s.

In this environment, Allen and LHCb offers a pragmatic platform for developing Neural Network-based
algorithms on GPUs, with a specific emphasis on high-throughput. Using Allen’s existing GPU algorithms
as a reference, the track-finding algorithms in development can be refined and compared both in terms of
physics and throughput performance.

This paper introduces ETX4VELO, a Graph Neural Network (GNN)-based track-finding pipeline for the
Velo. It is based on the Exa.TrkX collaboration’s approach [5], which was originally tailored for 4π tracking
detectors in a magnetic field, akin to ATLAS and CMS, in the context of the High-Luminosity upgrade of the
LHC (HL-LHC). Crucially, the Exa.TrkX pipeline exhibited a near-linear relationship between throughput
and hit count, contrasting with the quadratic nature of conventional algorithms. This is of particular interest
in the context of LHCb’s upcoming upgrades, which will enhance instantaneous luminosity and detector
granularity.

2 Track Topologies in the Velo

In simulation, there are, on average, 150 particles in the Velo acceptance to reconstruct, and 2,200 hits per
event. Around 15% of the hits are spilled over from prior events and are therefore noise.
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The Velo tracks exhibit the following key characteristics:

• Linear Trajectories: The tracks are straight lines as there is no magnetic field within the Velo.

• Reconstructibility Criterion: A track is deemed reconstructible in the Velo if it leaves hits in at
least three Velo layers [6].

• Forward Orientation: The tracks to be reconstructed are forward-oriented, with η ∈ [2, 5], for
interaction with subsequent LHCb subdetectors. Although backward-oriented tracks (with negative η)
are also relevant, particularly for primary vertex reconstruction, they are not evaluated in this paper.

• Skipped Plane: In simulations, a particle may skip a plane in 1% of cases, attributed to the ineffi-
ciency of the detector plane.

• Multiple Hits per Plane: A track can generate more than one hit per plane.∗

• Shared Hits: Tracks may intersect, leading to a shared hit.

• Positron-Electron Pairs: Material interactions frequently produce positron-electron pairs, resulting
in two tracks that initially share hits before diverging.

Given these characteristics, an effective track-finding algorithm for the Velo should be capable of recon-
structing the particle tracks illustrated in Figure 2.

Figure 2: Simplified example of tracks to be reconstructed in the Velo. The blue and purple tracks share three
hits prior to diverging. The purple track jumps from plane 3 to 5, missing 4. The orange track intersects
the blue and purple tracks. Dark points represent hits unassociated with any particle. When considering
the hits as graph nodes, lines between hit nodes represent the genuine edges, as defined in this work.

3 ETX4VELO Pipeline

This section outlines ETX4VELO, a five-step track-finding pipeline, as illustrated in Figure 3.

1. Hit Graph Construction: A preliminary directed graph of connected hits Ghit
rough is built. The target

edges are connections between hits from the same particle on adjacent planes. The hit coordinates are
embedded using a Dense Neural Network (DNN) and the edges are built by local k-Nearest Neighbours
(k-NN) applications. Further details are in Section 3.1.

2. Edge Classification: A GNN scores the edges in Ghit
rough between 0 (fake) and 1 (genuine). Those

below sedge, min are discarded, forming the purified hit graphGhit
purified. Further details are in Section 3.2.

3. Edge Graph Construction: An edge graph, Gedge, is derived from Ghit
purified. Here, nodes of Gedge

are edges from Ghit
purified and two edges connect if they share a hit. The edge-edge connections, are

called triplets since they involve three hits. Further details are in Section 3.3.

4. Triplet Classification: Triplets within Gedge undergo classification. Those scoring below striplet, min

are removed, producing the purified edge graph Gedge
purified. Further details are in Section 3.4.

5. Track Construction: The tracks are reconstructed from the purified edge graph Gedge
purified through an

algorithm involving a Weakly Connected Component (WCC) stage, as detailed in Section 3.5.
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Figure 3: Illustration of the pipeline’s 5 stages, beginning with hits from the minimalist example in Figure 2.
Steps entail (1) building a rough hit graph, (2) classifying its edges and discarding fakes (in red), (3)
constructing the edge graph with edge-to-edge connections called triplets, (4) classifying and removing fake
triplets, and finally, producing the tracks.

Compared to the Exa.TrkX pipeline, which directly follows its first two stages with a WCC algorithm,
ETX4VELO introduces three additional stages to handle tracks with shared hits.

3.1 Rough Graph Construction

To limit the graph size, edges created during the graph construction stage are permitted to skip at most one
plane. Edges are also directed towards increasing plane number (and z-coordinate).

Initially, the hit coordinates (r, ϕ, z, plane number)† are normalised and input into a DNN. This DNN
embeds hits into a ndim-dimensional space, set as ndim = 4, designed to bring connected hit pairs closer
while distancing disconnected ones. The embedding DNN comprises 3 hidden layers of 128 hidden units
with hyperbolic tangent activation, each followed by a normalisation layer, and an output layer without
activation. In total, the network has approximately 35,000 parameters.

The rough graph Ghit
rough is built by identifying the kmax-nearest neighbours (in the embedding space) of

every hit in plane p ∈ J1, nplanes − 1K, constrained within the subsequent two planes p + 1 and p + 2, and
a maximum squared distance of d2max. Practically, a kmax-Nearest Neighbour (kmax-NN) algorithm imple-
mented in faiss [7] determines hits’ neighbours between plane p and planes p+1 and p+2. Only neighbours
within the d2max boundary are retained. The values of kmax and d2max are optimisable parameters.

For training the DNN, a dataset consisting of (1) random hit pairs, (2) all edge-connected hit pairs,
and (3) challenging fakes identified by the 25 local kmax-NN procedure with kmax = 50 and d2max = 0.015,
is utilised. This results in a dataset of ngenuine connected hits and nfake disconnected ones. The distances
{dgenuine,i,∀i ∈ J1, ngenuineK} and {dfake,j ,∀j ∈ J1, nfakeK} between the embedded genuine and fake hit pairs,
respectively, are then computed.

The DNN training minimises a pairwise hinge embedding loss defined as

L = Lfake + wgenuine × Lgenuine , (1)

with a weight wgenuine = 3 to emphasise genuine edge inclusion over fake edge exclusion. The optimization
of hyperparameters such as m and wgenuine will be pursued in future work.

∗A Velo plane consists of four overlapping sensor layers, displaced in z, collaboratively covering the desired acceptance in
the (x, y) plane. Multiple hits on a plane primarily arise from different overlapping sensor layers within a plane.

†Later analyses showed omitting the plane number from DNN input did not affect performance.
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The objective of the following loss equations is to reduce the distance between connected hits and increase
the distance (up to a threshold m) between disconnected ones:

Lgenuine =
1

ngenuine

ngenuine∑
i=1

d2genuine,i and Lfake =
1

nfake

nfake∑
j=1

max
(
0,m− d2fake,j

)
, (2)

with the margin m fixed at 0.010.

3.2 Edge Classification

The edges are classified using a GNN that incorporates a 6-step message passing mechanism. Notably, the
message-passing aggregation scheme has been updated from the original Exa.TrkX pipeline. The architecture
of this GNN is illustrated in Figure 4.
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Figure 4: Schematic of the GNN architecture, highlighting: (1) hit and edge encodings, (2) iterative message
passing refinement, and (3) subsequent edge and triplet classifications. The node and edge encoders and
networks and the edge and triplet classifiers are DNNs.

Each hit, denoted as l, is encoded from its normalised cylindrical coordinates rl = (rl, θl, zl) through a
3-layer DNN (hit encoder) into a 256-dimensional representation, denoted as h0

l .
For every edge connecting hits i and j, its 256-dimensional encoding e0ij is formed by concatenating the

associated hit encodings h0
i and h0

j , which is then processed through a 3-layer DNN (edge encoder).

During the n-step message passing phase, with n = 6, at each step k ∈ J0, n− 1K, a message vector mk
l

is derived for every hit l. The message vector aggregates encodings from both its preceding (left, qL → l)
and succeeding (right, l → qR) edges. Specifically:

mk
l =

[
max

({
ekqLl

}
l

)
, sum

({
ekqLl

}
l

)
, max

({
eklqR

}
l

)
, sum

({
eklqR

}
l

)]
. (3)

This distinct aggregation for preceding and succeeding planes enhances performance.
After message derivation, the hit encodings hk

l upgrade to hk+1
l using a 3-layer DNN (node network).

This network features a residual connection and ingests the current hit encoding hk
l and the message mk

l .
Similarly, edge encodings ekij are refined using a 6-layer DNN (edge network) with a residual connection,

from the refined hit encodings hk+1
i and hk+1

j alongside the current edge encoding ekij .
After message passing, each edge between hits i and j is scored between 0 (indicative of fakeness) and 1

(indicative of genuineness) by a 3-layer DNN (edge classifier) using the refined hit encodings hn
i and hn

j and
edge encodings enij . Only those surpassing the score threshold, sedge, min, persist in the purified hit graph

Ghit
purified.
All the DNNs have 256 hidden units per layer and use the SiLU activation [8], each followed by a

normalisation layer. The output layers of the classifiers deploy a sigmoid activation.
The GNN training encompasses the triplet classifier, which is detailed further in Section 3.4. In total, it

has approximately two million parameters.
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3.3 Edge Graph Construction

Applying a WCC algorithm directly to the hit graph results in tracks that share common hits being merged.
This is particularly detrimental for positron-electron pairs that share their first hits before diverging, as
detailed in Section 2. This leads to an unsatisfactory electron track-finding performance.

The hit graph, by its construction, only encodes hit-to-hit connections and lacks the capability to disen-
tangle tracks that share hits. Transitioning to connections between the edges themselves offers a solution.
Thus, we introduce the edge graph Gedge, where nodes correspond to the edges from the hit graph, and
connect if their corresponding edges share a common hit.

An edge-edge connection in this graph represents a set of two edges connected by a shared hit C, and is
therefore called triplets [9]. Considering the directionality of these edges (towards increasing plane numbers),
the triplets in the edge graph can be categorised into three types, visually depicted in Figure 5:

• Articulation: Two sequential edgesA → C and C → B, maintaining the order planeA < planeC < planeB .

• Left Elbow: Two edges C → A and C → B emanating from a common left hit C.

• Right Elbow: Two edges A → C and B → C converging at a common right hit C.

For scenarios with tracks sharing a hit S, not all triplets with the common hit C = S will be genuine.
Such ambiguous triplets necessitate classification and potential exclusion, as elaborated in the next section.

A
B

C

(a)

A
B

C

(b)

A
C

B

(c)

Figure 5: Visual representation of the three triplet configurations in the edge graph: (a) the articulation,
(b) the left elbow and (c) the right elbow.

3.4 Triplet Classification

To classify the triplets in the edge graph Gedge, the node and edge encodings from the GNN-based edge
classifier described in Section 3.2 are utilised instead of invoking another GNN inference.

For a triplet defined by hits (C,A,B), where C is the common hit, the encodings of these hits and of
the edges A ↔ C and B ↔ C are input to a deep neural network (DNN), termed the triplet classifier. This
DNN outputs a score between 0 (fake) and 1 (genuine). For left and right elbows, which lack a strict hit
order between A and B, the triplet score is the average of the two scores for both possible orderings. Triplets
are then filtered based on a threshold score striplet, min to exclude the non-genuine ones.

The overall GNN aims at both edge and triplet classification, by minimising the combined loss: L =
Ledges + Ltriplets. During training, edges with scores below 0.5 are discarded prior to triplet construction,
concentrating on challenging triplet cases. Both edge and triplet losses employ the sigmoid focal loss [10] to
address the genuine-fake imbalance. The loss, for a score s ∈ [0, 1] and target t ∈ {0, 1}, is:

Lfocal = −

{
(1− α)sγ log (1− s) for t = 1

α (1− s)
γ
log (s) otherwise

, (4)

where the hyperparameter γ is set to 2 and α is set to the proportions of fake examples (edges or triplets)
in a given graph. The overall edge and triplet loss Ledges and Ltriplets for the given graph are computed as
their respective averages.

5
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3.5 Track Construction

Track construction from the purified edge graphGedge
purified consists of four sequential steps, depicted in Figure 6:

1. Connect left and right elbows. This action eliminates forks (two articulations sharing the same initial
or terminal edge) related to a single particle. The residual forks represent two particles that start by
sharing hits but later diverge.

2. Apply a WCC algorithm on the edge graph, excluding the articulations associated with forks.

3. Label each remaining link (which corresponds to articulations engaged in forks) as a unique track.

4. Convert sets of connected edges into corresponding sets of connected hits, representing the tracks.

The initial two steps discern tracks that might intersect. The third step distinguishes tracks that share
their first hits but later diverge. By presupposing that tracks sharing multiple successive hits diverge solely
once, this method averts sequential iterations within connected components.

1 2

3 4

Figure 6: Illustration of the four phases of track construction from the purified edge graph: (1) Connecting
left and right elbows, (2) applying a WCC while omitting articulations with shared edges, (3) designating
each residual link as a unique track, and (4) substituting edges with hits.

4 Performance

4.1 Definitions and Conventions

The conventions and definitions for track-finding performance in LHCb are outlined in [6]. A track is matched
to a particle when at least 70% of its hits are associated with that particle, forming a set of matching
candidates (track, particle). The metrics used to assess the track-finding performance are presented in
Table 1. The uncertainties associated with track-finding efficiency are determined via the Bayesian method
with a uniform prior [11] and computed using the ROOT software [12].

Within the Velo’s track-finding context, Figure 1 illustrates two primary particle categories:

• Velo-only particles: particles whose tracks are reconstructible in the Velo but not in the SciFi.

• Long particles: particles whose tracks are reconstructible both in the Velo and in the SciFi.

Long track trajectories are bent between the UT and the SciFi due to the magnetic field, which enables
momentum measurements. Consequently, reconstructing these tracks is crucial for LHCb physics analyses.
The aforementioned categories can be further broken down into three sub-categories:

• No electrons: All particles except for electrons.

• Electrons: Only electrons, which are more challenging to reconstruct due to a higher chance of
scattering or photon radiation (bremsstrahlung).

• From strange: Non-electron particles in a decay chain with an s-quark hadron, excluding electrons.
These typically represent tracks originating near the end of the VELO detector, making them harder
to reconstruct.

6
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Metric Definition Formula

Efficiency Proportion of matched particles # matched particles
# particles

Clone rate Proportion of redundant candidates # candidates - # matched particles
# candidates

Ghost rate Proportion of unmatched tracks # unmatched tracks
# tracks

Hit efficiency Average proportion of matched hits per particle
〈

# matched hits
# hits on particle

〉
candidates

Hit purity Average proportion of matched hits per track
〈

# matched hits
# hits on track

〉
candidates

Table 1: Metrics for track-finding performance. Efficiency, clone rate, and ghost rate encompass all events,
while hit efficiency and hit purity are averaged across matching candidates.

4.2 Training datasets

This study utilises LHCb Run 3 simulation minimum-bias samples of p-p collisions, which include overlapping
event effects. “Minimum-bias” indicates that no specific decay is targeted in the simulation. p-p collisions are
generated using PYTHIA [13]. The interaction of the generated particles with the detector, and its response,
are implemented using the Geant4 toolkit [14] as described in [15].

The embedding network and GNN are trained on 700,000 events, adhering to these selection criteria‡:

• The hits of the particle tracks that are not sufficiently linear are removed. This is assessed by fitting a
line to the particle hits and applying an upper limit to the average squared distance between the hits
and the line. This criterion excludes 2.5% of the tracks reconstructible in the Velo.

• A minimum of 500 genuine Velo hits is required, to offset the removal of these non-linear tracks.

• Tracks with fewer than 3 hits are excluded.

These criteria are not imposed on the test samples.

4.3 Parameter Choices

In the graph construction phase, two parameters need to be adjusted: the maximal number of neighbours,
kmax, and the maximal squared distance in the embedding space, d2max. kmax is fixed to 50, but it could be
reduced for quicker inference.

To select an appropriate value for d2max, a natural choice might be the margin of the embedding loss
m = 0.010. To better grasp its impact on track-finding performance, a hit graph is generated for various
d2max values and then purified by excluding fake edges. Subsequently, a purified edge graph is built, where
any fake triplets are discarded. The final tracks emanating from this process provide an upper bound on
track-finding performance as a function of d2max.

Figure 7 demonstrates that increasing d2max augments graph size (and consequently, inference time), yet
can potentially boost performance. Two values are investigated: d2max = 0.010 offers a balance between
size and performance, while d2max = 0.020 elevates efficiency on the challenging long particles from strange
decays.

The GNN classifier is trained for each d2max value. The selection thresholds, sedge, min and striplet, min, used
to filter fake edges and triplets, need to be adjusted. While sedge, min is set to 0.4, it could be fine-tuned to
balance throughput and performance. As for striplet, min, its values are finetuned to ensure a ghost rate below
1% while maximising efficiency for long from strange category. The final thresholds are striplet, min = 0.32
for d2max = 0.010 and striplet, min = 0.36 for d2max = 0.020.

Performance outcomes based on these parameters are discussed in the subsequent section.

‡Adopting more stringent criteria during the graph construction phase (Section 3.1) may reduce the graph’s size without
compromising performance.
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Figure 7: Comparison of optimal track-finding efficiency (a) and hit graph size (b) based on varying d2max,
for 200 events. The optimal efficiency, derived after purifying the hit and edge graph, represent the efficiency
upper limit according to d2max. It is shown for 5 different particle categories. Graph sizes (a) feature error
bars indicating standard deviation across events, showcasing variability instead of uncertainty.

4.4 Comparison between Allen and ETX4VELO

The search by triplet algorithm in Allen [16] is compared with ETX4VELO using 5,000 simulated events without
any selection. Notably, this comparison does not encompass throughput, which is a critical aspect in Allen.

Table 2 illustrates that Allen reconstructs long particles well, especially non-electron ones, with an ef-
ficiency surpassing 99%. However, it shows a slight decrease in efficiency for long electrons and for long
non-electron particles originating from strange decays. In contrast, with d2max = 0.010, ETX4VELO exhibits
superior track quality across all categories, indicated by higher hit efficiency and purity. Furthermore, Ta-
ble 3 demonstrates that the GNN-based pipeline has rate of fake tracks which is over 1% lower than Allen.
In terms of efficiency, ETX4VELO closely matches Allen for the long no electron category, but surpasses it
in long electron reconstruction by more than 1.5%. However, ETX4VELO is slightly behind Allen by 0.2%
for particles from strange decays. When using a larger graph with d2max = 0.020, ETX4VELO’s performance
improves further, outperforming Allen for long particles from strange decays.

Similar observations are made for the performance in Velo-only categories, as presented in Table 4.
Notably, ETX4VELO detects 15% more Velo-only electrons than the traditional Allen algorithm.

The elevated clone rate for electrons, particularly for long electrons, arises from electron-positron pairs
sharing initial hits. The current 70% matching criterion erroneously matches each track to both particles.
Future revisions will refine this criterion for unique track-to-particle matching, thereby better reflecting the
algorithm performance.

Long category Efficiency Clone rate Hit efficiency Hit purity
Allen ETX4VELO Allen ETX4VELO Allen ETX4VELO Allen ETX4VELO

No electrons 99.26 99.28 (99.51) 2.54 0.96 (0.89) 96.46 98.73 (98.90) 99.78 99.94 (99.94)
Electrons 97.11 98.80 (99.22) 4.25 7.42 (7.31) 95.24 96.54 (96.79) 97.11 98.46 (98.46)
From strange 97.69 97.50 (98.06) 2.50 0.92 (0.81) 97.69 98.22 (98.77) 99.34 99.68 (99.68)

Table 2: Track-finding efficiency (in percentages) of the search by triplet algorithm in Allen versus ETX4VELO
for long particles. For ETX4VELO, values for both d2max = 0.010 (first) and d2max = 0.020 (in parentheses) are
presented.

8
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Allen
ETX4VELO

d2max = 0.010 d2max = 0.020

Ghost rate 2.18% 0.76% 0.81%

Table 3: Ghost rate of the search by triplet algorithm in Allen versus ETX4VELO for two choices of d2max.

Velo-only Efficiency Clone rate Hit efficiency Hit purity
category Allen ETX4VELO Allen ETX4VELO Allen ETX4VELO Allen ETX4VELO

No electrons 96.84 97.03 (97.86) 3.84 1.08 (1.02) 93.89 97.93 (98.32) 99.50 99.84 (99.82)
Electrons 67.81 85.10 (86.69) 10.27 5.02 (4.97) 79.21 93.33 (93.88) 97.35 99.07 (98.99)
From strange 93.53 93.07 (96.05) 5.60 1.97 (1.77) 90.05 93.92 (96.05) 99.36 99.67 (99.64)

Table 4: Track-finding efficiency (in percentages) of the search by triplet algorithm in Allen versus ETX4VELO
for Velo-only particles. For ETX4VELO, values for both d2max = 0.010 (first) and d2max = 0.020 (in parentheses)
are presented.

5 Conclusions

This work introduced ETX4VELO, a GNN-based pipeline derived from the foundational Exa.TrkX pipeline as
presented in [5]. ETX4VELO has the ability to reconstruct tracks sharing hits through an novel triplet-based
approach.

When juxtaposed with the default traditional algorithm, ETX4VELO not only matched its efficiency but
in some instances, surpassed it. The GNN pipeline notably excels in two areas: it reduces the ghost rate by
over 1% and delivers significantly improved electron reconstruction results.

As the focus shifts to deployment, the immediate priority is to optimise inference time, to accomodate
the high-rate environment that LHCb operates in. Integration of the GNN-based pipeline into Allen is
in progress, aiming to provide a comprehensive comparison with the default traditional algorithm. This
integration is expected to offer insights that will guide the refinement of various hyperparameters — including
the DNN architecture, embedding dimension, number of layers, hidden units, and beyond.

Simultaneously, efforts are directed towards adapting this pipeline for other LHCb tracking detectors,
starting from the SciFi.

The code for training and testing ETX4VELO is accessible at https://gitlab.cern.ch/gdl4hep/etx4velo/
-/tree/ctd2023.
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