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ABSTRACT
In a virtual reality public speaking training system, it is essential
to control the audience’s nonverbal behavior in order to simulate
different attitudes. The virtual audience’s social attitude is generally
represented by a two-dimensional valence-arousal model describing
the opinion and engagement of virtual characters. In this article,
we argue that the valence-arousal representation is not sufficient to
describe the user’s perception of a virtual character’s social attitude.
We propose a three-dimensional model by dividing the valence
axis into two dimensions representing the epistemic and affective
stance of the virtual character, reflecting the character’s agreement
and emotional reaction. To assess the perception of the virtual
characters’ nonverbal behavior on these two new dimensions, we
conducted a perceptive study in virtual reality with 44 participants
who evaluated 50 animations combining multimodal nonverbal
behavioral signals such as head movements, facial expressions, gaze
direction and body posture. The results of our experiment show
that, in fact, the valence axis should be divided into two axes to take
into account the perception of the virtual character’s epistemic and
affective stance. Furthermore, the results show that one behavioral
signal is predominant for the evaluation of each dimension: head
movements for the epistemic dimension and facial expressions for
the affective dimension. These results provide useful guidelines for
designing the nonverbal behavior of a virtual audience for social
attitudes’ simulation.

CCS CONCEPTS
• Human-centered computing→ Virtual reality.
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1 INTRODUCTION
Nowadays, public speaking is a primordial social skill. It appears in
different context in our daily life both professionally and personally
[23]. Whether at a job interview, looking for an internship or giving
an oral presentation to a medium or large audience, speakers need
to follow certain rules to make a good presentation [1], but they also
have to adapt to the audience’s behavior in order to maintain their
attention and interest [8, 26, 27]. These competencies are not innate.
We are not naturally good speakers and confident during a speech.
This exercise requires a lot of preparation and training. However,
we have relatively few tools for rehearsing public speaking in a
context close to reality [11].

For some years now, Virtual Reality (VR) has emerged as a key
tool for social skills training, and more particularly for public speak-
ing training [6, 17, 18, 23, 31]. These tools are public speaking sim-
ulators. They integrate virtual environments, inspired by real-life
situations (classroom, conference room), and are composed of vir-
tual characters who play the role of spectators [5, 16]. This kind of
tool is also widely used in therapy, particularly to treat glossopho-
bia, which refers to a strong fear of public speaking. In this case,
participants had to give several speeches successively in order to
reduce anxiety via repeated, controlled exposure to the task as part
of the Virtual Reality Exposure Therapy (VRET) [12, 33].

In virtual reality public speaking training system, the virtual
audience is particularly important. The behavioral believability of
the virtual audience is a key factor for the training [10]. Indeed,
the virtual audience behavior may convey different social attitudes,
such as interest or boredom [16], through their behavior (e.g. fa-
cial expressions, head movements, posture and gaze direction) and
these simulated social attitudes have a strong impact on the user’s
perceived difficulty in speaking in public [28, 30]. Understanding
how the social attitudes are perceived according to the virtual audi-
ence’s behavior is therefore of key importance for the design of VR
public speaking training system. Today, we use the valence-arousal
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model to characterize the nonverbal behavior of a virtual charac-
ter in terms of opinion (positive, neutral or negative valence) and
engagement (low, neutral or high arousal) [5]. The social attitudes
of a virtual character are therefore obtained from a combination
of valence and arousal values [16]. However, in this work, we hy-
pothesize that this model is not sufficient and can be improved
to describe the user’s perception of the social attitude of a virtual
character.

In this article, our objective is to investigate how the virtual
audience is perceived in terms of social attitudes by varying its
nonverbal behavior. To go beyond the state of the art, we examine
the perception of combinations of nonverbal behavioral signals, ex-
ploring new dimensions, such as the epistemic and affective stance,
which could correspond to a subdivision of the valence dimension
in the well-known valence-arousal model. For this purpose, we
conducted a VR experiment in which 44 participants were asked to
rate 12 statements using a 7-point Likert scale for 50 animations
corresponding to different combinations of head movements, facial
expressions, gaze direction and posture (arm and torso position).

This paper is organized as follows. In the next section, we present
the work related to behavioral models of the virtual audience and
the perception of the audience’s nonverbal behaviors. In Section
3, we detail the experimental protocol and the materials used in
our study. We present the results of the experiment Section 4 and
discuss them Section 5. We conclude Section 6.

2 RELATEDWORKS
2.1 Virtual Audience Behavioral Model
In VR public speaking training system domain, some researchers
have investigated which behaviors are used to express different
social attitudes [5, 13, 16, 21]. It is particularly important to know
how these behaviors are perceived because they can have a strong
impact on the user experience. For instance, an audience conveying
a negative attitude, such as yawning, turning the head, leaning
back and avoiding eye contact generates greater anxiety in the
speaker than a positive virtual audience [28]. On the contrary, a
virtual audience providing positive feedbacks through the virtual
characters’ nonverbal behavior induces more positive emotions and
allows speakers to feel more comfortable during their presentation
than in front of a negative virtual audience [30].

Several research works have investigated the relation between
the audience’s behaviors and the perceived attitudes. A seminal
work has been conducted by Kang et al.[21]. They have recorded
the behavior of real audiences in order to identify the associated
perceived social attitude, such as boredom. Their study enabled
them to highlight two dimensions that characterize a social attitude
for a virtual audience: the valence and the arousal. The notion of
valence refers to the audience’s opinion, i.e. the positive or negative
feelings they have about the speaker or the presentation [5]. The
notion of arousal refers to the virtual characters’ engagement in
the presentation [16]. This representation has subsequently been
used many times to model the nonverbal behavior of a virtual
audience. Two major studies [5, 16] have shown that nonverbal
signals, such as head movements, facial expressions, gaze direction
and posture, can be associated to the perception of valence (negative,
neutral, positive) and arousal (low, medium, high) [5], and that

an attitude can be represented precisely by a combination of the
valence-arousal pair [15]. More recently, Etienne et al. [13] have
identified precisely the combinations of nonverbal signals that
should be used by a virtual character to convey a positive valence
with a high level of arousal, or a negative valence with a neutral
level of arousal.

Although the valence-arousal model seems to have made a place
in the field of simulating the virtual audience’s social attitude, it
has certain limitations. Indeed, the valence dimension only focuses
on the affective reaction to the speaker or the presentation, without
taking into account the audience’s agreement concerning what
the speaker is saying. To consider these two aspects, the valence
dimension should be divided into two sub-dimensions to represent
both the affective reaction of the virtual audience and its agreement
with the presentation. In the scientific literature on the face-to-face
communication, researchers such as Chindamo et al. [4], distin-
guish between two types of stance: epistemic and affective. The
epistemic stance corresponds to the degree of certainty expressed
by the speaker regarding his/her speech, while the affective stance
concerns the emotional state expressed by the interlocutor in re-
sponse to his/her statement [4]. The same principle could therefore
be used in the context of virtual audience to display its agreement
and emotional state. In our case, the epistemic stance could be seen
as the judgement or evaluation of the speaker’s statement, which
would itself be independent of the emotional reaction expressed by
the interlocutor. It is possible, for example, to imagine a member of
the audience disagreeing with the content of the presentation with-
out necessarily expressing negative emotion. As described in the
next section, the social attitude of the virtual audience is conveyed
by a specific combination of nonverbal signals expressed by each
virtual character.

2.2 Perception of Audience’s Nonverbal
Behavior

Some research concerning VR audiences has studied the perception
of nonverbal behavior (facial expressions, head movements, gaze
behavior, gestures and postures) in general, and some has focused
more specifically on their perception in terms of opinion of the
speaker and engagement in the presentation [5, 13, 16]. There is
a consensus for certain signals, such as head movements, but we
sometimes observe discrepancies, particularly regarding posture.
In the following, we describe in greater detail the various research
results concerning the perception of the nonverbal behavior of a
virtual audience.

2.2.1 Head movements. According Chollet et al.[5], the head
movements are the most important signal to convey the audience
valence and this information has been repeated and confirmed
by other researchers [13, 16]. More precisely, a head nod conveys
the positive valence of a virtual character in terms of opinion,
whereas a head shake expresses a negative valence. In the literature,
we also note that tilting the head is associated with a negative
epistemic stance, showing the speaker’s uncertainty [14]. In human-
human interactions, it has also led to negative evaluations of several
personality traits of a person, such as happiness [25]. In VR, head
tilt is also associated with negative valence [13].
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2.2.2 Facial expressions. Facial expressions are a strong signal
for conveying audience valence [5]. Like the head nod, the smile
is also associated with a positive valence. By contrast, frown, like
head shake, is associated to a negative valence. In general, raised
eyebrows reflect doubt and uncertainty [3], although this has not
been verified in other major studies [5, 16].

2.2.3 Postures andGestures. The posture characterizes the torso
posture and the arms position.

Concerning the perception of the arms position, things are not
clear-cut. It seems that arm-crossing is a behavior considered to
be anti-social [34]. It’s a sign of disagreement, dominance and dis-
interest from the audience [9, 26, 32]. In the study conducted by
Chollet et al. [5], the authors associate this arm position with a
closed posture and report that the posture contributes significantly
to the valence assessment. However, this result is not confirmed by
the study led by Glemarec et al. [16]. Closed gestures can be defined
as gestures in which the hands are closely positioned. Conversely,
open gestures are defined by hands far away from each other [35].
Similarly, other authors indicate that clasped or clenched hands
also represent a closed posture [7]. Although the notion of open
posture appears vague, all agree that crossed arms correspond to a
closed posture and are a sign of disengagement [5, 35].

To go beyond the state of the art presented above, in the work
presented in this paper, we aim at exploring two research questions:
(1) On the one hand, we investigate the two-dimensional representa-
tion of audience’s social attitudes.We argue that the valence-arousal
representation is not sufficient to describe the different social atti-
tudes of an audience perceived by the users. In our work, we break
down the valence dimension into two sub-dimensions representing
the epistemic and affective stances to distinguish the perception
of the agreement and of the emotions expressed by virtual charac-
ters. (2) On the other hand, we explore the perception of a virtual
character’s behavior along these different dimensions. Based on the
literature, we argue that the perception of the social dimensions
is based on behavioral signals specific to each dimension. In other
words, we can associate each dimension with a specific behavioral
signal (e.g. facial expressions, head movements) that will be used
by the user to infer the virtual audience’s social attitude. Finally,
we formulate these following hypotheses:

H1- Representation of the virtual audience’s social attitude.
The valence dimension can be subdivided into an emotional
dimension called affective stance and an agreement dimen-
sion called epistemic stance.

H2- Behavioral signals conveying social dimensions. For each
dimension, based on the research presented above, we hy-
pothesize that one behavioral signal is predominant in the
perception of social attitude:
H2.1- Head Movements. The head movements are the
most influential signal for the perception of the virtual
audience’s epistemic stance.
H2.2- Facial Expressions. The facial expressions are the
most influential signal for the perception of the virtual
audience’s affective stance.

3 THE EXPERIMENT
In order to investigate the perception of virtual audience behavior,
we have conducted a perceptive study in VR in which we asked
participants to evaluate the affective and epistemic dimensions of
different combinations of nonverbal behavioral signals expressed
by a virtual character in a conference room. Our aim was to verify
that both the affective and the epistemic dimensions are perceived
through the behavior by the users (H1) and that the perception of
these dimensions are conveyed by specific behavior signals (H2).

3.1 Virtual Environment and Virtual
Character’s Nonverbal Behavior

Based on the literature [5, 13], we consider 5modalities (head move-
ments, facial expressions, arms positions, torso positions and gaze
directions) and 16 signals (e.g. nod, smile) for all these modalities
described below. For each of these modalities, we indicate the ab-
breviation used in Figures 3 and 2:

■ Head Movements: Nod (Nod), Shake (Sha), Tilt (Til), No
Movement (NoM)

■ Facial Expressions: Smile (Smi), Frown (Fro), Doubt (Dou),
No Expression (NoE)

■ Arms Position: Fist under the Chin (Chi), Arms Crossed
(Cro), Hands on Thigh (Thi)

■ Torso Position: Forward (For), Backward (Bac), Straight (Str)
■ Gaze Direction: Look at the Speaker (look), Look Away from

the Speaker (away)

From these signals, considering all the possible combinations, we
have created a library of 50 animations using the motion capture
technology. Each animation corresponds to a combination of several
signals, one for each modality 1. We have excluded some combina-
tions not possible physiologically (e.g. the fist under the chin with
the torso back) and that are not relevant in our context (e.g. the
smile with the head shake). Therefore, an animation corresponds,
for example, to the following combination: head tilted, torso back,
arms crossed, no facial expression and looking towards the speaker.
An animation is made up of movements (e.g. nodding, shaking the
head and looking away) and positions (e.g. tilting, arms crossing,
looking towards the speaker etc.). Each animation starts from a
neutral position and leads to the target animation in 5 seconds2.
For example, the virtual character is seated, torso straight, hands
on thighs, without head movement or facial expression. It then
moves to the final position (e.g. torso back and arms crossed) and
performs a head movement if required. To control the viewing time
of each animation, we added a user interface (UI) at the end of the
animation. This UI was placed on top of the virtual character and
allowed participants to choose to replay or to assess the animation.
In this study, we first considered a female virtual character aged
around 30, and constructed using the Character Creator 4 software
(Figure 1). Note that gender and the number of virtual characters

1Examples of combinations of nonverbal behavioral signals used for some animations:
https://www.youtube.com/playlist?list=PL-2K8UX43M1eeZnJJQxzuzCCXSTaY60iA
2The duration of the animations corresponds to the duration of the behavior recorded
during motion capture.

https://www.youtube.com/playlist?list=PL-2K8UX43M1eeZnJJQxzuzCCXSTaY60iA
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can have an impact on the perception of the character’s social atti-
tude and that the impact of these variables will therefore have to
be investigated in more detail in future work [5, 30].

Figure 1: Screenshot of the final position of an animation
showing the female virtual character displaying an head
tilted, fist under chin, torso leaning forward, no facial expres-
sion and a gaze facing the speaker (Til_For_Chi_NoE_look
(23)).

3.2 Measures
In order to evaluate the perception of the virtual character’s be-
havior, we asked the users to indicate her/his opinion on different
items using a Likert scale of 7 points (from strongly disagree to
strongly agree). In a first block, the participants evaluated if the
virtual character expressed agreement, disagreement or doubt (e.g.
"The virtual character agrees with what is said during the presenta-
tion."). In a second block, we asked participants if they perceived the
virtual character as happy, unhappy and expressing emotions (e.g.
"The virtual character is happy."). To evaluate the believability of
the behavior, we asked the participants if the behavior was realistic
and credible (e.g. "The virtual character’s behavior is believable.").

3.3 Procedure
In this study, we used a within subjects design. Forty-four unpaid
participants, including 20 women, 22 men and 1 non-binary person
(34.75±12.27 years) recruited at the University of Aix-Marseille and
on social networks, took part in our experiment. We excluded the
results of 5 participants due to an interruption in the experiment
because of a cable disconnection. We therefore analyzed the results
of 39 participants regarding their perception of the 50 animations
of the virtual character (Section 3.1).

Firstly, participants were invited to the laboratory and received
global information concerning the experiment. We asked partici-
pants to sit down and wear the Meta Quest Pro headset. They then
fill in a demographic questionnaire, take note of the instructions for
the experiment and provide informed consent in VR. After an oral
verification of their comprehension, they started the experiment
with 3 animations in a familiarization step. These animations were
always the same across participants. Next, participants were started

the perceptive study with the 50 animations, with a break at the
midway. Each animation lasted 5 seconds. After each animation,
the participants had the choice of replaying the animation or mov-
ing on to the evaluation of a first block of statements (epistemic
stance). If they clicked on continue, we showed them the second
block of statements (affective stance and realism). Finally, after
the second validation, they accessed a new animation, and we re-
peated the same process. At the midway, participants had to remove
the headset for several minutes, and putted on again to continue
the experiment. Note that, we counterbalanced the animation and
statements order in each block.

4 RESULTS
In our experiment, we measured the user’s perception by consid-
ering 8 items, including 3 items for the epistemic stance, 3 for the
affective stance and 2 to assess the realism of the animations (Sec-
tion 3.2). The consistency of the scores has been verified by check-
ing the coherency in the scores of opposite items (agree/disagree,
happy/unhappy). Based on Spearman’s correlations, we combined
the agreement and disagreement items (Spearman’s 𝜌 = −0.60,
𝑝-value < 0.001) corresponding to the epistemic stance and the
happy and unhappy items (Spearman’s 𝜌 = −0.40, 𝑝-value < 0.001)
corresponding to the affective stance 3. The epistemic score is the
subtraction of the agreement and disagreement scores, and the
affective score the subtraction of the happy and unhappy scores.
The two scores range from -6 to 6 and correspond to the dependent
variables in our study. Thus, the higher the epistemic score, the
more the virtual character is perceived to agree and the higher
the affective score, the more the virtual character is perceived as
happy. We also computed a believability score ranging from 1 to
7, corresponding to the average of the realistic and credible items
(Spearman’s 𝜌 = 0.84, 𝑝-value < 0.001). Note that, on average, the
animations were perceived as believable (𝑀 = 5.45 ± 1.31).

4.1 Representation of the Virtual Audience’s
Social Attitude

To answer the first hypothesis (H1), we consider the animation
identifier as the independent variable and the epistemic and affec-
tive scores as the dependent variables. According to the results of
the Shapiro-Wilk test, the distribution of scores differs significantly
from normality. We therefore applied the Friedman ANOVA test, a
non-parametric test, to study the effect of the independent variable
on the dependent variables. The analysis shows an effect of the
animations on the epistemic score (X2 (49) = 1477; p < 0.001) and
on the affective score (X2 (49) = 1410; p < 0.001). Figure 3 and 2
below illustrate the distributions of the scores for each animation.
In these figures, we computed three clusters for the two stances,
each cluster being illustrated in different colors on the figures. To
construct the clusters, we computed the significant differences be-
tween the animations using a Nemenyi post-hoc test. Each resulting
cluster contains animations that are all significantly different for
the animations of the other clusters. For instance, all the anima-
tions of the cluster in red in the figures are significantly different

3Due to the lack of correlation between doubt and agreement and between emotion
and happiness, these two dimensions were not taken into account when calculating
the epistemic and affective stance score.
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Figure 2: Boxplot of Affective Stance Scores by Animation.

Figure 3: Boxplot of Epistemic Stance Scores by Animation.
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Epistemic Stance Affective Stance
Animations Md IQR Label Md IQR Label

Sha_For_Thi_NoE_look (29) -4 2.0 D 0 2.0 N
Sha_Bac_Thi_NoE_look (31) -4 2.0 D 0 2.0 N
Sha_Bac_Cro_NoE_look (33) -4 3.0 D -1 3.0 N
Sha_For_Thi_Fro_look (34) -6 2.0 D -5 2.0 U
Sha_Str_Thi_Fro_look (35) -6 2.0 D -5 2.5 U
Sha_Str_Cro_Fro_look (37) -6 1.5 D -5 2.0 U
Sha_Bac_Cro_Fro_look (38) -6 2.0 D -6 2.0 U

Table 1: Level of affective stance for a given epistemic stance.
The seven animations are rated disagree (D) for the epistemic
stance, three are rated neutral (N) and four are rated unhappy
(U) for the affective stance.

from each animation of the clusters in green and gray. Similarly,
all animations in the green cluster are significantly different from
each animation in the gray cluster. Thus, for the epistemic score,
the green cluster gathers animations in which the virtual character
is perceived as agreeing with the speaker (M = 4.21, SD = 1.95).
The gray cluster groups animations in which the virtual character
is perceived as neither agreeing nor disagreeing (M = 0.09, SD =
1.43) and, the red cluster contains animations in which the virtual
character is perceived as disagreeing (M = -4.25, SD = 2.10). For the
affective stance, we also identified a green cluster for animations
judged to convey happiness (M = 4.06, SD = 1.62), a gray cluster for
animations judged as being neutral (M = -0.02, SD = 1.61) and a red
cluster for animations perceived as unhappy (M = -4.41, SD = 1.83).

To confirm our first hypothesis, we have to verify that in one
of epistemic stance clusters, we have animations belonging to dif-
ferent clusters of affective stance, or, on the contrary, in one of
affective stance clusters, we have animations belonging to different
clusters of epistemic stances. We first considered the animations
of the clusters of the epistemic stance and investigated whether
these animations were perceived significantly differently regarding
the affective stance. The results show significant differences (Table
1). Indeed, among the animations perceived as conveying disagree-
ment on the epistemic dimension (red cluster, Figure 3) some are
perceived as neutral (animations 29, 31 and 33) and others as un-
happy (animations 34, 35, 37 and 38) on the affective dimension.
No other significant differences were found. Note that we found
six animations between the red cluster and the gray cluster that
are not significantly different from these clusters, but are different
from the green cluster. We checked the doubt score for the six non-
significant animations with head tilt, and found an average score
of 5.60 out of 7. We can therefore assume that these animations
with head tilt and expression of doubt correspond to animations
where the virtual character is perceived as doubtful by the partici-
pants. Secondly, we consider the animations of the affective stance
clusters and investigated whether these animations were perceived
significantly differently regarding the epistemic score. Coherently,
the results reveal significant differences (Table 2). Finally, according
to the combination of nonverbal behavioral signals, participants
perceived different epistemic stances for the same affective stance
and different affective stances for the same epistemic one. This
confirms our first hypothesis (H1).

Affective Stance Epistemic Stance
Animations Md IQR Label Md IQR Label

Sha_For_Thi_NoE_look (29) 0 2.0 N -4 4.0 D
Til_For_Chi_Dou_look (11) 0 1.0 N 0 2.0 N
NoM_For_Chi_NoE_look (17) 0 2.0 N 0 1.0 N
NoM_For_Thi_NoE_look (18) 0 1.5 N 0 1.5 N
NoM_Str_Thi_NoE_look (19) 0 0.0 N 0 0.0 N
NoM_Bac_Thi_NoE_look (20) 0 0.0 N 0 0.0 N
NoM_Str_Cro_NoE_look (21) 0 0.5 N 0 0.0 N
NoM_Bac_Cro_NoE_look (22) 0 0.0 N 0 0.0 N
Til_For_Thi_NoE_look (24) 0 1.5 N 0 1.5 N
Til_Str_Thi_NoE_look (25) 0 0.5 N 0 1.0 N
Til_Bac_Thi_NoE_look (26) 0 0.0 N 0 0.0 N
Til_Str_Cro_NoE_look (27) 0 1.0 N 0 0.5 N
Til_Bac_Cro_NoE_look (28) 0 0.0 N 0 0.0 N
NoM_For_Chi_NoE_away (39) 0 0.0 N 0 0.0 N
NoM_For_Thi_NoE_away (40) 0 1.0 N 0 0.5 N
NoM_Str_Thi_NoE_away (41) 0 0.5 N 0 0.0 N
NoM_Bac_Thi_NoE_away (42) 0 0.0 N 0 0.0 N
NoM_Str_Cro_NoE_away (43) 0 0.0 N 0 0.0 N
NoM_Bac_Cro_NoE_away (44) 0 0.0 N 0 0.0 N

Table 2: Level of epistemic stance for a given affective stance.
All animations are rated as neutral (N) for the affective stance,
one is rated as disagreeing (D) and eighteen are rated as nei-
ther agreeing nor disagreeing (N) for the epistemic stance.

4.2 Behavioral Signals Conveying Social
Dimensions

To investigate our second hypothesis (H2), we explore the influence
of behavioral signals in the perception of social attitudes. Contrary
to the analysis presented in the previous section, in this case, the
independent variables are not the animations themselves but the
behavioral signals that compose them. Given that all the combi-
nations of behavioral signals are not physiologically possible in
terms of experimental design, the plan is incomplete. Note that
we excluded the "gaze direction" variable for this analysis because
the participants reported that they did not perceive any gaze de-
viation as we expected. They reported that the character seemed
to be looking at the slides behind him. Consequently, to explore
the second hypothesis (H2), we used a Bayesian approach. Unlike
the frequentist method, this method makes it possible to confirm
one hypothesis rather than another thanks to the strength of the
evidence [19], measured via the Bayes factor. The Bayes factor
(𝐵𝐹10), corresponds to the ratio between the likelihood of the data
observed under the alternative hypothesis and the likelihood of the
data observed under the null hypothesis [2]. Some authors have
tried to quantify the strength of the evidence in order to conclude
based on the result of the previous ratio, thanks to different scales
[2, 20, 22]. In our study, we chose 𝐵𝐹 > 10 as the threshold based
on another study that used data similar to ours [29]. We also used
the Natural logarithm ln(𝐵𝐹10) to report the results of 𝐵𝐹10 when
it is greater than 100 [24].

In order to test the two sub-hypotheses (H2-1 and H2-2), we
computed two Bayesianmodels for each stance score, and presented
the results concerning our hypotheses in Tables 3 and 4. To test the
first sub-hypothesis H2-1, we compared the null model (without
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predictors) with the simple model predicting epistemic score using
all the modalities (head movements, torso position, arms position
and facial expressions). The Bayesian analysis confirms the effects of
the simple head movement (model 3.2) and facial expression (model
3.3) models, as shown in the Table 3 with a 𝐵𝐹 largely superior to
the threshold defined above. This approach also allows comparing
two models with each other. This means that we can compare
the influence of head movements and facial expressions on the
perception of epistemic stance. The results show that the ratio of 𝐵𝐹
between headmovements (model 3.2, Table 3) and facial expressions
(model 3.3, Table 3) is superior to our threshold (ln(𝐵𝐹10) = 232.02),
showing that head movements predominate over facial expressions
and over the other signals. Thus, the head movements are the first
and most important signals for assessing the epistemic stance. We
also found that facial expressions predominate over the other signals,
and therefore represent the second most important signal. The other
simple models did not show sufficient evidence against the null
model. We can therefore affirm that the torso position and the arm
position have no impact on the assessment of the epistemic score.

To test the second sub-hypothesis (H2-2), using the same method
as described above, we compared the null model with the simple
model predicting the affective score. The results reported in Table 4
show the effects of the simple facial expressions (model 4.2, Table 4)
and head movements (model 4.3, Table 4) models on the perception
of the affective stance. By comparing the two models with each
other, the results show that facial expressions predominate over
the head movements (ln(𝐵𝐹10) = 502.86) and over the other signals.
We also found that the head movements predominate over the other
signals. These results show that the facial expression signal is the first
and most important signal for assessing affective stance, followed by
head movements. The other simple models also failed to provide
sufficient evidence against the null model. We can therefore affirm
that the torso position and the arm position have no impact on the
assessment of the affective score.

Finally, the head movements and the facial expressions are the
most important signals in the perception of the affective and epis-
temic stances. For the two scores, we then analyzed the effects of
the interaction between these two signals on the stances’ percep-
tion. We also aimed at identifying the best model for explaining
the evaluation of each stance. This corresponds to the model with
the best 𝐵𝐹 which is significantly superior to the 𝐵𝐹 of the other
models and which has the lowest number of signals in the model
for an equivalent 𝐵𝐹 .

For this purpose, first, we compared the effect of the models
without (model 3.4) and with the interaction (model 3.5) of the two
signals (head movements and facial expressions). For the epistemic
stance, the 𝐵𝐹 ratio between these two models, ln(𝐵𝐹10) = 75.00,
is in favor of the interaction model (model 3.5). Based on the scale
defined by Jeffreys [20], the results provide strong evidence that the
model with the interaction (model 3.5) is better than the onewithout
the interaction (model 3.4). Therefore, we can confirm that there is
an interaction between head movements and facial expressions in
the perception of the epistemic stance. Among the possible models,
the best model is the model combining head movements, arms
position, facial expressions and the interaction of head movements
and facial expressions (model 3.5 + arms position) with 𝐵𝐹10 =

1.63× 10552. However, this model is not better than the same model

Models P(M) P(M|data) log(𝐵𝐹𝑀 ) log(𝐵𝐹10) 𝐵𝐹10 error %
(3.1) Null model (incl. ID) 0.01 0.00 -1266.98 0.00 1.00
(3.2) H. 0.01 1.16 ×10−167 -379.27 887.71 3.39 ×10385 0.76
(3.3) Exp. 0.01 2.01 ×10−268 -611.28 655.70 5.81 ×10284 0.72
(3.4) H. + Exp. 0.01 2.91 ×10−34 -72.11 1194.87 8.56 ×10518 0.92
(3.5) H. + Exp. + H. * Exp. 0.01 1.10 2.96 1269.83 3.20 ×10551 2.19

Table 3: Epistemic stance prediction using Bayes factor
ANOVA: The table reports the results for the simple models
of head movements (H.), facial expressions (Exp.), their asso-
ciation (+) and their interaction (*).

Models P(M) P(M|data) log(𝐵𝐹𝑀 ) log(𝐵𝐹10) 𝐵𝐹10 error %
(4.1) Null model (incl. ID) 0.01 0.00 -1266.98 0.00 1.00
(4.2) Exp. 0.01 5.77 ×10−76 -168.13 1027.82 2.41 ×10446 0.59
(4.3) H. 0.01 2.41 ×10−294 -670.97 524.99 9.80 ×10227 1.13
(4.4) H. + Exp. 0.01 4.13 ×10−14 -25.71 1170.25 1.80 ×10508 1.10
(4.5) H. + Exp. + H. * Exp. 0.01 2.62 ×10−4 -3.13 1192.82 1.24 ×10518 7.93

Table 4: Affective stance prediction using Bayes factor
ANOVA: The table reports the results for the simple models
of head movements (H.), facial expressions (Exp.), their asso-
ciation (+) and their interaction (*).

without the arm positions (model 3.5) with 𝐵𝐹10 = 3.20 × 10551
because when we compare these two models, we obtain 𝐵𝐹10 = 5.11
in favor of the more complex model which is inferior to the fixed
threshold. We can confirm that the model 3.5 is the best model to
assess the epistemic stance score.

Concerning the affective stance, we applied the same methods.
We compared the effect of the model without interaction (model 4.4,
Table 4) and with interaction (model 4.5, Table 4) on the affective
score. In this case, we found a Bayes factor of ln(𝐵𝐹10) = 22.66
in favor of the interaction model (model 4.5). We can confirm the
presence of an interaction between the facial expressions and the
head movements to assess the affective stance. Among the possible
models, the best model to assess the affective score is the model
combining head movement, torso position, facial expressions and
the interaction between head movements and facial expressions
(model 4.5 + torso position, Table 4). However, this model is not
significantly different from the model with arms position (model
4.5 + arm position) which is the second-best model with a Bayes
factor of 𝐵𝐹10 = 8.38 × 10520 and the best model with the fewest
signals.

Finally, the results of our experiment confirm our first hypothe-
sis (H1): based on the combination of nonverbal behavioral signals,
participants perceived different epistemic stances for the same af-
fective stance and different affective stances for the same epistemic
stance. Moreover, each stance is assessed mainly based on specific
nonverbal signal, this confirms our second hypothesis (H2). The
head movements are mainly involved in assessing the epistemic
dimension, and the facial expressions in assessing the affective
dimension.

5 DISCUSSION
In this work, we question the valence-arousal model used in the
literature [5, 13, 16, 21] to simulate the social attitudes of a virtual
audience. The valence dimension covers two different virtual au-
dience’s stance dimensions that should be considered separately.
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Consequently, we propose to subdivide the valence dimension into
2 sub-dimensions characterizing, on the one hand, the epistemic
stance (i.e. the virtual character’s agreement with the speaker’s
presentation), and, on the other hand, the affective stance (i.e. the
emotions expressed in reaction to the speaker’s presentation). To
demonstrate the relevancy of this bi-dimensional representation
of the valence, in this article, we have presented a user percep-
tive study of virtual character animations considering these two
dimensions.
Epistemic Stance. The results of the study confirm our first hy-
pothesis (H1). Indeed, the virtual character is perceived as agreeing,
neither agreeing nor disagreeing or disagreeing depending on the
combination of displayed nonverbal behavioral signals, and for the
animations judged to convey disagreement, participants perceived
different affective stances. Among the animations in which the char-
acter was perceived as disagreeing, participants perceived a neutral
emotion when the character had no facial expression and a negative
emotion (unhappiness) when the character frowned and had a sad
mouth. Therefore, the nonverbal behaviors may convey a specific
epistemic stance but different affective stances. This provides some
evidence in favor of a subdivision of the valence dimension into
two sub-dimensions: the epistemic stance and the affective stance
dimension.

The results confirm, moreover, our second hypothesis (H2). In-
deed, to assess the epistemic stance, participants mainly used the
head movements (H2.1). The head shake signals in the animations
were all rated negatively for agreement, indicating, as in the litera-
ture, that the head shake is a cue showing the negative opinion of
a virtual character [5, 13, 16]. The head nodding in the animations
were positively evaluated for agreement, which indicates, as in the
literature, that head nodding is a cue showing the positive opinion
of a virtual character [5, 13, 16]. Regarding head tilt, we did not find
any animation with a head tilt that was significantly different from
the others. However, it appears that these animations were slightly
negatively rated, but less so than the animations rating as disagree-
ment. This is consistent with the literature indicating that head tilt
is a negative epistemic stance showing speaker uncertainty [14]
and is associated with a negative valence [13]. We also note that
the animations rated neither agree nor disagree correspond mainly
to animations with a virtual character without head movements.
Affective Stance. The results concerning the affective stance con-
firm the first hypothesis (H1). The virtual character has been per-
ceived with different affective stances depending on its nonverbal
behavior. Some animations represent a happy virtual character,
others a neutral or unhappy virtual character. In addition, for ani-
mations judged to be neutral, we also observed different epistemic
stances. Among the animations judged as neutral on the affective
dimension, we found that eighteen animations showed a character
who neither agreed nor disagreed, with no head movement or with
a head tilt, and one animation showed a character who disagreed
with a head shake. This finding contributes to confirm our first
hypothesis. For the same affective stance, a virtual character may
convey different epistemic stances.

The results moreover confirm the second sub-hypothesis (H2.2).
Indeed, the participants mainly used the facial expressions to assess
the affective stance. The frown signals in the animations are all rated
negatively for unhappiness, indicating, as in the literature, that the

frown is a cue showing the negative emotion of a virtual character
[5, 13, 16]. The smile signals in animations is all rated positively
for happiness, indicating, as in the literature, that the smile is a
strong cue of a positive emotion [5, 13, 16]. All the animations
with an expression of doubt belong to the gray cluster and are
judged to be neutral compared to the other animations, judged
to be happy and unhappy. This is consistent with the results of
Etienne et al. [13] showing that raised eyebrows, which are close to
a doubt expression, reflect doubt. Moreover, doubt can be viewed
as a kind of neutral emotion. The rest of the animations judged as
neutral correspond to animations in which the virtual character
has no specific facial expression. If we were unable to associate the
head tilt with the label neither agree nor disagree, we examined
whether participants perceived this as doubt, and it was. This might
suggest that doubt is not really a neutral state between ’agree’ and
’disagree’. A head tilt could have a negative connotation, but not as
much as a head shake. However, the facial expression of doubt is
closer to neutral emotion than to frowning and smiling.

Among the results of this study, we also showed the absence of
influence of arm and torso position on the perception of epistemic
and affective stances. Indeed, the most important nonverbal behav-
ioral signals for judging the agreement and emotions expressed by
the virtual character are head movements and facial expressions.

6 CONCLUSION
In this article, through a user perceptive study, we aimed to show
that the valence dimension of the valence-arousal model should be
divided into two sub-dimensions to describe the nonverbal behavior
of the characters conveying social attitudes to a virtual audience.
The results of our experiment show that the valence dimension can
be subdivided into an emotional dimension reflecting the affective
stance and an agreement dimension corresponding to the epistemic
stance. Indeed, a virtual character can convey a combination of
different affective and epistemic stance through its nonverbal be-
havior. Moreover, a particular behavioral signal is associated to
each dimension. To assess the epistemic stance, the main signal
used by the users is the head movements, while to assess the af-
fective stance, the main signal is the facial expressions. We also
found that doubt cannot be considered as a neutral state between
agreement and disagreement because it seems to be assessed as
slightly negative.

The subdivision of the valence into the two proposed dimensions
could allow creating more than the six social attitude identify in the
literature if we consider the combination of the level of engagement
(engage or disengage), the epistemic stance (agree, neither agree
nor disagree and disagree) and the affective stance (happy, neutral
and unhappy). In a next step, we plan to study the social attitudes
resulting from this three-dimensional model.

This study presents certain limitations. We studied the percep-
tion of the nonverbal behaviors of a single female virtual character.
Appearance, and more specifically the gender of the virtual charac-
ter, may influence the user’s perception [30], indicating the need
to confirm these results by studying this variable. Furthermore,
given that the perception of an audience is not the average per-
ception of each virtual character [5], a perceptive study with an
entire audience should be conducted. Last but not least, in our study,
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participants were not involved in a public speaking task. However,
the user’s engagement as a speaker could also influence his or her
perception of the virtual audience’s epistemic and affective stances.
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