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ARTIFICIAL INTELLIGENCE – 

A NEW ERA IN ARCHAEOLOGY 

Resource 

Assemblage

“Machine Learning Arrives in Archaeology”, S. Bickler, 2021, 

Advance in Archaeological Practice

Archaeological papers related to machine learning (Bellat, et al, submitted)
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Automatic Structures Detection or 

Geographic Object-Based Image 

Analysis (e.g. GEOBIA)
Combination of morphometric and 

spectroscopic parameters from Remote Sensing

Output Layer

(From Berganzo-Besga et al. 2021)Hidden layers Input layers 
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TIMELINE OF INNOVATIONS

Beginning of automatic 

structures detection

ALS or LiDAR 

2006 2012 2018

Deep learning models

2016

Mask R-CNN

2020

Review

Ground penetrating 

radar (GPR)

2019
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What are the homogeneities of practices among  the automatic 
archaeological structures detection community?
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WHICH METHODS ARE USED?

Methods Number of uses 

Artificial Neural Network 29

Ensemble Learning* 9

Unsupervised Learning and Clustering 3

Linear Classifier 2

Bayesian Classifier 1

Nearest Neighbour Classifier 1

* including Random Forest which is 

regarded as decision trees and rule 

induction models

Total of papers screened = 1460

Total of papers on automatic detection = 27
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WHICH MODELS ARE USED?

Models Number of uses (2 >)

Random Forest 7

MR-CNN 7

U-Net 3

FR-CNN, R-CNN and CNN 5 (2/1/2) 

ResNet 3

Number of models used:

• Total = 45

• Different = 24

CNN = Convolutional Neural Network

R-CNN = Region Based CNN

FR-CNN = Faster R-CNN

MR-CNN = Mask R-CNN
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WHAT DATA ARE USED?

Data Pre-treatment 
images (Yes/No)

Number of uses

LiDAR (4 ALS) 5/8 13

Satellite images 2/4 6

GPR 0/2 2

UAVs images 2/1 3

Others 1/2 3
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PRE-TRAINING DATA SET

Data set Number of uses

ImageNet 4

COCO 3

Others 3

Recurrent use of Transfer Learning

No Data set from Remote Sensing

RESULTS AND METRICS

Best F1 score reach 98.2 with ResNet (Yang et al. 2022)

Best accuracy reach 99.7 ± 0.4 with RF (Monna et al. 2020)
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GOOD PRACTICES ALREADY EXISTING 1/3

Data pre-process
Multi-label

• Simple Local Relief Model (SLRM)

• Red Relief Image Map (RRIM)

• Grey level co-occurrence matrix (GLCM)

• HSV colors • Round shape

• Circular shape

• Triangle shape

DEM/DSM

RGB

PCA

• Stone pavement

• Track

Structures

Roads

Google image

GLCM

Monna et al. 2020SLRM
Google image
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GOOD PRACTICES ALREADY EXISTING 2/3

Github Wang et al. 2022

Pre-training

MillionAID (Object detection)

941,631 images; 51 labels

iSAID (Segmentation)

2,806 images; 15 labels
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Masked Region based Convolutional Neural 

Network (MR-CNN) 

GOOD PRACTICES ALREADY EXISTING 3/3

Model

Papers with code

Metrics

Average Precision = σ𝑛(𝑅𝑛  − 𝑅𝑛−1)𝑃𝑛 

Intersection over Union (A,B) = 
|𝐴∩𝐵| 

|𝐴|∪|𝐵|

Segmentation task

Pixel Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃

ROC Curve

F1 = 
2 ∗ 𝑃 ∗𝑅

𝑃+𝑅



|  13

SFB 1070 Resources Cultures

PRACTICES TO IMPLEMENT

Meta-learning

Rußwurm et al. 2024

Common data set

Standardised protocol

ArcheoIDA (Berganzo-Besga 2023)
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CAA2023 Session 34
VHR satellite imagery-based detection of archaeological sites 

looting in desertic regions via Deep Learning approaches
Authors: Arianna Traviglia, Maria Cristina Salvi, Marco Fiorucci, 
Gregory Sech, Ayesha Anwar, Riccardo Giovanelli, Michela De 

Bernardin

THINK BROADER
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Toolbook

Common data base

CAA Special

Interest Group

TANGIBLE NEXT STEPS



Thank you for 

your attention 

mathias.bellat@uni-tuebingen.de
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