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Abstract 38 

 39 

How do young children solve the puzzle of mapping words to their meanings? Over decades, several 40 

mechanisms have been put forward in theories of language acquisition, and evidently such a complex 41 

problem calls for synergies between complementary mechanisms. Syntactic bootstrapping has been one of 42 

the most influential of these theories, postulating that young children learn the meaning of words (and in 43 

particular, verbs) by paying attention to the syntactic structures in which they occur. In this Review, we 44 

first look at the academic climate and pivotal experimental findings that gave rise to the syntactic 45 

bootstrapping hypothesis, how this word learning mechanism was investigated for decades, and the role it 46 

may play in the future. Drawing on insights from cognitive and developmental psychology, we discuss the 47 

prerequisites behind such a powerful inference process and connect it to contemporary learning frameworks 48 

examining how humans build and update their knowledge about the world. Syntactic bootstrapping has 49 

shaped language acquisition theory as we know it, and the theory has reshaped syntactic bootstrapping in 50 

turn - leading to ground-breaking insights into how children assign meanings to words, and more generally 51 

how they learn the complex network that is language. 52 

 53 

  54 
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Introduction 55 

 56 

Children acquire hundreds of words in their second year of life, and how they learn so much in so little time 57 

remains a central question in language development research. One of the major obstacles to word learning1     58 

is that the evidence in a child’s environment for what a word means is both limited and noisy. It is limited, 59 

for example, because a child cannot observe all the possible referents of a word in the world; and it is noisy, 60 

for example, because sometimes caregivers talk about objects and events that do not unfold in front of their 61 

eyes. Some parts of the input, however, provide highly reliable cues to meaning. Syntax is one such cue 62 

(Box 1): How a word is used in a sentence depends on its meaning. For example, in English, nouns can be 63 

preceded by determiners (e.g., a mouse) but not pronouns (e.g., *they mouse2). The sentence frame can thus 64 

serve as, what we term, a ‘meaning frame’, narrowing down the scope of possible meanings an unknown 65 

word may have. Meaning frames are particularly valuable when evidence is limited and noisy because they 66 

can direct learning in the right direction. For example, they could subset the possible meanings of a word 67 

with the highest likelihood to just objects or just verbs (e.g., a bamoule vs. they bamoule). However, to use 68 

syntax to learn words, children who themselves comprehend a limited number of words, would first need 69 

to learn enough about the syntax of their native language and how it relates to meaning. 70 

  71 

Empirical research has robustly shown that, despite the ostensible complexity of the task they face 72 

at such an early age, toddlers use syntax to bootstrap vocabulary learning (for a metanalysis see: 1). This 73 

capacity is called ‘syntactic bootstrapping’2, and has been observed in toddlers as young as 15 months old 74 

and for a wide variety of syntactic, as well as morphological, structures (e.g., 3-5; for a review: 6). Syntactic 75 

bootstrapping is thus considered a key mechanism underlying children’s word learning. Most studies have 76 

investigated syntactic bootstrapping as an independent word-learning mechanism, and fewer studies have 77 

investigated the interactive role syntactic bootstrapping plays in the larger network of word learning 78 

mechanisms (cf. 7,8). To fully understand the complex cognitive process involved in word learning, it is 79 

critical to understand the role of individual mechanisms, such as syntactic bootstrapping, in the process as 80 

a whole (see Figure 1). 81 

  82 

In this review, we will thus recontextualize syntactic bootstrapping as a mechanism within the 83 

larger word learning literature, by investigating the reciprocal influence of syntactic bootstrapping and word 84 

learning theory on each other. We will begin with an introduction into the emergence of the theory of 85 

 
1 ‘Word learning’ throughout the manuscript refers to the acquisition of content words (words that bear meaning): 
nouns, verbs, adjectives, and adverbs. 
2 The asterisk indicates ungrammaticality. 
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syntactic bootstrapping and the subsequent, related shifts in the way researchers understood the word 86 

learning process. We will then summarize the extensive significance the syntactic bootstrapping mechanism 87 

has for learning that extends across syntactic structures, languages, and ages. We will next illustrate how 88 

contemporary learning theory has shaped how syntactic bootstrapping is understood, following the rise of 89 

computational models, novel experimental methodologies, and scaling up of empirical investigation to real-90 

world-like learning scenarios. We will conclude with a broader vision of what syntactic bootstrapping 91 

evidences about the cognitive processes underlying word learning, and what the scientific community has 92 

yet to discover about how children learn so many words so fast. 93 

  94 

1. The origins of syntactic bootstrapping 95 

In the latter part of the 20th century, Lila Gleitman, professor at the University of Pennsylvania, proposed 96 

syntactic bootstrapping as a way children could learn, what she termed, ‘hard’ words, the kinds of words 97 

that have meanings that are hard to observe perceptually (e.g., ‘know’ or ‘probably’). This contrasts with 98 

‘easy’ words, which refer to concrete words that can be learned through a word-to-world pairing (e.g., 99 

‘dog’). Word learning had traditionally been theorized from empiricist perspectives, which were centered 100 

on showing how evidence in the environment could underlie learning (e.g., connectionism: 9-11), or innatist 101 

perspectives which were centered on demonstrating how an innate language capacity could underlie 102 

learning (e.g., generativism: 12). Gleitman acknowledged the roles of both the environment and innate 103 

knowledge, and added a novel, rationalist perspective, centered on showing how inferences can underlie 104 

learning13: she posited that the environment likely contains more cues than we assume, innate learning bases 105 

likely accelerate acquisition, and making inferences from prior knowledge may be a key strategy for 106 

learning so much with so little.14–15 The theory of syntactic bootstrapping embodied her multi-role 107 

perspective by showing that there are language learning cues in the interface between syntax and semantics, 108 

by proposing that children initially direct their attention to this interface via some learning biases, and by 109 

demonstrating that children scaffold word learning by drawing inferences about semantics from their 110 

knowledge about syntax. Syntax could be the key that enabled children growing up in vastly different 111 

environments to learn word meanings. 112 

  113 

Historically, words were thought to be acquired primarily through perceptual cues (sensory 114 

experiences with the world).16 Since children’s task was to map words onto aspects of the world, it was 115 

intuitive that it passes through the senses, our closest access to the world: a rabbit hops through a field, a 116 

child hears the word ‘rabbit’ and associates it with the animal she saw. Yet, perceptual cues, often reduced 117 

to visual cues, appeared insufficient for the learning task. The most famous thought experiment illustrating 118 
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insufficiency was proposed by Willard Van Orman Quine.17 A learner3 of a new language sees a rabbit in 119 

a field and hears a speaker of that language say ‘gavagai’. From that one scene, ‘gavagai’ could refer to any 120 

number of scene-related things (rabbit, field, hopping) or unrelated things (I’m tired, let’s go that way). 121 

Even after a number of instances of hearing ‘gavagai’ in different situations, the learner would continue to 122 

lack sufficient information about the word’s referent (rabbit, set of undetached rabbit parts, rabbit-tropes). 123 

The gap between perceptual insufficiency and children’s capacity to learn words would be bridged through 124 

two possible routes: identify other cues or sets of cues that could fix meaning, or redefine our conception 125 

of meaning. The majority of the literature focused on the former.4   126 

  127 

The idea that a child could use the links between syntax and semantics to learn words had been 128 

proposed decades prior to the introduction of the syntactic bootstrapping theory but had gained little 129 

traction. Roger Brown had run an empirical study investigating whether pre-school children could use 130 

linguistic classes to deduce whether a novel word was a verb, a count noun, or a mass noun.18 Novel words, 131 

like ‘sib’ were introduced into sentence frames that corresponded to specific linguistic classes: for example, 132 

a verb in “show me another picture of sibbing”, a count noun in “show me another picture of a sib”, and a 133 

mass noun in “show me another picture of some sib”. Preschool children successfully interpreted ‘sibbing’ 134 

as an action, ‘a sib’ as an object, and ‘some sib’ as a substance. Gleitman proposed syntactic bootstrapping 135 

as a mechanism that is already available when children are still building up their vocabularies in early 136 

toddlerhood. 137 

  138 

She first showed that children know more about syntax than is reflected in the language they 139 

produce. Shipley, Smith, & Gleitman presented one- and two-year-olds with commands using telegraphic 140 

speech, short simple sentences that are often composed just of content words (e.g., “Throw ball”) or using 141 

well-formed speech (e.g., “Throw me the ball”). 19 They found that toddlers best performed the correct 142 

action when it was in well-formed speech, even though they were yet to produce well-formed sentences 143 

themselves. They concluded that toddlers’ syntax comprehension may greatly outpace their syntax 144 

production.  145 

  146 

She then demonstrated that syntax could be a valuable cue to word meaning when perceptual cues 147 

were insufficient. Landau and Gleitman studied the speech and input of children who are blind (15; see 148 

Figure 2). Their hypothesis was that vision-related words, like the distinction between ‘see’ and ‘look’, may 149 

 
3 An adult, linguist learner. 
4 Quine chose the latter, ceding that meaning is vague to some degree.  
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be harder to learn. They found, however, that the children used words like ‘see’ and ‘look’ appropriately. 150 

When they investigated the perceptual input, they found that it appeared insufficient: ‘look’ was used for 151 

items that were generally closer to the child but not consistently so. However, when they analysed the 152 

linguistic cues, they discovered that the two words were used in different sets of sentence frames (e.g., “See 153 

the apple?” vs. “Look at the apple”). They concluded that syntax may be a necessary cue for word learning, 154 

especially when perceptual cues are insufficient (e.g., for certain verbs). They named the concept ‘syntactic 155 

bootstrapping’: syntax could be used to bootstrap word learning. 156 

  157 

Gleitman showed that even the youngest toddlers have knowledge about syntax, and that harnessing 158 

that knowledge for word learning was essential. In the couple of years that followed, the theory was tested 159 

empirically with two-year-olds.20,21 Toddlers were presented with a novel verb in either a transitive sentence 160 

(i.e., containing an agent and a patient: “The duck is gorping the bunny”) or an intransitive sentence (i.e., 161 

containing two agents: “The duck and the bunny are gorping”). At the same time, they saw two videos, one 162 

of a duck performing a novel action on a bunny (transitive action) and one of a duck and bunny performing 163 

the same novel action (intransitive action).21 Toddlers’ looking time to the videos when they heard a 164 

transitive or intransitive verb was measured. If toddlers could infer the transitivity of the verb from the 165 

syntax (e.g., the sentence has an agent and patient, so the verb is transitive), their total looking time to each 166 

video should differ depending on the sentence frame they heard (e.g., longer looks to the transitive action). 167 

The results revealed that toddlers as young as 25 months looked longer to the transitive action video when 168 

the novel verb was in a transitive sentence frame and to the intransitive action video when the verb was in 169 

an intransitive frame. Toddlers were making inferences from their knowledge of syntax, in real time, to 170 

deduce the meaning of new words.15 These studies set the foundations for the idea of a syntactic 171 

bootstrapping capacity. They had an influential impact on language learning theory and were subsequently 172 

built upon with a rich body of empirical research to establish syntactic bootstrapping as a plausible and 173 

powerful language learning mechanism. 174 

  175 

2. The premises of syntactic bootstrapping and contemporary word learning theory 176 

  177 

The initial evidence in favour of syntactic bootstrapping demonstrates that language learning theory should 178 

account for three broader phenomena: (1) children’s observable behaviour is not always a direct expression 179 

of their knowledge (Shipley, Smith, & Gleitman study);19 (2) there are more learning cues in the 180 

environment than it appears (Landau & Gleitman study)15; and (3) children are capable of making ostensibly 181 

complex computations, like inferences from syntactic cues to semantic properties (Hirsh-Pasek, Naigles, 182 

Golinkoff, Gleitman, & Gleitman and Naigles study).20,2 183 
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1The way researchers investigated word learning and language learning processes, and interpreted 184 

experimental results, shifted over the following decades, aligning with these three phenomena. This 185 

alignment was likely the result of multiple converging discoveries, of which syntactic bootstrapping was 186 

just one. This first shift was a change in focus from production to comprehension. Studies of children’s 187 

lexical comprehension revealed that infants actively build their vocabulary in their first year of life, before 188 

they produce any words (e.g., 22,23). Furthermore, they revealed that production is subject to additional non-189 

linguistic cognitive constraints (e.g., speech motor control, executive functions: 24), and may thus be a less 190 

reliable measure of knowledge than comprehension. These studies demonstrate that children know many 191 

more words than they produce, and they suggest that our theories may underestimate what young children 192 

know (e.g., 25,26). 193 

  194 

The second shift in word learning research was an expansion in the range of cues studied for word 195 

learning. Word learning experiments started including other linguistic cues such as prosody (i.e., the rhythm 196 

of language) 27,28 and thematic relations (e.g., the relationship between the meaning of the verb and the noun 197 

in a sentence: for instance the verb ‘eat’ takes edible nouns as direct objects) 29,30. Researchers also began 198 

to examine the benefit of extra-linguistic cues, like social ones, such as gaze-following (i.e., the capacity to 199 

track the gaze direction of another person), social contingency (i.e., the contingent reactions of one person 200 

to another), and communicative intent (i.e., that language is used for communication between people). 31–201 
33. When words or a subset of them were considered difficult to acquire from the cues present in the 202 

environment, research was oriented toward identifying hitherto unknown cues that could underlie learning 203 

(e.g., joint-attention: 34; touch: 35). Together, these studies show that children use an extensive array of cues 204 

to learn words, and they suggest that the ability to use many different cues underlies children’s capacity to 205 

learn any human language, across a wide range of environments (e.g., 36–38). 206 

  207 

The third shift was increased investigation of cross-domain inferences, beyond those from syntax 208 

to semantics required for syntactic bootstrapping, as a necessary strategy for language learning. Recent 209 

studies suggest that pragmatics (or communicative contexts) can inform meaning.39 For example, it is 210 

difficult to observe the meaning of attitude verbs like ‘want’ and ‘think’ through the senses, but a child 211 

could use pragmatic knowledge to infer that they can communicate additional speaker intention (e.g., an 212 

indirect request vs. an indirect assertion). Furthermore, computational studies suggest that prior knowledge 213 

of words can facilitate the acquisition of other aspects of language, like phonemes (or sounds of a 214 

language).40,41 The acoustic features of phonemes vary greatly depending on the context, such as 215 

neighbouring sounds, stress, and speaker.40 This variation makes distinguishing one phoneme and another 216 

difficult. Computational simulations show that if learners use their knowledge of a handful of frequent 217 
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words to help them deduce phonetic categories, the perceived acoustic variability is attenuated.40,41 Studies 218 

on cross-domain linguistic bootstraps illustrate that children can use knowledge of different aspects of 219 

language to guide word learning, and vice versa, and thus suggest a highly fluid word learning theory that 220 

interfaces with learning of other aspects of language.  221 

 222 

The premises underlying syntactic bootstrapping —behaviour-knowledge dissociation, hidden 223 

environmental cues, and inference as a route to knowledge— have gained traction in recent decades, and 224 

are now an integral part of contemporary word learning theory. They have enabled researchers to begin to 225 

explain how children might acquire words from so little, so quickly. Syntactic bootstrapping itself had 226 

further direct influences on word learning theory: it cemented the importance of syntax for word learning 227 

and revealed just how much the youngest children know about syntax. 228 

  229 

3. From the conclusions of syntactic bootstrapping to a robust word learning mechanism  230 

  231 

Syntactic bootstrapping truly gained acceptance as a word-learning mechanism when the first initial 232 

evidence in its favour began being replicated and extended (e.g.,42). As of now, a large body of work has 233 

experimentally tested and validated its premise showing that young children can indeed learn the meaning 234 

of novel words by paying attention to the syntactic contexts in which they appear, with verbs appearing in 235 

intransitive (e.g., ‘She is blicking!’) and/or transitive frames (e.g., ‘She is blicking the baby’) being the 236 

most common case study (e.g., in English: 4,21,43-49; in French: 50,51; in Japanese: 52; in Korean:53; in 237 

Mandarin: 54,55; in Turkish:56). These types of verbs offer the advantage of labeling observable actions that 238 

can easily be depicted while having distinct syntactic and semantic properties that can be manipulated by 239 

an experimenter. That is, part of the meaning of a verb is a semantic predicate-argument structure specifying 240 

how many and what type of participant-roles the verb involves. This semantic structure will constrain the 241 

type of syntactic contexts the verb can appear with. For instance, the presence of one or two noun phrases 242 

can commonly distinguish intransitive verbs from transitive ones in English, since intransitive verbs 243 

describe actions requiring only one agent (one noun phrase: ‘The boy snored’ and not *the boy snored the 244 

girl) whereas transitive verbs tend to describe an agent’s action on a patient (two noun phrases: ‘The boy 245 

pushed the girl’). 246 

  247 

In the classical syntactic bootstrapping paradigm, participants hear sentences containing a new verb 248 

and are tested with two side-by-side visual displays (the looking-while-listening paradigm: e.g., 57,58), with 249 

only one conforming to the restrictions linked to the syntactic cues (e.g., number of agents and/or number 250 

of actions). Participants are first provided with essential cues to the syntactic category of the new verb and 251 
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some restrictions on its meaning, helping them point and/or look at the most probable candidate event when 252 

later prompted to do so. In the seminal paper by Naigles (1990)21, toddlers heard these cues while observing 253 

events, but in subsequent work (e.g., 49,59), researchers showed that learners’ remarkable inference process 254 

can even be active in the absence of event observation. Indeed, in Yuan & Fisher (2009)49, no informative 255 

visual information was being provided before the test phase and participants were simply introduced to the 256 

new verb's semantic restrictions via a dialogue between two actors (see Figure 3). From this short exposure, 257 

two-year-old toddlers were shown to successfully use the distributional information of the novel verb to 258 

draw inferences about its potential meanings and show a looking preference for the intended candidate 259 

event at test. These effects were even found when the dialogue and event phases were separated by a delay 260 

(from 2 min to 2 days), which shows that young children have the ability to not only form new word 261 

representations after witnessing a dialogue, but also to retain such incomplete representations in their 262 

memory (see also 60). 263 

  264 

Acquiring the meaning of novel action verbs via a syntactic bootstrapping approach is more than 265 

meets the eye. To succeed, children need to extract meaningful information from what they hear and what 266 

they observe and find a match for their representations (out of two visual displays). They sometimes fail at 267 

mapping the novel action verb to the intended event, either showing no clear interpretation or showing an 268 

erroneous one. Based on a recent meta-analysis1, children tend to map the correct novel action in conditions 269 

using transitive sentences more systematically than in conditions using intransitive sentences. Some have 270 

explained children’s difficulty at mapping a new intransitive verb with the ambiguity conveyed by some 271 

intransitive sentences, which can be interpreted as referring to both causative and non-causative actions. 272 

This may prevent learners from showing a clear preference for the target visual display. On the contrary, 273 

transitive verbs can only refer to causative actions, so the syntactic context narrows the hypothesis space to 274 

a greater extent and learners can more easily show a clear interpretation. Note that toddlers can more easily 275 

succeed at mapping a new intransitive verb to the right event when it appears in multiple frames and 276 

additional linguistic cues are provided (e.g., 42,51). For instance, whereas English-learning 21-month-olds 277 

mistakenly interpret sentences such as ‘The boy and the girl are gorping’ as referring to a causative action 278 

between two participants, Arunachalam and colleagues (2013)42 demonstrated that toddlers perform better 279 

and do not construct this wrong inference if just after hearing this sentence, they hear another intransitive 280 

frame with a pronoun in the place of the conjoined subject (e.g., ‘The boy and the girl are gorping. Really? 281 

They are going to gorp?’). Hence, children might not always gather enough evidence about the intended 282 

meaning of a new word embedded in a single meaning frame, but they can reach the right interpretation 283 

given more cues. In fact, syntactic bootstrapping should be thought of as an incremental process, because 284 
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in learners’ everyday lives,  a new word can be encountered in various frames and across situations before 285 

it is mapped to its meaning (see for e.g. 61). 286 

  287 

Years of research have uncovered the presence of several learning heuristics and biases affecting 288 

word learning (for example, mutual exclusivity: e.g. 62; the whole-object assumption: e.g.,63). In the 289 

syntactic bootstrapping literature, toddlers have been found to be biased by the number of nouns they hear 290 

when attempting to map a novel co-occurring verb to an event/action, mapping nouns in sentences one-to-291 

one onto the participant roles in events (e.g., 2,6,21,64,65). This structure-mapping strategy is not foolproof, as 292 

it can sometimes lead to fast-mapping errors because the number of noun phrases in a sentence is not always 293 

informative about verb transitivity (e.g., 50,51,66). For instance, as mentioned above, 21-month-old toddlers 294 

can mistakenly map a sentence such as ‘The boy and the girl are gorping’ to a causal action between two 295 

participants, with the boy acting on the girl, because it contains two nouns (for an explanation of the 296 

phenomenon see: 67, 68). Interestingly, similar effects have been found in young children learning non-Indo-297 

European languages in which the number of nouns is not even a strong cue to causal meaning (Mandarin: 298 
54; Kannada:65). As Fisher and colleagues6 pointed out, these results seem to suggest that young learners do 299 

not develop this noun-number strategy based on their linguistic experiences. This line of work shows how 300 

syntactic bootstrapping is a learning mechanism that naturally emerges early in development, at a time 301 

when young children possess a simplistic analysis of linguistic structures (e.g., when they can simply spot 302 

noun phrases in the running speech). 303 

  304 

Beyond the number of noun phrases, syntactic bootstrapping regards many syntactic elements as 305 

relevant cues to word meaning (e.g., 2,69). For instance, sentence complements can narrow the scope of 306 

semantic possibilities to a greater extent than information regarding the structure of noun arguments. 307 

Indeed, many verbs can appear in the context of two noun phrases (e.g., “Alex X the bunny”), while fewer 308 

verbs can appear with sentential complements (e.g., “Alex X that it’s delicious”). When hearing a novel 309 

verb, learners can thus distinguish contexts in which the verb refers to what someone is doing to someone 310 

(e.g., petting) or what someone is feeling about something (e.g., think) by taking into account the presence 311 

of a clausal complement. Since this latter type of syntactic structure implies a thematic relation between an 312 

animate entity and a proposition, the hypothesis space is mainly restricted to verbs of communication (e.g., 313 

“say”), perception (e.g., “hear”) and mental act or state (e.g., “think”). Research investigating syntactic 314 

bootstrapping for mental verbs has shown how effective clausal complements are at restricting the semantic 315 

meaning of a new verb. In Papafragou, Cassidy and Gleitman (2007)70, four-year-old children and adults 316 

interpreted the meaning of the new verb “gorp” as a mental verb when it appeared with a complement (e.g., 317 

“Matt gorps that his grandmother is under the covers”) but not when it appeared in a transitive frame (e.g., 318 
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“Matt gorps a basket of food”). The effect was even stronger when participants were dealing with false 319 

belief scenarios, which triggered more guesses involving belief verbs (e.g., thinking, believing). Recent 320 

work using natural corpora has found syntactic signatures distinguishing different sub-categories of mental 321 

verbs (e.g., “think” vs “know” in 71; see also 7,39,72,73), which might be highly useful to steer the learner 322 

towards the right type of semantic meaning. Overall, these findings demonstrate that syntactic bootstrapping 323 

is a feasible mechanism not only for action verbs that can be mapped to observable events, but also for 324 

mental-state predicates. 325 

  326 

Other syntactic elements relevant to word meanings are function words and morphemes (e.g., ‘the,’ 327 

‘a,’ ‘she,’ ‘they,’ ‘-ing’), which infants come to process, store, and recognize during their first year of life 328 

(e.g., 74–77; for a review: 78). In many languages such as English and French, learners can expect a novel 329 

word following a determiner to be a noun (i.e. mapping it to an object), and a novel word following a 330 

pronoun to be a verb (i.e. mapping it to an action; see e.g. 79). Undoubtedly, these simple syntactic cues are 331 

imperfect and narrow the scope of potential meanings to a lesser extent than more complex ones (e.g., 332 

clausal complement). For example, many types of nouns can follow a determiner (e.g., ‘ball’, ‘cat’, ‘wind’), 333 

even ones that refer to an action/event (e.g., ‘a dance’). But even though such syntax-semantic correlations 334 

are not perfect, the evidence is often compelling enough for learners eager to map new words to syntactic 335 

and semantic categories. Hence, functional elements have been shown to enable children to not only build 336 

syntactic expectations about new nouns and verbs (e.g., 14-month-olds expect a new word appearing in 337 

noun contexts to co-occur later with a determiner, not a pronoun; 45–47), but also semantic expectations (e.g., 338 
5,79,83-88). Moreover, studies using a single visual display have demonstrated infants’ ability to rely on simple 339 

functional elements to interpret the meaning of new words (e.g., 51,54,56). For instance, in de Carvalho et al. 340 

(2019a)88, French-learning 18-month-olds interpreted a single video presenting an event (e.g., a penguin 341 

spinning) differently based on the sentence they heard: infants who heard C’est une bamoule ‘It is a 342 

bamoule’ interpreted the novel word ‘bamoule’ as referring to the animal performing the action (i.e., the 343 

penguin) while infants who heard Elle bamoule “She is bamouling” interpreted it as the action being 344 

performed by the animal (i.e., spinning). When a child sees a single object such as an animal, the syntactic 345 

cues that she hears can also help her to know if the speaker refers to the object itself or to its properties 346 

(e.g., color, shape). In Waxman (1999)89, English-learning 14-month-olds learned that a novel word 347 

presented as a count noun (e.g., ‘this one is a blicket’) referred to individual objects and categories of objects 348 

(e.g., a horse), but when presented as an adjective with an added suffix (e.g., ‘this one is blickish’), infants 349 

did not make such interpretation. In sum, shortly after their first birthday, infants can use functional 350 

elements as a “zoom lens" (see e.g., 90), allowing them to figure out which part of a complex scene is being 351 

talked about (e.g., the object or agent, its properties or the action that is being performed; Box 2). 352 
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  353 

As shown above, syntactic bootstrapping has become more than a mechanism used by English-354 

learning children for learning hard words such as verbs. A vast body of work has attested its success with 355 

different types of words in a variety of languages. Some of the challenges and biases linked to the usage of 356 

the interface between syntax and meaning have been uncovered, but researchers still have a lot to learn 357 

about many aspects of the task and the abilities deployed by the learner during the process. As of now, most 358 

studies have found evidence of syntactic bootstraps in toddlers, between the age of one and two, when 359 

discovering the meaning of ‘easy’ words (e.g., concrete nouns) and some types of ‘hard’ words (e.g., action 360 

verbs), while successful results have only been found for learning some of the ‘hardest’ words (e.g., mental 361 

verbs) in older children (e.g., four-year-olds). Simple syntactic bootstraps (e.g., functional elements) seem 362 

to be learned early in development. More complex ones are learned as children gain more language 363 

experience, and as their representations of linguistic structures move from being rudimentary to more 364 

sophisticated68. 365 

  366 

4. How children discover syntactic-semantic links 367 

  368 

The success of a syntactic bootstrapping approach depends on learners’ familiarity of and attention to 369 

systematic relationships between syntax and meaning (e.g.91). Analyses of naturalistic corpora of child-370 

directed speech and unsupervised computational models using these corpora have demonstrated the 371 

presence of reliable correlates between the syntactic structure in which a word occurs and the word’s 372 

category or meaning (e.g., 92–98). As meaning similarity has been shown to be highly predictive of 373 

distributional similarity, this line of work strongly supports Gleitman’s idea that cues for word learning are 374 

hidden in the structure of sentences. These cues have been found to be local, which complement in an 375 

adaptive way infants’ limited working memory. As young learners process the speech stream in small 376 

chunks, they are extracting and storing simple yet powerful cues99. Even before their first birthday, infants 377 

have stored natural co-occurrence patterns between simple syntactic elements (function words) and 378 

common words, allowing them to distinguish grammatical/predictable from ungrammatical/unpredictable 379 

contexts for nouns and verbs (100; see also 101,102). As Lidz (2020)103 pointed out, learners’ ability to encode 380 

in their long-term memory an extensive amount of linguistic distributional information and later exploit it 381 

to guide word learning is quite remarkable, as they do not show these abilities to the same extent with 382 

nonlinguistic information (e.g., other candidate referents present during word learning; 104–106; but see: 107–383 
109). The acquisition of syntax-semantic links might hence be supported by a fundamental bias to favorably 384 

retain linguistic information in small chunks, which over an extended period of time enables the discovery 385 

of syntactic patterns that can be useful for generalization. 386 
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  387 

According to the semantic seed hypothesis (110–112, see similar proposals: 68,94,113), infants’ 388 

burgeoning lexicon (their semantic seed) and their notorious ability to track distributional regularities (e.g., 389 
114-119) support their syntactic development and the creation of the first syntactic bootstraps. Although meant 390 

to outline the precursors to syntactic bootstrapping, this hypothesis shares a core assumption with a 391 

somewhat competing learning mechanism, Pinker’s semantic bootstrapping120, stressing the importance of 392 

children’s knowledge of word semantics to learn syntax. One key difference is their view of the usefulness 393 

of the meaning frames and the distributional cues present in the child’s input (e.g., see 121), which are 394 

essential to the syntactic bootstrapping mechanism, but are not considered as informative in semantic 395 

bootstrapping. Another key difference is that semantic bootstrapping requires the child to possess advanced 396 

semantic knowledge to be able to learn syntax, such as understanding the meanings of sentences that are 397 

sometimes unobservable (‘I think it will snow later’), and thus hard to learn. But according to the semantic 398 

seed hypothesis, infants equipped with limited semantic knowledge could already start learning about 399 

syntax-semantics links by tracking the syntactic contexts of their first known words (e.g., ‘ball’ and ‘book’ 400 

appear in meaning frames such as ‘Take the ball’, ‘Take the book’, while ‘eat’ and ‘walk’ appear in frames 401 

such as ‘You’re eating’, ‘You’re walking’). Note that most of these words would be considered “easy” 402 

according to Gleitman and her colleagues (e.g., 122), as they would have been learned through rich social 403 

and multimodal experiences enabling simple word-to-world mappings (e.g., 22,23,123-127). Subsequently, 404 

around their first birthday, infants would start organizing their lexicon by grouping familiar words into 405 

basic semantic categories (e.g., object, action, or agent; 128). This achievement would enable them to treat 406 

semantically varying words as belonging to discrete categories (e.g., “ball” and “book” being objects, 407 

‘eating’ and ‘walking’ being actions). From then on, infants could start exploiting their small semantic seed 408 

and their familiarity with some common syntactic contexts for assigning novel words into categories and 409 

performing syntactic bootstrapping (e.g., ‘Take the’ + ‘gorp’ -> gorp = object; ‘You’re’ + ‘gorping’ -> gorp 410 

= action). Furthermore, according to the semantic seed hypothesis, learners' willingness to take a leap when 411 

mapping a potential meaning to a new word is a valuable asset. Indeed, their ability to generalize linguistic 412 

patterns from a small set of exemplars (as shown in: 129–132) has been regarded as their most powerful tool 413 

in the creation of syntactic bootstraps. 414 

  415 

How do infants use their semantic seed to learn about syntactic contexts? According to a central 416 

account in cognitive and brain sciences, the human brain (including infants’ developing brains) operates by 417 

creating predictions. Everything from perception to action planning and language operates by creating 418 

hierarchical predictions about what happens next. One of the important features of this approach is that the 419 

brain does not need to encode every bit of information it is faced with, but rather, only the difference 420 
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between its predictions and the actual stimulus - an error signal. As long as everything goes as planned, no 421 

learning occurs133. Predictive processing, or error-based learning, has also been suggested to underlie 422 

language acquisition 134–137. This account suggests that children predict what they will hear next, be it words, 423 

syntactic categories or any other linguistic element, and when these predictions fail, their internal 424 

distributional models are corrected to avoid future errors. This mechanism also ties together the semantic 425 

seed with distributional learning about preceding context. Young children could try to predict what category 426 

of words is most likely to follow, for example, a noun in a noun frame, thus forming a model in which it is 427 

likely to be an object name. In Bernal and colleagues (2010)138, 2-year-olds were shown to build on-line 428 

syntactic expectations when listening to spoken sentences. Toddlers’ differential brain responses to 429 

expected/grammatical contexts (e.g., “She wants to eat the strawberry”) versus unexpected/ungrammatical 430 

contexts (e.g., But she strawberries it) demonstrated the presence of such a predictive-based mechanism. 431 

Learners’ predictions, including syntactic bootstraps, are in fact flexible in nature, as they can adapt to new 432 

information. Three-to five-year-old preschoolers have also been shown to change their predictions about 433 

verb and noun contexts when faced with a small amount of recent evidence that their predictions are wrong 434 
139,140. 435 

  436 

In recent years, the semantic seed hypothesis has received support from both computational models 437 

and behavioral experiments aimed at resembling more real-world-like learning scenarios. The processing 438 

and representational mechanisms underlying a computational model allowed researchers to develop a 439 

framework of syntactic bootstraps and evaluate how the input could be processed by the young mind. The 440 

main advantage of such an approach is that the architecture of a model can mimic to some degree the one 441 

of a human infant. As mentioned above, when the first syntactic bootstraps are thought to emerge, infants 442 

only know a handful of words and have limited attentional and memory capacities. Using an algorithm that 443 

relied on very little computational and memory resources, Brusini et al. (2021)110 showed that a probabilistic 444 

context-based mechanism can be very efficient for the acquisition of syntactic categories when a handful 445 

amount of seed words (words already categorized) are included in the training phase. Their model was 446 

trained to extract two-word contexts in the immediate vicinity of seed words, so that test words would be 447 

categorized based on these local contexts. In line with the semantic seed hypothesis, even with a limited 448 

semantic seed size (e.g., 8 nouns and 1 verb used during the training phase), the vast majority of new nouns 449 

and verbs for which a categorization was attempted were correctly categorized at test (many words occurred 450 

in contexts which were not recognized as informative). Hence, with a small semantic seed, a learner using 451 

this approach would only attempt to categorize new words in a small number of contexts that are familiar, 452 

and remarkably this categorization would be mostly error-free. 453 

  454 
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A few experimental studies tested more directly the feasibility of the semantic seed hypothesis by 455 

investigating young children’s ability to learn the semantic category co-occurring with novel syntactic 456 

elements (function words; 130-132). Based on these results, syntactic bootstrapping may well be a 457 

computationally light strategy, where children can construct and use syntactic-semantic links with little 458 

input. That is, similarly to the computational model of Brusini et al., participants were first provided with 459 

a small set of exemplars (e.g., 6 words appearing with each novel syntactic element) that could be used to 460 

make generalizations to novel test words. In Barbir et al. (2023)132, French-learning 20-month-old toddlers 461 

were presented with videos of a woman telling short stories in which a small set of familiar nouns co-462 

occurred with two new morphosyntactic elements, determiners ‘ko’ and ‘ka’, along with a broad range of 463 

naturalistic cues that children typically encounter (e.g., gaze cues, pointing, ostensive cues). The new 464 

elements were inserted directly into sentences, replacing the French determiners ‘le’ and ‘la’ (e.g., Ko rabbit 465 

climbs into ka tractor), but they corresponded to a grammatical distinction absent in the participants’ native 466 

language: animate vs inanimate. Toddlers were then presented with a test phase where they saw two novel 467 

objects on the screen, an animate and an inanimate, and heard sentences containing novel nouns: the only 468 

cues to the novel nouns’ meanings were the determiners ‘ko’ and ‘ka’ (e.g., Oh , look at ko bamoule). The 469 

results revealed that infants looked longer to the animate image when the sentence contained the animate 470 

determiner, and to the inanimate image when the sentence contained the inanimate determiner. This study 471 

showed that toddlers can learn syntactic-semantic links in under 30 minutes of naturalistic exposure and 472 

quickly use them to learn novel nouns. This positions syntactic bootstrapping as an easily deployable 473 

mechanism that can be applied to novel grammatical elements with little environmental input, and thus as 474 

an invaluable tool for early word learning. 475 

  476 

5. Contemporary word learning theory and the evolution of syntactic bootstrapping 477 

 478 

In recent years, word learning theory has begun integrating more multi-cue strategies and multi-mechanism 479 

processes for learning, and has been influenced by prominent contemporary cognitive processing theories 480 

(e.g., 36). These shifts have had a ripple effect into how syntactic bootstrapping is understood, by clarifying 481 

its definition and describing its role in broader word-learning and cognitive-processing frameworks.8,141 482 

The first shift in syntactic bootstrapping theory was a clarification as to which cues children could use to 483 

syntactic bootstrap. The initial idea of syntactic bootstrapping was broadly about sentence frames, and yet, 484 

in many studies, sentence frames were narrowly studied through word-based cues to syntax (e.g., how 485 

words were strung together). Recent studies show that toddlers can also syntactic bootstrap off of prosodic 486 

cues to syntactic structure.88,142 For example, the same three words ‘the baby flies’ can refer to a baby flying 487 

through the air or little insects, depending on whether the prosodic boundary is between ‘baby’ and ‘flies’ 488 



16 
  Syntactic Bootstrapping 

 
   
 

(two prosodic groups index a verb structure: [the baby][flies]) or after ‘flies’ (one prosodic group indexes 489 

a noun structure: [the baby flies]). Children’s capacity to use prosody to determine the sentence frame 490 

refines the definition of syntactic bootstrapping to explicitly include different surface-level cues to abstract 491 

syntactic structure. It further suggests that children might use multiple such cues in real-time to syntactic 492 

bootstrap. 493 

The second shift was a precise positioning of syntactic bootstrapping in the broader word learning 494 

process. The initial idea of syntactic bootstrapping was broadly as a supplementary strategy for words that 495 

are hard to acquire from perceptual cues alone, notably verbs, and yet, in most studies, syntactic 496 

bootstrapping has been studied as a sufficient mechanism. Recent research has however uncovered the 497 

situations in which syntactic bootstrapping fails, and the limits of syntactic bootstrapping have informed 498 

novel theories about how syntactic bootstrapping may interface with other learning mechanisms. Mental 499 

state verbs are notably some of the hardest verbs to observe perceptually, and yet they are also words for 500 

which syntactic bootstrapping may be insufficient.39 The syntactic differences between how ‘want’ and 501 

‘think’ can inform a child that the two belong to different verb classes, but not much more. Yet, combining 502 

syntactic knowledge with pragmatic knowledge about a speaker’s intentions, like whether they are 503 

expressing an indirect request or indirect assertion, could be highly informative for learning.7 Even for 504 

words that benefit from syntactic bootstrapping alone, children bootstrap selectively depending on the 505 

situation.139,141 Studies show that preschool children only syntactic-bootstrapped speech from reliable 506 

speakers139 and appropriate visual contexts141. Children’s selective and targeted use of syntactic 507 

bootstrapping specifies its role in the word learning process. It furthermore suggests that children weight 508 

multiple strategies, flexibly using syntactic bootstrapping with or without other strategies to learn new 509 

words. 510 

The third shift in syntactic bootstrapping theory was an integration of a standalone mechanism into 511 

a larger cognitive-processing framework. Syntactic bootstrapping was initially defined as an inferential 512 

process from prior knowledge about syntax to the meaning of a novel word, and yet the rise of the predictive 513 

coding theory as a unified model of how the brain processes information has led to a redefinition of the 514 

inferences that underlie syntactic bootstrapping as predictions.143-148 Predictions, however, differ from 515 

inferences in the computations, and degree of mentalizing, involved. Under the classical rationalist 516 

inference account, a child infers a word’s meaning by reasoning from an abstract structural relation (e.g., 517 

‘the bamoule’, ‘the’ + noun, so ‘bamoule’ is likely a noun); under the new predictive coding account, a 518 

child predicts a word’s meaning by tracking statistical probabilities (e.g., ‘the’ so the next word is likely to 519 

be a noun). Predictive coding has been empirically demonstrated across cognitive domains, from low-level 520 

perceptual processing, like vision, to high-level cognitive processing, like language (e.g., for metanalysis: 521 
149). Thus, redefining syntactic bootstrapping within a predictive coding framework would redefine 522 
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syntactic bootstrapping as one manifestation of a domain-general cognitive mechanism for prediction, 523 

simplifying word learning theory.146 Yet, it is still unknown whether prediction is sufficient, or even 524 

necessary, for syntactic bootstrapping, and whether our current adult-based accounts of predictive coding 525 

are cognitively accurate for developmental populations. Recent computation work on empirical data from 526 

young children suggests that an immature predictive processing model increases explanatory power of 527 

behaviour, over and above traditional adult-based models.150,151 Together, contemporary word learning 528 

theory and cognitive processing theory are reflected in our current conception of syntactic bootstrapping, 529 

expanding the scope of cues children use when they syntactic bootstrap, contextualising the role 530 

bootstrapping plays in word learning, and redefining the computation processes that underlie syntactic 531 

bootstrapping. 532 

  533 

Summary and future directions 534 

  535 

Syntactic bootstrapping is an essential mechanism for learning words from limited and noisy input: it 536 

provides evidence for a word’s meaning when other evidence is insufficient, and it creates meaning frames 537 

that focus learning on a relevant subset of potential meanings. Recontextualizing syntactic bootstrapping in 538 

the broader word learning theory enabled us to theorize in this paper how toddlers learn so many words in 539 

so little time. First, they likely know more than we have observed empirically prior to their vocabulary 540 

spurt. This knowledge likely includes both word-level knowledge (e.g., zippers are found on clothing and 541 

bags) and word-learning strategies (e.g., syntactic-semantic links). Second, there is likely more evidence in 542 

the environment than we take into consideration. Computational models now enable us to overcome some 543 

limitations by scouring input in fine-grained detail and locating previously overlooked sources of evidence 544 

(e.g., 152). Third, there is likely a high degree of flexibility as to how words are learned, such that a wide 545 

range of contexts can offer favourable word-learning opportunities. 546 

In addition to its contributions to our understanding of word learning, syntactic bootstrapping 547 

provides a valuable model for future research. Gleitman’s theory was initially based on the observation that 548 

children’s language production may be limited by the development of other cognitive capacities over and 549 

above language. Today, observations of comprehension are also implicitly or explicitly interpreted as 550 

observations of knowledge. Yet, the behavioural responses we use to measure comprehension (e.g., eye-551 

gaze, pointing) may also lack one-to-one correspondence with knowledge. It is unclear whether children 552 

are syntactic bootstrapping even earlier than we have observed and our experimental protocols or measures 553 

are just too coarse to detect their knowledge; and whether the same cognitive processes underlie all syntactic 554 

bootstrapping. 555 

  556 
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Gleitman’s theory also emerged from the study of children’s environment as a source of their 557 

linguistic knowledge.14,153 The process however may be a closed loop: children’s environments influence 558 

their linguistic knowledge and children in turn influence their environments. Recent studies show that 559 

children shape their linguistic and extra-linguistic environments; for example, children have been shown to 560 

look at and touch novel objects more than familiar ones, and this behaviour elicited naming in parents.154,155 561 

Children may try to elicit informative sentence frames from a caregiver or another child, when perceptual 562 

cues are lacking or when they first encounter a word, for example. Whether and how children shape their 563 

environments to exploit syntactic information is unknown.  564 

Finally, syntactic bootstrapping was initially founded on the interaction between environmental 565 

cues, innate biases, and inferential reasoning. A large portion of research on how syntactic bootstrapping 566 

could emerge has been based on identifying minimally sufficient cues for learning in the environment (e.g., 567 
141,43). On the other hand, only a small portion of research has focused on how other cognitive processes, 568 

such as attention, could underlie the creation of syntactic bootstraps.155,157 How the two interact to create 569 

such a powerful learning mechanism is even less clear (cf. 7). Research still has a long way to go to fully 570 

understand how children acquire words with the efficacy that they do. However, syntactic bootstrapping 571 

has both provided critical answers and modeled how to approach answering unknown questions, almost 572 

like a research bootstrap. If children can bootstrap their way to learning words, we believe researchers can 573 

bootstrap their way to uncovering just how they do it. 574 

 575 
Box 1: What is syntax? 576 
Broadly, syntax is the set of structural rules that are used to construct sentences. A simple example is word 577 
order: in English, it is subject-verb-object (‘She eats cake’), and in Japanese, it is subject-object-verb 578 
(‘Kanojo ga keeki wo tabeteriru’ [She cake eats]). 579 
  580 
Everything that counts as a structural feature of language depends on the theory (e.g., 158-160). Historically, 581 
syntactic structure was distinct from morphological structure (e.g., the present progressive morpheme “-582 
ing” in English) and discourse structure (e.g., the modal particle ‘ne’ that can be used to establish common 583 
ground between a speaker and listener, in Japanese; see 161). This separation works well for the structure of 584 
English, the most structurally studied language, but fails to account for the diversity of structures in the 585 
world’s languages. 586 
 587 

1. Morphological structure: Highly synthetic languages, like Hindi, have complex morphological 588 
systems, where both structure and meaning are embedded in the morphemes, making it difficult to 589 
classify elements as syntactic or semantic.162 590 

2. Discourse structure: Argument drop languages, like Japanese, have complex pragmatic structure, 591 
where syntactic elements encode broader discourse relations, like speaker intention.163 592 

 593 
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Recent research has proposed that morphology may be part of a larger morphosyntactic structural 594 
system,160,164 and that discourse markers may be whole sentence modifiers.165,166 595 

  596 
The research on syntactic bootstrapping across the world’s languages shows that children can bootstrap 597 
meaning from morphological markers.156,167 It also shows that children can fail to bootstrap from the 598 
presence of syntactic structure, when it is pragmatically infelicitous for the discourse structure (e.g., the 599 
arguments are present, when they should not be, in an argument drop language).141,168 Insofar as 600 
morphological and discourse structure can provide clues to word meanings, we assert that they are likely 601 
used by children. Whether they are used in the same way as syntax, and how use varies depending on the 602 
structure of the child’s native language is a critical research direction for understanding how syntactic 603 
bootstrapping works as a general language-learning mechanism. 604 
  605 
 606 
Box 2: Generalizability of syntactic bootstrapping 607 
  608 
Syntactic bootstrapping has been observed for a variety of syntactic structures and across different ages, 609 
but the majority of studies have been conducted with English-learning children (e.g. metanalysis: 1). The 610 
literature attests robust syntactic bootstrapping effects in English, and more nuanced effects in other 611 
languages. For example, both Japanese- and Mandarin Chinese-speaking children and adults syntactic 612 
bootstrap in some contexts we would expect them to according to the theory, but not in others.52,54,141,168,169 613 
Recent literature reviews have shown how important it is to study language learning across many different 614 
languages, for our theories (e.g., 170,171). To understand how syntactic bootstrapping functions as a word-615 
learning mechanism, within the larger language learning process, we need more studies in typologically 616 
diverse languages. We posit the following guidelines for researchers and reviewers to facilitate linguistic 617 
diversification: 618 
  619 

1. Experiment creatively. The structures that elicit syntactic bootstrapping in English, may be absent or 620 
pragmatically infelicitous in another language. Modeling studies can help identify which structures 621 
could elicit syntactic bootstrapping:152 for example, in Mandarin Chinese, a verb-heavy language, nouns 622 
and verbs function more similarly than in English, a verb-light language, but there are nonetheless 623 
distinctive sentence frames (e.g., Zhe she cha [This is tea] vs. *Zhe she pau [This is run]). 624 
2. Value nuance. Syntactic bootstrapping was never intended to be the only word learning strategy 625 
children use. The situations in which children do and do not syntactic bootstrap are both valuable for 626 
understanding the mechanism itself. For example, syntactic bootstrapping studies on Mandarin Chinese 627 
show that the accompanying visual context needs to be pragmatically felicitous for children to 628 
bootstrap.141 629 
3. Interpret null results in context. There are theory-driven reasons for which we might observe a null 630 
effect in a hitherto untested language: a theory built up on English may be overly biased to English. It 631 
can be difficult to publish studies that diverge from previously observed patterns, even if they are the 632 
first studies in that language to test an effect, because the first assumption is usually that the research 633 
was flawed in some way. These studies ought to be published, with ample recognition of the limitation 634 
of interpretability of the results. 635 

  636 
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The recent replicability crisis in psychology has driven large-scale changes in how language development 637 
experiments are conducted to increase the accuracy of research conclusions. The many changes have 638 
focused on data quality and quantity. Studies have investigated how to increase the statistical power and 639 
reliability of developmental studies, and proposed clear guidelines.192,173 Researchers have also developed 640 
repositories collecting large datasets, such as WordBank for vocabulary and PeekBank for gaze data, and 641 
consortia, such as ManyBabies, for conducting multi-lab studies.174-176 It is important to recognize however 642 
that data quality and quantity can be distinct from data diversity.  643 
 644 
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