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ABSTRACT

The Gaia-ESO Survey is an European Southern Observatory (ESO) public spectroscopic survey that targeted 105 stars in the Milky
Way covering the major populations of the disk, bulge and halo. The observations were made using FLAMES on the VLT obtaining
both UVES high (R ∼ 47 000) and GIRAFFE medium (R ∼ 20 000) resolution spectra. The analysis of the Gaia-ESO spectra was
the work of multiple analysis teams (nodes) within five working groups (WG). The homogenisation of the stellar parameters within
WG11 (high resolution observations of FGK stars) and the homogenisation of the stellar parameters within WG10 (medium resolution
observations of FGK stars) is described here. In both cases, the homogenisation was carried out using a Bayesian Inference method
developed specifically for the Gaia-ESO Survey by WG11. The method was also used for the chemical abundance homogenisation
within WG11, however, the WG10 chemical abundance data set was too sparsely populated so basic corrections for each node analysis
were employed for the homogenisation instead. The WG10 homogenisation primarily used the cross-match of stars with WG11 as
the reference set in both the stellar parameter and chemical abundance homogenisation. In this way the WG10 homogenised results
have been placed directly onto the WG11 stellar parameter and chemical abundance scales. The reference set for the metal-poor end
was sparse which limited the effectiveness of the homogenisation in that regime. For WG11, the total number of stars for which stellar
parameters were derived was 6 231 with typical uncertainties for Teff , log g and [Fe/H] of 32 K, 0.05 and 0.05 respectively. One or more
chemical abundances out of a possible 39 elements were derived for 6 188 of the stars. For WG10, the total number of stars for which
stellar parameters were derived was 76 675 with typical uncertainties for Teff , log g and [Fe/H] of 64 K, 0.15 and 0.07 respectively. One
or more chemical abundances out of a possible 30 elements were derived for 64 177 of the stars.

Key words. methods: statistical – surveys – stars: abundances – stars: fundamental parameters

1. Introduction

The Gaia-ESO Survey is a European Southern Observatory
(ESO) public spectroscopic survey designed to observe 105 stars.
It sampled the main populations of the Milky Way: the disk,
bulge, and halo. The observing programme and the science
goals of the Gaia-ESO Survey are described in Gilmore et al.
(2022) and Randich et al. (2022). The Gaia-ESO observing
campaign was undertaken using the Fibre Large Array Multi Ele-
ment Spectrograph (FLAMES) multi-object, intermediate and
high resolution spectrograph of the Very Large Telescope (VLT)
(Pasquini et al. 2002), using both the GIRAFFE spectrograph
(R ≃ 20 000) and the Ultraviolet and Visual Echelle Spectro-
graph (UVES) (R ≃ 50, 000). As such, approximately 100 stars at
medium resolution and six stars at high resolution were observed
in each fibre configuration.

The observed data were divided between five working groups
(WGs) as follows: WG10, FGK medium-resolution stars; WG11,

⋆ Based on observations collected at the ESO telescopes under pro-
gramme 188.B3002, the Gaia-ESO Public Spectroscopic Survey.
† Deceased.

FGK high-resolution stars (Smiljanic et al. 2014); WG12, pre-
main sequence (Lanzafame et al. 2015); WG13, OBA stars
(Blomme et al. 2022); and WG14, non-standard objects and
quality flags (Van Eck et al., in prep.). Each WG was com-
posed of multiple analysis teams from which the results were
combined into a per star catalogue per WG. These results were
then combined by the top-level working group (WG15) to pro-
duce the final Gaia-ESO per star catalogue. This is described in
Hourihane et al. (2023).

The WG10 homogenisation of the analyses of the medium-
resolution FGK stars for the final Gaia-ESO data release is
described in this work. The observations at medium resolution
were made in four of the available GIRAFFE setups: HR10,
HR21, HR15N, and HR9B, for which the characteristics are
given in Table 1. Throughout this paper, ‘SETUP’ refers to the
four setups used in the Gaia-ESO Survey. In total there were
92 348 stars (158 809 spectra) observed at medium resolution
that were analysed within WG10.

As is described below, the WG10 homogenisation particu-
larly relies on the WG11 homogenisation of the analyses of the
UVES observations. The WG11 homogenisation of the fourth
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Table 1. Overview of WG10 spectral dataset.

HR10 HR21 HR15N HR9B
Wavelength (Å)(a) 5339–5619 8484–9001 6470–6790 5143–5356

Resolution(a) 21 500 18 000 19 200 31 750
No. stars 59 722 66 542 25 785 3473
No. spectra 60 579 67 519 41 759 4561
Programme GES_TYPE No. spectra

Open clusters GE_CL 492 491 35 840 2630
AR_CL 0 0 684 997

Milky Way GE_MW 53 798 53 446 0 0
Milky Way bulge GE_MW_BL 114 5707 0 0

AR_MW_BL 0 228 0 0
FGK benchmarks GE_SD_BM 289 243 229 285

AR_SD_BM 129 128 129 129
Warm benchmarks GE_SD_BW 87 70 87 105
Cool benchmarks GE_SD_BC 74 63 38 16
Calibrating open clusters GE_SD_OC 653 651 103 0

AR_SD_OC 0 0 292 188
Globular clusters GE_SD_GC 1259 1255 180 0

AR_SD_GC 100 1738 852 0
Corot Fields GE_SD_CR 2952 2847 2954 0
K2C3 Field GE_SD_K2 265 265 0 0

AR_SD_BC 0 0 0 0
Peculiar star templates GE_SD_PC 14 13 14 0
Radial velocity standards GE_SD_RV 305 321 309 211
Telluric standards GE_SD_TL 10 17 10 0
Miscellaneous stars GE_SD_MC 38 36 38 0

Notes. Characteristics of each WG10 observed spectral range, res-
olution, number of spectra and number of stars. Summary of num-
ber of spectra observed for each science programme and calibration
sample as labelled in GES_TYPE. (a)https://www.eso.org/sci/
facilities/paranal/instruments/flames/inst/specs1.html

data release is described in Smiljanic et al. (2014); however,
the WG11 homogenisation was updated for this release, so
we provide an updated description in Sect. 5. In total there
were 6987 stars (16 350 spectra) observed at high resolution
for WG11.

Section 2 presents a description of the GIRAFFE spec-
tral dataset, Sect. 3 shows the analysis methods of the WG10
nodes, and in Sect. 4 we define the reference sets used in
the homogenisation. In Sect. 5, we outline the Bayesian infer-
ence homogenisation method developed by WG11 and describe
the WG11 parameter homogenisation and chemical abundance
homogenisation. In Sect. 6, we describe the WG10 parameter
homogenisation, Sect. 7 presents the WG10 chemical abundance
homogenisation, and the final catalogue and conclusions are
presented in Sect. 8.

2. GIRAFFE medium-resolution spectral dataset

Table 1 summarises the number of spectra for the relevant
observing programmes within WG10. These are a subset of
the full list of observing programmes within Gaia-ESO. (See
Gilmore et al. 2022; Randich et al. 2022; Hourihane et al. 2023
for the full list.) The GES_TYPE is the associated code per
observing programme that allows these sub-samples to be easily
identified in the Gaia-ESO catalogue.

The two main science programmes are the open clusters
(OCs) and the Milky Way (MW). The observing strategies for
these programmes are explained in full in Randich et al. (2022),
Bragaglia et al. (2022), and Gilmore et al. (2022). The OC and
MW programmes contain the bulk of the spectra. The remain-
ing programmes are part of the calibration strategy of Gaia-ESO
(Pancino et al. 2017a).

Table 2. SETUP and phase analyses carried out by each WG10 node.

SETUP Phase C
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HR10 Parameter ✓ ✓
Abundance ✓ ✓ ✓ ✓

HR10|HR21 Parameter ✓ ✓
HR21:Bulge Parameter ✓ ✓ ✓
HR21:All Abundance ✓ ✓ ✓
HR15N Parameter ✓ ✓ ✓

Abundance ✓ ✓ ✓ ✓
HR9B Parameter ✓ ✓

Abundance ✓

The four key values provided to WG10 for use in the analysis
are the signal-to-noise, the radial velocity and its uncertainty, and
the rotational velocity. The calculation of these for the GIRAFFE
spectra are described in Gilmore et al. (2022). The distribution
of these values per SETUP are shown in Fig. 1. The signal-to-
noise (S/N) distribution shows a large contribution of stars with
a S/N less than ten. These can mainly be attributed to filler stars
which were used to fill in the fibres once the observing pro-
gramme targets for a field-of-view were exhausted. The majority
of the stars have a rotational velocity of less than 20 km s−1. This
indicates that they are mainly slow rotating stars, as expected
for the observing programmes. The radial velocity distribution
is centred on zero and the bulk of the stars lie within −200 to
200 km s−1. The distribution of the uncertainty on the radial
velocity shows the bulk of the stars have a precision better than
2 km s−1. Particularly for the MW fields, the main effect is that
for many of these filler stars, only the radial velocity could be
reliably determined out of the set of stellar parameters.

3. Working Group 10 node analysis methods

Seven analysis teams (hereafter referred to as ‘nodes’) undertook
either stellar parameter or chemical abundance, or both, analy-
ses of subsets of the GIRAFFE SETUPs within WG10 for the
final Gaia-ESO data release. The list of nodes and the SETUPs
each node employed in which analysis phase is presented
in Table 2.

To provide a standardisation to the node analyses, the nodes
were required to use the MARCS Stellar Atmosphere Models
(Gustafsson et al. 2008), the solar abundances as from Grevesse
et al. (2007), and the Gaia-ESO Line list (Heiter et al. 2021). Pre-
generated synthetic spectra for Gaia-ESO were also available,
calculated as described in de Laverny et al. (2012). The following
describes the analysis process of each node in turn.

3.1. Active in both the parameter and abundance phases

EPINARBO. Equivalent widths were measured with
DAOSPEC (Stetson & Pancino 2008). Atmospheric parameters
and abundances were determined with the Fast Automatic
MOOG Analysis code (FAMA, Magrini et al. 2013), which
automatises the use of MOOG (Sneden et al. 2012). The HR15N
and HR9B SETUPs were analysed.
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Fig. 1. Distribution of key values available for use in the WG10 analysis per SETUP: signal-to-noise, radial velocity, error on radial velocity, and
rotational velocity. The bin size (Bin) for each parameter is given.

Lumba. The Lumba GIRAFFE analysis pipeline makes use
of the Spectroscopy Made Easy code (SME, Valenti & Piskunov
1996; Piskunov & Valenti 2017) to compute on-the-fly synthetic
spectra that are used to determine atmospheric parameters and
chemical abundances. Departures from local thermodynamic
equilibrium (LTE) line formation were included for Li, Mg, Al,
Si, and Fe lines. The HR15N, HR10, and HR21 SETUPs were
analysed. This pipeline has also been used for UVES analysis
Gavel et al. (2019) and is very similar to the pipeline used for the
second and third data releases of the GALAH survey Buder et al.
(2018, 2021).

MaxPlanck. The MaxPlanck node used neural networks
to determine stellar parameters and magnesium abundance
(Kovalev et al. 2019). A training set of synthetic spectra was
generated using the MARCS stellar atmosphere models and the
Gaia-ESO line list. The MaxPlanck node investigated analysing
the HR15N, HR10, and HR21 spectra (HR10+HR21 as a single
analysis) but determined that the results from their analysis of
HR10 were the only reliable results and thus provided results for
that SETUP only. Results for the HR21 SETUP for the bulge
fields and standard stars were also provided.

3.2. Active only in the parameter phase

IAC. The code FERRE (see Allende Prieto et al. 2014, and
references therein) was used. The strategy was to search for the

atmospheric parameters of the best fitting model among a grid
of pre-computed synthetic spectra for each observed spectrum.
The HR10 and HR21 SETUPs were analysed together as a single
analysis, and HR10 was also analysed separately. Results for the
HR21 SETUP for the bulge fields and standard stars were also
provided.

OACT. The OACT node used the code ROTFIT (Frasca et al.
2003, 2006). The method consists of a χ2 minimisation of the
residuals between the observed spectrum and a set of refer-
ence spectra. In this case, a library of observed spectra from
the ELODIE archive (Prugniel & Soubiran 2001) was used as
reference. The HR15N and HR9B SETUPs were analysed.

3.3. Active only in the abundance phase

Arcetri. Equivalent widths of the Li and the nearby Fe line
were measured with a Gaussian fitting. Abundances were deter-
mined with a set of curves of growth (Franciosini et al. 2022)
determined from the Gaia-ESO stellar spectra grid. The HR15N
SETUP was analysed.

CAUP. Equivalent widths were measured with the Auto-
matic Routine for line Equivalent widths in the stellar Spectra
code (ARES, Sousa et al. 2007, 2015). Atmospheric parame-
ters and chemical abundances were determined with MOOG
(Sneden et al. 2012). This was carried out on the HR15N, HR10,
and HR21 SETUPs.
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Vilnius. Equivalent widths were measured with DAOSPEC
(Stetson & Pancino 2008). The node developed its own wrap-
per to automatise the use of MOOG (Sneden et al. 2012) for
the determination of chemical abundances. The HR10 and HR21
SETUPs were analysed.

4. Definition of reference sets

An underlying difficulty in the analysis of large stellar datasets is
ensuring that the parameters and abundances that are produced
are as close to the truth as is possible in our current under-
standing of stellar physics. The sheer number of spectra make
it impossible to carry out a detailed ‘by hand’ analysis of each
spectrum, so automated analyses must be used, such as those
described previously. During their development, automated anal-
yses are calibrated and validated against reference sets. For the
homogenisation of the node results into the per star catalogue
for both WG10 and WG11, the results from each node analysis
were compared to known results of key reference sets to verify
the node results and, where necessary, correct them onto the ref-
erence set scale prior to the node results being combined. The
WG11 analysis, use of reference sets, and final homogenisation
is described in Sect. 5 as an update to the process described in
Smiljanic et al. (2014).

For WG10, there were a reasonable number of stars in com-
mon with WG11 such that the results could be combined with
the FGK benchmark stars in order to construct a larger reference
set for which the parameter space was more filled in. This also
meant that the WG10 results would be calibrated directly onto
the WG11 parameter scale.

5. Working Group 11: Bayesian inference
homogenisation method

The WG10 and WG11 node parameters were homogenised sep-
arately but used the same Bayesian inference method. Thus, the
description below supersedes the previous WG11 homogenisa-
tion strategy described in Smiljanic et al. (2014).

The Bayesian homogenisation for the WG11 results was first
developed by Andrew R. Casey (2014–2017, priv. comm.)1 and
used for the Gaia-ESO internal data release 5 (iDR5). For the
final data release (which corresponds to iDR6), we built upon
his initial work and developed a different implementation of the
method. The homogenisation process and Bayesian modelling
was written with R (R Core Team 2021)2 using JAGS (Plummer
2003)3 and a number of related packages4.

The problem we want to solve is that of finding the best esti-
mate of a stellar parameter, given the multiple values determined
by the different nodes. The parameter can be any of Teff , log g, or
[Fe/H]. For the microturbulence velocity (ξ), the procedure was
slightly different (see Sect. 5.4).

Let us consider that a star ‘n’ is characterised by a true
value of a given parameter, true.paramn. When a node ‘i’
attempts to estimate that value, the analysis returns a measure-
ment, parami,n, that is affected by systematic and random errors
introduced by the methodology that was used. We made the

1 https://github.com/andycasey/ges-idr5
2 https://cran.r-project.org/
3 ‘JAGS’ stands for Just Another Gibbs Sampler: http:
//mcmc-jags.sourceforge.net/
4 rjags (Plummer 2022), runjags (Denwood 2016), jagstools https:
//github.com/johnbaums/jagstools/, and coda (Plummer et al.
2006)

assumption that these errors are independent and can be sepa-
rated if parameters are reported for enough repeat spectra. The
systematic error accounts for any and all zero point offsets and
biases. The random error accounts for any and all effects that
are stochastic in nature. We further assumed that the bias error
is itself a function of the atmospheric parameter in question
and that the random errors can be described by a Gaussian
distribution.

Numerically, we would write

parami,n ∼ dnorm(true.paramn, random.erri) + bias.parami,n,

(1)

where dnorm(µ, σ) stands for the Gaussian distribution of
mean = µ and standard deviation = σ. Equation (1) states that
the measurement provided by the node i is a random draw (which
is the meaning of the symbol ‘∼’ in the equation) from the dis-
tribution centred on true.paramn affected by the random error
random.erri. This random error is postulated to be a property
of the node. Further, the measurement is affected by an offset
bias.parami,n. This bias value comes from a function that is also
a property of the node and was computed at the value of the
parameter that characterises the star n. For this bias function, we
assumed that the variation of the bias in the parameter space can
be described by a quadratic function:

bias.parami,n = α1 + α2 ∗ parami,n + α3 ∗ (parami,n)2. (2)

Strictly speaking, we should write Eq. (2) as a function of
the true parameter and not of the parameter value measured by
the node. However, that makes the problem circular (i.e. to know
the true value, we need to correct for the bias, but to compute
the bias, we need to use the true value). As it stands, Eq. (2)
should work reasonably well if the difference between the true
and measured values is not too big, although exactly what that
means has to be checked a posteriori. In any case, differences
that cannot be accounted for by the bias will tend to inflate the
random component of the error. Our tests with the final results
showed that such choice for the modelling worked well (which
does not mean that things could not be improved by assuming a
different model).

For numerical reasons, we actually write Eq. (1) as

parami,n ∼ dnorm(true.paramn + bias.parami,n, random.erri).
(3)

This choice means that we assumed it is equivalent to say that
the measured value was shifted by an offset or to say that when a
node is affected by a certain bias, the measurement was made
from a distribution centred around a ‘biased true parameter’
(true.paramn + bias.parami,n).

Because there are actually multiple nodes making the mea-
surements, we can write the problem using a multi-dimensional
normal distribution (where each node is one dimension):

node.paramsn ∼ dmnorm(µn, Σparam), (4)

where dmnorm(µ, Σ) stands for the multi-dimensional normal
distribution of mean vector = µ and covariance matrix = Σ. The
vector node.paramsn = (param1,n, ..., paramK,n), that is, it com-
bines the measurements of all K different nodes for star n. The
covariance matrix, Σparam, takes into account the random errors
of each node and the correlations between their measurements.
The mean vector µn combines together the ‘mean’ that we would
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Table 3. WG11 nodes that participated in the analysis of the final Gaia-ESO data release.

Node Method Data products

Arcetri Equivalent widths Lithium abundances
CAUP Equivalent widths Stellar parameters and abundances
EPINARBO Equivalent widths Stellar parameters and abundances
IAC-AIP Library of synthetic spectra Stellar parameters
LUMBA On-the-fly spectrum synthesis Stellar parameters and abundances
Nice Library of synthetic spectra Stellar parameters
OACT Library of observed spectra Stellar parameters and activity
UCM Equivalent widths Stellar parameters
Vilnius Equivalent widths and spectrum synthesis Stellar parameters and abundances

write for each node separately in Eq. (3); in other words, it is
made of repeated entries for each node with the true.paramn of
the star and the corresponding node bias:

µn = (true.paramn + bias.param1,n, ..., true.paramn + bias.paramK,n).
(5)

To be able to apply the Bayesian inference to the homogeni-
sation, we first needed to estimate the coefficients that define the
bias function of each node (Eq. (2)) and the covariance matrix
(Eq. (4)). Once the covariance matrix and the biases are defined,
the only unknown in Eq. (4) is the true.paramn of star n. For
these calculations, we have relied on a set of reference objects
with known values of their true parameters. Of course, how well
such true values are known can be discussed. In practice, what
we write for the reference objects is that the known parameter
values, and their uncertainties, are priors of the true values:

true.paramn ∼ dnorm(reference.paramn, reference.errorn). (6)

This means that the simulation is free to adapt the true
value of the parameter, within the error of the estimate given
for that reference star. Each spectral SETUP analysed by the
WG10 and WG11 nodes (UVES 520 and 580) was homogenised
separately, in order to account for the possibility of different
biases in the analysis of these different spectra. To estimate the
biases and the covariance matrix, we ran a Bayesian Monte Carlo
simulation using the tools mentioned above. We ran diagnos-
tic tests to ensure that the simulations converged and that the
autocorrelations were low (below 1–2%).

For WG10 the reference sets were constructed as described
in Sect. 4. For WG11, different sets of reference stars were
used, depending on the parameter being homogenised. Details
are given in the subsections below.

Nine analysis nodes participated in the WG11 analysis. They
are identified in Table 3. A summary of the methods, with refer-
ences to the codes employed, is given in the companion paper by
Gilmore et al. (2022) and is not repeated here. A description of
the methodologies can also be found in Appendix A of Smiljanic
et al. (2014) or, in the case of the OACT node, in Lanzafame et al.
(2015).

5.1. Working Group 11: homogenisation of effective
temperature

When estimating values of Teff , we used as reference the FGK
benchmark stars (Heiter et al. 2015) and the cool M-dwarf
benchmark candidates from Pancino et al. (2017a, see Table 5).

However, not all of these cool benchmarks were successfully
analysed, as they fall in a region of the parameter space where
the WG11 methods do not work well. In total, the WG11 nodes
analysed 640 individual spectra for 35 benchmark stars. In terms
of Teff , those that were successfully analysed cover the interval
between 3224 and 6635 K.

One problem we faced in our method is that nodes do not pro-
vide results for each and every spectrum. For the purposes of the
MCMC simulations, the missing values were substituted with
a broad non-informative uniform prior (from 3000 to 8000 K).
As a result of the simulations, we obtained the coefficients of
Eq. (2) and the covariance matrix of Eq. (4), along with their
uncertainties.

As a second step, the bias function and covariance matrix
were applied to compute the best estimate of Teff for each star in
the sample (including to the reference stars themselves). We note
that the errors of the atmospheric parameters provided by the
nodes are not used (neither for the homogenisation of Teff nor of
the other parameters). Each node estimated their errors in a dif-
ferent way, some providing internal errors of the method, while
others applied more complicated prescriptions. Consequently,
these values cannot be directly compared. We let the comparison
between reference and measured parameters define the intrinsic
node random errors.

At the end of this second step, we found that the Teff values
of the reference stars were recovered with a standard deviation of
±85 K. We assumed that this value represents the external accu-
racy of our final Teff scale, even though, in truth, this value is a
composition of our accuracy and the errors of the reference scale.
The internal errors of our Teff values have a median of 65 K, with
the first and third quartiles at 60 and 75 K. A comparison against
the isochrones of open and globular clusters seemed to validate
the final Teff results (See Sect. 5.5).

5.2. Working Group 11: homogenisation of surface gravity

For the WG11 log g homogenisation, two models of the node
biases had to be combined. The first model, valid for dwarfs and
metal-rich giants, used as the reference set the same sample of 35
benchmark stars employed in the analysis of Teff . The benchmark
stars cover the interval between 0.68 and 5.05 dex.

However, a second model had to be built for the metal-poor
giants ([Fe/H] ≤ −0.50 and log g ≤ 3.50). In this case, in addi-
tion to the benchmark stars, a sample of giants with asteroseismic
values of log gwas used. The sample included 62 stars with data
from K2 (Worley et al. 2020) and 88 stars with data from CoRoT
(Masseron et al., in prep.). The K2 stars have log g with an
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interval between 1.74 and 3.41. The CoRoT stars have log g with
an interval between 1.75 and 2.99. The combination of the two
models was found necessary to reproduce the Teff–log g diagram
of the globular clusters. Conversely, the solution with the seismic
values degraded the quality of the diagrams and tests for other
types of clusters and field stars. A few iterations were needed to
assign the model that should be used for the stars at the edges of
the parameter space division.

For the purposes of the model, the uncertainty of the seismic
log g values was fixed at a value of ±0.02 dex. The missing val-
ues in log g were substituted by a broad uniform prior (between
0.0 and 5.0 dex). At the end of the homogenisation, we found
that the reference log g values were recovered with a standard
deviation of ±0.14 dex. The internal errors have a median value
of 0.15 dex, with the first and third quartiles at 0.14 and 0.18 dex.
A comparison with cluster isochrones is shown in Sect. 5.5.

We performed a number of tests attempting the use Gaia
log g priors as additional constraints in the Bayesian model.
However, none of the attempts produced results of higher quality
than the ones obtained with the approach described above.

5.3. Working Group 11: homogenisation of [Fe/H]

For the [Fe/H] homogenisation, the model was obtained using
the results provided for 34 of the 35 FGK benchmark stars (with
results for a total of 565 spectra). One benchmark (HD 140283)
had no reference [Fe/H] value but good values of Teff and
log g. The stars cover the interval between −2.64 and +0.35 dex
(including the cool benchmarks). As the error in the reference
[Fe/H], we used the standard deviation of the Fe I lines given in
Jofré et al. (2014).

However, the homogenisation of metallicities using only the
benchmarks was found to make the globular clusters become
too metal rich. At the same time, it was also making the known
metal-rich open clusters become too metal poor. To correct this
we were forced to add additional references for metallicities.
These references are the open and globular clusters from Tables 7
and 8 of Pancino et al. (2017a). The open clusters used were
NGC 6253, NGC 6705, NGC 2477, NGC 3532, and Melotte 71.
The globular clusters used were NGC 4372, NGC 5927, NGC
2808, M 15, NGC 4833, NGC 6752, NGC 104, NGC 1904, NGC
6553, NGC 1261, and M 12. For the simulation, a typical value
of ±0.05 was used as the reference error of the metallicities of
the clusters.

Cluster members were either adopted from Pancino et al.
(2017b) or a two-sigma cut around the mean of the radial veloc-
ities was used. For computing the biases, we essentially needed
to select a majority of members (but not necessarily only mem-
bers). This crude membership criterion was found to produce
acceptable results. At the end of the homogenisation, we found
that the reference [Fe/H] values were recovered with a standard
deviation of ±0.09 dex. The internal errors have a median value
of 0.07 dex, with the first and third quartiles at 0.06 and 0.10 dex.

We find a few important remarks regarding the final WG11
metallicities should be made: (i) Most of the globular cluster
stars are bright giants, with log g ≤ 2.0, and are thus in an
area of the parameter space where the WG11 pipelines usually
do not perform very well. (ii) Better agreement with literature
values for the metal-rich open clusters and metal-poor globu-
lar clusters was achieved at the expense of an increased scatter
in the homogenised [Fe/H] values of the benchmark stars. This
seems to indicate that the two scales (literature clusters and
benchmarks) have important differences. (iii) The final metal-
licity for three of the cool benchmark stars (GJ205, GJ436, and

GJ581) was very low. An inspection after the homogenisation
revealed that the input node values are always much lower than
the reference values. The conclusion seems to be that the WG11
metallicities for cool stars (Teff ≤ 4000 K) are not reliable.

5.4. Working Group 11: homogenisation of the
microturbulence

The homogenisation of the microturbulence is different from the
other parameters since there are no benchmark values that can be
used as reference. Instead, we made use of the Gaia-ESO micro-
turbulence calibration derived using iDR5 results to write the
prior for the true values of ξ:

true.xin ∼ dnorm(calib.xin, 0.25), (7)

where calib.xin is computed using the homogenised values of
Teff , log g, and [Fe/H], and we assumed a typical uncertainty
of 0.25 km s−1. When writing Eq. (4) for ξ, we did not consider
biases. In the Bayesian simulation, to homogenise this parameter,
both the true values and the covariance matrix were determined
at the same time.

In essence, the Bayesian modelling of ξ is an elaborated way
of finding the mean of the distribution of multiple node val-
ues, with the advantage of taking into account the correlations
between the nodes and of using the calibration as a prior. We
remark, however, that the final results are indeed different from
both the simple mean of the individual node results and from the
direct application of the calibration.

5.5. Consistency checks of the final Working Group 11 stellar
parameters

Here, we discuss the final stellar parameters obtained within
WG11. We remark that these are not necessarily the final Gaia-
ESO parameters for the stars we analysed, as there is still a
process of survey-wide homogenisation. This final homogenisa-
tion process is described in the companion paper by Hourihane
et al. (2023).

Figure 2 shows the Teff–log g diagram of the homogenised
results, in bins of metallicity and in comparison to isochrones.
The agreement with the location of the isochrones is in general
very good. The location of the main sequence and of the red giant
branch are in general well reproduced.

At the lowest metallicity bin (where no isochrones are
plotted), the scatter does seem to be excessive. There is the pos-
sibility that some of these stars are not real metal-poor stars, but
artefacts of the analysis. We recall that for the cool benchmarks,
the WG11 homogenised metallicities were too low. Investigation
showed that some hot stars (>7000 K) included in the sam-
ple also ended up with very low metallicities. Care is therefore
advised when using the results for the most metal-poor stars.

Figures 3 and 4 show Teff–log g diagrams for a few open
and globular clusters. When possible, membership information
was obtained from previous Gaia-ESO papers (Spina et al. 2014;
Magrini et al. 2017; Pancino et al. 2017b; Randich et al. 2018). If
that was not possible, a simple two-sigma cut in radial velocity
was used as a first estimate of membership. (We note that since
this analysis was carried out Jackson et al. 2022 has provided key
cluster membership lists. These are used in the verification of the
final Gaia-ESO dataset in Hourihane et al. 2023.)

As can be seen, the agreement for the open clusters is
excellent. The member stars tend to follow the isochrones, in
particular for the case of red giants in older open clusters. In
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Fig. 2. Teff–log g diagram with the WG11 recommended results. PARSEC isochrones (Bressan et al. 2012) are shown for ages of 1 and 12.5 Gyr
(violet and orange, respectively) and for the minimum and maximum metallicity indicated in each panel (dashed and solid lines, respectively). Red
crosses are stars in open clusters, blue circles are stars in globular clusters, and the black starred symbols are the remaining stars.

Fig. 3. Teff–log g diagrams for the open clusters IC 2602, NGC 6663, M67, and Trumpler 20.

Fig. 4. Teff–log g diagrams for the globular clusters M2, NGC 104, NGC 362, and NGC 1851.
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the case of young clusters, it happens that the main sequence
stars are usually sitting slightly above the isochrone. We did find
a few issues, however. For M67, the subgiants seem to have a
homogenised log g that is too high for their temperatures. In
addition, the analysis of the Pleiades spectra did not return good
atmospheric parameters. Although in this last case, the spectra
are not from UVES, and we believe there is something differ-
ent in the data creating some kind of systematic problem in the
analysis.

The agreement for the globular clusters is good in many
cases, but there are cases of disagreement. In particular we men-
tion NGC 1904, NGC 4833, NGC 5927, NGC 4372, and M 15,
nearly all of which, except NGC 5927, are metal poor. In these
cases, the stars tend to have temperatures that are cooler than
expected from the position of the isochrones. In general, the stars
in the globular clusters are bright giants (log g < 1.5). For such
stars, the WG11 analysis does not seem to be very robust. We
recommend care when using results for these stars.

We also checked for trends between metallicity values and
Teff or log g for the same selection of open and globular clusters.
In most cases, trends were not seen, are very small, or driven
by one outlier whose membership could be questioned. How-
ever, there are cases (e.g. NGC 2243 and Trumpler 20) where
correlations were detected. In other cases, large scatter can be
present, as is particularly seen in younger clusters (see e.g. NGC
2516 or IC 4665). We point out that some of the trends and
large scatter are not errors induced by the homogenisation, but
are effects that appear from limitations in our methodology. The
recent work by Baratella et al. (2020) suggests that traditional
methods of analysis that rely on the various equilibria of Fe
lines fail for young stars because the microturbulence is overes-
timated. Another example is the work of Semenova et al. (2020),
which indicates that abundance trends in the 2 Gyr open cluster
NGC 2420 can be explained by neglected 3D non-LTE effects.

5.6. Working Group 11: homogenisation of chemical
abundances

Overall, the WG11 nodes attempted to derive abundances for
38 atomic species and two molecules. The atomic and molec-
ular data that were used in the analysis are those described in
Heiter et al. (2021). Abundances of O I using the forbidden line
at 6300 Å, of carbon from molecular C2, and nitrogen from CN
bands were derived using spectrum synthesis by the Vilnius node
only (see Tautvaišienė et al. 2015, for details). Abundances and
upper limits of Li I come from measurements by the Arcetri node
(Franciosini et al. 2022). None of these abundances have gone
through a homogenisation process.

For all other atomic species, we used individual line abun-
dances for the homogenisation. The measurements come from a
mix of equivalent width (by the CAUP, EPINARBO, and Vilnius
nodes) and spectrum synthesis analyses (by LUMBA and, in
the case of Mg I, Ba II, Ce II, La II, Pr II, Y II, Zr I, Zr II, and
Nd II, by the Vilnius node). The final list of species from which
abundances were estimated, in addition to the metallicity itself,
is: Li I, C (from C2), C I, N (from CN), O I, Na I, Mg I, Al I, Si I,
Si II, S I, Ca I, Ca II, Sc I, Sc II, Ti I, Ti II, V I, Cr I, Cr II, Mn I,
Co I, Ni I, Cu I, Zn I, Y II, Zr I, Zr II, Nb I, Mo I, Ba II, La II, Ce II,
Pr II, Nd II, Sm II, and Eu II (i.e., 30 different chemical elements).

We advise particular care when using the abundances from
S I, Ca II, Sc I, Mo I, and Nb I. These abundances come from
a single (or a few) weak and/or blended lines. They were
measured with equivalent widths, but precise results probably

require spectrum synthesis. Quality control led us to reject all
abundances from Sr I, Ru I, and Dy II, and therefore they are not
part of the release.

Before homogenisation, we ran quality checks on the indi-
vidual line abundances. For each line, we produced three plots
of abundance as a function of Teff , log g, and [Fe/H]. In these
plots, we visually checked for trends, excessive scatter, and off-
sets among the nodes, and we removed anything that appeared
suspicious. We also excluded lines that had been measured only
in a small number of stars or by only one or two nodes (if there
were other lines that had been measured by several nodes).

Homogenisation was also performed using a Bayesian mod-
elling, with an adapted version of Eq. (4) for a given chemical
species:

node.abundancesn ∼ dmnorm(abun.µn, Σspecies), (8)

where node.abundancesn combines all line abundances mea-
sured by every node for star ‘n’. The covariance matrix Σspecies
has dimensions equal to the sum of the number of lines used
by all nodes, and, by itself, it introduced a large number of free
parameters in the model. The mean vector node.abundancesn,
expressed in a similar manner to Eq. (5), combines the true abun-
dance, true.abunn, of that species in star ‘n’ with the line biases
line.bias j.

The line bias was not introduced as a property of the node
but of the spectral line j. This was meant to take into account a
possible bias coming from uncertainties in the log g f value of
the lines. In principle, variation of this line bias in the param-
eter space could be introduced in order to model the changing
importance of blends in different types of stars. However, this
was not implemented, as it would introduce too many additional
free parameters in the model. Distinct priors for the line biases
were introduced depending on their quality flags in the form

line.bias j ∼ dnorm(0.0, sigma.bias), (9)

where sigma.bias is equal to 0.01, 0.02, 0.05, or 0.1, for
lines with (SYNFLAG,LOGGFFLAG) = (Y,Y); (Y,U) or (U,Y);
(U,U); (N,?) or (?,N), respectively.5 To avoid that this line bias
diverges when only one or two lines are measured, we found it
necessary to change sigma.bias to 0.002, 0.01, 0.02, and 0.05.

Apart from the solar abundances, there are no other fun-
damental reference values that can be used to constrain the
covariance matrix and the line biases. Because of that, the
homogenisation of abundances was run as a single step, simi-
lar to what was done for ξ. Priors were used for the true.abunn
of each star. For the Sun, the abundances from Grevesse et al.
(2007) were used as a strong Gaussian prior with σ = 0.001. For
the abundances of Mg, Ti, Ni, Mn, and V, we found it helpful
to introduce the abundances of the benchmark stars as additional
priors (Jofré et al. 2015). For the other stars, we used a Gaussian
distribution as the prior, with the mean at the metallicity-scaled
solar abundance and σ = 0.4. For Ba II, Cr I, Cr II, Ca II, Ni I,
Y II, Mn I, Zn I, Si II, Sc I, and V II, this had to be changed to σ
= 0.1 in order to decrease the final scatter of the abundances.

Essentially, although it looks more complicated, the method
can be considered as a sophisticated way to define a weighted
mean. The sophistication lies within estimating the random
5 The SYNFLAG and LOGGFFLAG take values yes (Y), uncertain
(U), or no (N), as explained in Heiter et al. (2021). SYNFLAG comes
from tests of the blending of the lines in the spectra of the Sun and
Arcturus. LOGGFFLAG is related to the confidence on the log g f value
of the line.
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errors of each node (i.e. the weights) directly from the data and
in allowing for the line biases.

6. Working Group 10: homogenisation of stellar
parameters

In this section, we describe the homogenisation of the WG10
stellar parameters. As shown in Table 2, for WG10 there were
five nodes that provided parameters across the four GIRAFFE
SETUPs. The specific parameters and number of spectra anal-
ysed per SETUP per node is shown in Table 4. For each SETUP
there were two to four sets of node results available with which
to perform the homogenisation.

For the MW observing programme (not including the BL
fields) two SETUPs were observed, HR10 and HR21. These were
selected, as they contain key lines that have a different sensitivity
to surface gravity depending on whether the star is a giant or a
dwarf, thus breaking the dwarf-giant degeneracy due to effective
temperature. See Sect. 7 for details on the wavelength regions.

For this reason, for the MW fields, it was recommended that
the nodes analysing the MW SETUPs combine HR10 and HR21
in a single analysis. However, nodes were free to analyse the data
as suited their method, and all the data they provided were used
in the homogenisation.

In particular, IAC provided two sets of analysis for the
MW fields, the analysis of HR10 combined with HR21 (the
HR10|HR21 SETUP) and the analysis of HR10-only. MaxPlanck
provided results for the HR10-only SETUP. During the qual-
ity control phase, MaxPlanck investigated combining the HR10
and HR21 spectra (SETUP=HR10|HR21) as a single analysis but
concluded that these results were not reliable for their process
and therefore did not provide them.

As the HR10-only and HR10|HR21 analyses effectively cov-
ered the same sample, the Lumba HR10|HR21 results, the
IAC HR10|HR21 and HR10-only results and the MaxPlanck
HR10-only results were all used for the homogenisation of the
MW fields. For the remainder of this work, the HR10|HR21
homogenisation refers to these four sets of node results.

The MW BL fields were observed at a higher S/N in the
HR21 SETUP than the main MW fields and it was decided to
not observe the same fields in HR10. (See Gilmore et al. 2022
for more details on the observing strategy.) The nodes anal-
ysed the HR21-only BL fields and the standard fields that had
also been observed in HR21. These samples were used in the
homogenisation of the HR21-only SETUP.

The OC SETUPs, HR15N and HR9B, covered different sam-
ples of open cluster stars, so the spectra of these SETUPs
were analysed separately. (See Randich et al. 2022; Bragaglia
et al. 2022 for further details on the observing strategy.) For
HR15N three nodes provided results, while for HR9B, two nodes
provided results.

Figure 5 shows the distribution of Teff , log g and [Fe/H]
provided by each node for each SETUP. The node results and
associated reports were reviewed before homogenisation.

The flag information (TECH, PECULI, REMARK) was
inspected, and the WG14 flags that were used by each node were
assessed to determine whether the associated results should be
used in the homogenisation. The flags were assigned by each
node based on the definitions in the WG14 Flag Dictionary.

There were 20 flags that were determined at the WG10
homogenisation level to mean that the associated results, if
present, should not be used in the homogenisation. Which flags
were reported as well as whether or not the results were provided
varied between nodes so if the flag was present, the result (null

Table 4. Number of parameters provided per NODE per SETUP.

Parameter EP LM OT IC MP

HR10

Teff – – – 45 679 35 305
σ Teff – – – 45 678 58 959
log g – – – 45 679 35 305
σ log g – – – 45 678 58 959
[Fe/H] – – – 45 679 35 305
σ [Fe/H] – – – 45 678 58 959
ξ – – – – 35 305
σξ – – – – 58 959
TECH – – – – 37 623

HR10|HR21

Teff – 56 164 – 50 262 –
σ Teff – 54 020 – 50 262 –
log g – 56 164 – 50 262 –
σ log g – 54 020 – 50 243 –
[Fe/H] – 56 164 – 50 262 –
σ [Fe/H] – 54 020 – 50 261 –
ξ – 56 164 – – –
σξ – 59 083 – – –
TECH – 33 948 – – –

HR21: bulge fields and standards

Teff – 11 714 – 11 099 10 819
σ Teff – 11 515 – 11 098 11 566
log g – 11 714 – 11 099 10 819
σ log g – 11 515 – 11 097 11 566
[Fe/H] – 11 714 – 11 099 10 819
σ [Fe/H] – 11 515 – 11 099 11 566
ξ – 11 714 – – 10 819
σξ – 11 742 – – 11 566
TECH – 1922 – – 2181

HR15N

Teff 24 969 26 538 20 022 – –
σ Teff 24 985 25 295 20 022 – –
log g 22 271 26 538 20 022 – –
σ log g 22 251 25 295 20 022 – –
[Fe/H] 22 584 26 538 20 022 – –
σ [Fe/H] 22 557 25 295 20 022 – –
ξ – 26 538 – – –
σξ – 26 550 – – –
PECULI 14 – 466 – –
TECH 6551 7147 7052 – –

HR9

Teff 960 – 2495 – –
σ Teff 960 – 2495 – –
log g 960 – 2495 – –
σ log g 960 – 2495 – –
[Fe/H] 960 – 2494 – –
σ [Fe/H] 960 – 2494 – –
ξ 960 – – – –
σξ 960 – – – –
PECULI 114 – 84 – –
TECH 3510 – 2136 – –

Notes. EP = EPINARBO, LM = Lumba, OT = OACT, IC = IAC, MP =
MaxPlanck.
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Fig. 5. Distribution of Teff with log g and Teff with [Fe/H] for each node for each SETUP. Unflagged but rejected IAC and MaxPlanck results are
shown in red.
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Table 5. WG14 Flags used by WG10 NODES.

Prefix WG14 Flag prefix description EP LM OT IC MP

10 106 Incomplete spectrum (missing wavelengths) – – 2 – –
10 302 Code convergence issue: one or more convergence criteria (node-specific) could not be

fulfilled
330 247 – 22 520 –

10 303 Code convergence issue: temperature (Teff) is out of the node’s grid 4996 – 1531 – 2701
10 304 Code convergence issue: gravity (log g) is out of the node’s grid 1039 – – – –
10 305 Code convergence issue: metallicity ([M/H] or [Fe/H]) is out of the node’s grid 30 – – – 285
10 308 One or more parameter (which could not be identified) outside the node’s grid – 6739 – – –
10 399 No. parameters provided because of lack of time – – – – 29 854
11 020 ν sin(i) too high, preventing the determination of some/all parameters: ν sin(i) > 20

km s−1
55 – – – –

11 100 ν sin(i) too high, preventing the determination of some/all parameters: ν sin(i) > 100
km s−1

856 – 3 – –

11 150 ν sin(i) too high, preventing the determination of some/all parameters: ν sin(i) > 150
km s−1

– – 8 – –

11 200 ν sin(i) too high, preventing the determination of some/all parameters: ν sin(i) > 200
km s−1

227 – 9 – –

11 250 ν sin(i) too high, preventing the determination of some/all parameters: ν sin(i) > 250
km s−1

78 – 8 – –

13 020 Suspicious stellar parameters because temperature (Teff) is on the node’s grid edge – 23 449 966 – –
13 021 Suspicious stellar parameters because gravity (log g) is on the node’s grid edge – 3155 – – –
13 022 Suspicious stellar parameters because metallicity ([M/H] or [Fe/H]) is on the node’s

grid edge
46 140 276 – –

13 027 Suspicious stellar parameters: multiple system 4 – – – –
13 028 Suspicious stellar parameters because ν sin(i) is too high – – 1 – –
20 020 Spectroscopic binary: SBn, n ≥ 2 123 – 474 – –
20 030 Spectroscopic binary: SBn, n ≥ 3 – – 20 – –
20 070 Composite spectrum – – 38 – –

Notes. WG14 flags and associated descriptions as per the WG14 Dictionary used by the WG10 nodes in the parameter determination per spectrum.
EP=EPINARBO, LM = Lumba, OT = OACT, IC = IAC, MP = MaxPlanck.

Table 6. Cross-match of stars (NCN) and spectra (NSP) between WG11 and WG10 SETUPs.

SETUP WG11 HR15N HR10 HR21 HR9B
NCN NSP NCN NSP NCN NSP NCN NSP NCN NSP

HR15N 533 1295 – – 3622 4387 3622 4387 794 1475
HR10 170 1790 3622 8700 – – 58 354 118 167 253 1796
HR21 170 1797 3622 8767 58 354 118 342 – – 253 1796
HR21_BL – – – – 114 114 5935 5935 – –
HR9B 216 895 794 1448 253 912 253 912 – –

Notes. Number of stars (CN=CNAME) cross-matched between each key SETUP sample and WG11, HR15N, HR10, HR21, HR9B, and number of
associated spectra (SP) in the key SETUP.

or otherwise) was not used. The flag prefixes, the WG14 flag
descriptions, and the number of spectra per node for which they
were used are listed in Table 5.

Inspection of the resulting node datasets showed that both the
IAC and MaxPlanck analyses had results lying at the parameter
grid limits that were not flagged. The MaxPlanck analysis also
showed a non-physical feature at Teff=4000 K, log g=4 dex that
is not present in the other node results. These are indicated as
red points in Fig. 5 and these results were removed prior to the
homogenisation.

6.1. Parameter reference set

Constructing a reference set using stars in common with WG11
was explored for each of the WG10 SETUPs for both the

parameter phase and the abundance phase. Table 6 gives the
cross-match of each WG10 SETUP to WG11 and between WG10
SETUPs.

The decision to use the WG11 results as the source of the ref-
erence set against which to derive the WG10 results was driven
by the reasoning that this would immediately put the WG10
results onto the WG11 scale. The cross-match between WG11
and WG10 then comprised a larger more comprehensive set of
stars in common than the process of using the reference sets that
have more sparse coverage.

While the WG11 and WG10 observing programmes were not
designed with an overlap in the parameter space for calibration
purposes, the cross-match of each WG10 SETUP to WG11 was
reasonably well sampled, in particular for Teff and log g. The
cross-match between WG10 SETUPs was also explored for use
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in the parameter phase as another way to expand the reference
set for each SETUP.

As shown in Table 6, the SETUP with the largest per star
(CNAME) cross-match to WG11 is the HR15N dataset. The
cross-match of the HR10 dataset to WG11 is almost three times
less than the HR15N dataset cross-match to WG11. However, the
cross-match of the HR10 dataset to the HR15N dataset is over
21 times greater than the HR10 dataset cross-match to WG11.
This is particularly due to the CoRoT sample for which all of
the CoRoT fields were observed in all three SETUPS: HR10,
HR21, and HR15N. The cross-match between HR21 and HR15N
reflects that of HR10, as the HR21 targets were observed either in
combination with HR10 or specifically for the BL fields. There-
fore, the cross-match of HR21 to HR10 is particularly good.
Targets in HR9B were observed to complement HR15N, so the
cross-match with the HR15N dataset is almost four times greater
than that with WG11 targets.

From this assessment, a bootstrapping approach was taken to
ensure all the SETUPs were homogenised onto a common scale.
However, the last gap that needed to be covered was the lack
of metal-poor reference stars, particularly for the HR10|HR21
(MW) and HR21 (BL) SETUPs in which metal-poor stars were
most likely to be found, rather than in HR15N and HR9B (OC).

6.1.1. Filling in the metal poor tail with globular clusters

Galactic globular clusters (GCs) were included as part of the
Gaia-ESO calibration strategy to provide a reference set across
the metal-poor regime. (See Pancino et al. 2017a for more
details.) Inspection of the cross-match between WG11 and the
WG10 SETUPs revealed that there were not many globular clus-
ter stars in common and what was in common was not sufficient
to well sample the metal-poor end. However, there were globular
cluster stars present that could be used as [Fe/H] reference stars,
assuming they could be confirmed as globular cluster members
and thus could be assigned an associated [Fe/H] value.

To that end, a detailed globular cluster membership analysis
was carried out using Gaia DR2 data in order to identify which
stars in both WG11 and WG10 were globular cluster members
(Worley et al., in prep.). The WG11 members per cluster were
used to provide an average [Fe/H] and dispersion for that cluster.
Then, for each WG10 cluster, if a cluster did not include a WG11
star that was a cluster member (none in the cross-match sample),
the three most probable WG10 cluster members present in that
SETUP were assigned the WG11 average [Fe/H] and dispersion
as the value and its uncertainty. These then became the reference
values against which those stars per node were compared. There
are no globular cluster stars in the HR9B dataset, and the HR21
to HR10|HR21 overlap was already sufficient in globular cluster
stars, so that this fill-in procedure was not implemented for these
two SETUPs, and it was used only for HR10|HR21 and HR15N.
While HR15N was used primarily to observe open cluster stars,
which are mainly solar metallicity and thus metal-poor stars were
not expected, archival data of globular clusters were available in
HR15N for some of the globular clusters that were observed in
HR10 and HR21. This expanded the globular cluster star sample
and provided another inter-SETUP calibration sample.

6.1.2. Construction of per SETUP reference sets for
parameter homogenisation

For the parameter homogenisation phase, to maximise the size
of the reference set for each SETUP, a bootstrapping procedure
was implemented as listed in Table 7.

Table 7. Bootstrapping SETUP order and reference set content.

Order SETUP Reference set content

1 HR15N FGK benchmark stars
Cross-match to WG11
GC members assigned WG11 GC [Fe/H]

2 HR9B FGK benchmark stars
Cross-match to HR15N

3 HR10|HR21 FGK benchmark stars
Cross-match to WG11
Cross-match to HR15N
GC members assigned WG11 GC [Fe/H]

4 HR21 BL FGK benchmark stars
Cross-match to HR10|HR21

Figures 6 and 7 show the construction of the per SETUP ref-
erence sets as Kiel diagrams and [Fe/H] against Teff . The Kiel
diagram of the full sample for each SETUP is shown, then the
final reference set and the cross-match with WG11 are shown for
comparison. The key samples as described above that are present
in each reference set are also shown in order to show what part
of the parameter space each key sample occupies.

6.2. Corrections to node parameters based on reference sets

As described in Sect. 4 the node results per SETUP were first
assessed against the reference set to determine a bias correction.
An example of the difference between the reference set values
and the calculated bias corrections for the nodes and parameters
for HR15N are shown in Fig. 8.

Table 8 gives the coefficients for each bias correction per
SETUP per node per parameter as well as the independent
parameter against which each correction was calculated. The
mean and standard deviation of the reference values per param-
eter are given per node. These values vary between the nodes as
each node did not necessarily provide values for the complete set
of reference stars. These values were used to normalise the node
and reference values before the correction function was deter-
mined as described in Sect. 5. The median and standard deviation
of the difference between the node and reference values are also
given per parameter per SETUP in Table 8.

Each dataset was investigated in great detail using the rele-
vant reference set in order to identify the polynomial function
and independent parameter that provided the optimal correction.
A variety of quality criteria were used to assess the agreement
of the homogenised values to the reference values, such as dif-
ference measures (median and standard deviation) on the whole
sample and sub-samples. In an extensive quality control process,
results from different combinations of reference sets, polynomial
fits, and independent parameters were compared to finally con-
verge on the corrections provided in Table 8 using the WG11
Bayesian implementation (see Sect. 5) .

In the majority of cases, using [Fe/H] as the independent
parameter provided the optimal correction. For HR10|HR21, the
investigations showed that for all the nodes, there was a differ-
ent trend with [Fe/H] between dwarfs and giants. Using log g
or Teff as the independent parameter did not capture the cor-
rection sufficiently either. Ultimately a two-parameter correction
against both [Fe/H] and log g was used in those cases, as listed
in Table 8.
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Fig. 6. Reference sets for HR15N and HR10|HR21 setups. Top row: Kiel diagrams for full HR15N sample, final HR15N reference set and WG11
cross-match with HR15N. Second row: same as for the top row but for [Fe/H] versus Teff . Third row: Kiel diagrams of the four main samples:
benchmarks (yellow), OC (magenta), GCs (green), and MW (blue) within the HR15N reference set overlaid on the full reference set. Fourth row:
same as for the third row but for [Fe/H] versus Teff . Fifth to eighth rows: same but for HR10|HR21.
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Fig. 7. Reference sets for HR21-only and HR9B SETUPs. Top to fourth rows: same as in Fig. 6 but for HR21-only. The reference samples are
benchmarks (yellow), BL (red), GCs (green) and MW (blue). Fifth to eighth rows: same as in Fig. 6 but for HR9B.The reference samples are
benchmarks (yellow), OC (magenta), and MW (blue).
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Fig. 8. Difference of node (EPINARBO, Lumba, OACT) values to reference set values for Teff , log g and [Fe/H] for HR15N. The difference of the
final homogenised reference set values from the reference set values per parameter for HR15N are shown in the bottom row.

6.3. Combining SETUPs for final Working Group 10
parameter homogenisation

The final step in the WG10 homogenisation process was to
combine the per SETUP homogenisation into the per CNAME
homogenisation, which is the single star catalogue for all
CNAMEs analysed within WG10. Due to the bootstrapping pro-
cedure used to construct the reference sets, each homogenisation
per SETUP was ultimately bootstrapped onto the WG11 scale.

Table 9 lists the mean and standard deviation of the differ-
ence between the homogenised values and reference values per
SETUP. In all cases, the offsets are close to zero and within the
spread of the differences (∆) given by the standard deviation,
which indicates very good agreement between the per SETUP
homogenised values and the reference values. The dispersion of
the difference (standard deviation) is generally two or three times
higher than the typical uncertainties of the homogenised stellar
parameters. Therefore, due to the bootstrapping procedure, the
homogenised values per SETUP were all assumed to be on the
WG11 parameter scale and can thus be combined without further
correction.

The results per SETUP were combined into the final
WG10 per CNAME catalogue. The majority of CNAMEs were
observed using only one SETUP. However, for the cases in which
results from multiple SETUPs were available (e.g. the reference
sets) an order of priority was implemented reflecting the science
programmes and calibration samples as specified by GES_TYPE
(see Table 1 for definitions). The priority order depending on the
GES_TYPE are given in Table 10.

Figure 9 shows the homogenised parameters per SETUP
and the final WG10 homogenised parameters as Kiel diagrams

Table 9. Difference (∆) of WG10 SETUP homogenisations to reference.

SETUP Parameter Mean ∆ σ∆ Mean error σ error

HR15N Teff 1 145 70 15
HR15N log g 0.11 0.35 0.19 0.05
HR15N [Fe/H] –0.00 0.18 0.06 0.02
HR10|HR21 Teff 10 149 64 15
HR10|HR21 log g 0.03 0.31 0.16 0.03
HR10|HR21 [Fe/H] –0.03 0.15 0.08 0.03
HR21 Teff –28 126 27 14
HR21 log g –0.09 0.31 0.16 0.04
HR21 [Fe/H] 0.04 0.15 0.11 0.02
HR9B Teff 9 183 76 46
HR9B log g 0.05 0.24 0.09 0.08
HR9B [Fe/H] –0.02 0.18 0.02 0.02

Notes. Mean and standard deviation of difference (∆) between per
SETUP (HR10|HR21, HR21, HR15N, HR9B) homogenised values and
reference values per Parameter (Teff , log g, [Fe/H]). The mean and
standard deviation of the error for each parameter are also given.

with a metallicity colour map. As no combining of values was
performed, features in each per SETUP Kiel diagram can be
identified within the final Kiel diagram, which itself coherently
displays the morphology of the branches of stellar evolution.

Figure 10 characterises the final WG10 stellar parameters
with respect to the key quality measures of S/N, number of nodes
(NN) contributing to the final result, error on Teff , error on log g,
and error on [Fe/H]. The top row shows the histogram of each of
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Fig. 9. Kiel diagram with a metallicity colour map for the per SETUP homogenised parameters: Panels from left to right: a) HR15N, b) HR10|HR21,
c) HR21, d) HR9B, and e) the final WG10 homogenised parameters. All panels are on the same colour map scale.

Table 10. Priority order for selecting final result in cases of results from
multiple SETUPs.

GES_TYPE(s) Priority SETUP

MW (excluding BL), BM, 1 HR10|HR21
BW, CR, K2, GC, 2 HR21
RV, TL, PC, MC 3 HR15N

4 HR9B

CL, OC, BC 1 HR10|HR21
2 HR15N
3 HR9B
4 HR21

BL 1 HR21

these quantities, the middle row shows the Kiel diagrams of the
final stellar parameters binned with respect to each quantity, and
the bottom row shows the metallicity distribution as a histogram
also binned with respect to each quantity.

The S/N and NN both show a decrease in scatter and a more
refined stellar evolution morphology in the Kiel diagrams with
better quality results (e.g. more signal and more node results
contributing, respectively). For Teff , log g, and [Fe/H], the errors
have a significant peak around a particular value (∼65 K, ∼0.17,
∼0.08, respectively), which is reflected in the binning of those
quantities in the Kiel diagrams. However, the scatter is reduced
with bins of decreasing error.

The metallicity distributions are less informative on this
aspect. For the error quantities shown in Fig. 10 (m, n, and o), the
bulk of the values lie about a single value and thus fall mainly in
a single bin.

However, Fig. 10k shows the peak of the metallicity dis-
tribution moving towards solar with bins of increasing S/N.
This reflects the sampling of the medium-resolution data, as
the fainter targets are typically more distant, and so the peak
reflects the more metal-poor populations of the thick disk and
the halo. The brighter targets are typically closer, sampling the
thin disk and the solar neighbourhood, which are typically solar
metallicity. Hence the metallicity distribution of the medium-
resolution data reflects the expected trend of metallicity with
stellar populations.

Figure 10l shows the metallicity distribution binned with NN.
The peak does not shift between bins and the shape of the distri-
butions are similar, indicating that the bins with fewer than the

maximum NN contain a similar sample in general, and that NN
does not necessarily track with S/N.

This discussion illustrates how the quality measures can,
and indeed should, be used to refine the WG10 dataset for any
study in Galactic Archeaology. To be most effective these quality
measures should be considered both individually and together.

6.4. Verification of the homogenised Working Group 10
stellar parameters

For the parameter homogenisation, as shown in Figs. 6 and 7, key
sub-samples were included within the parameter reference set.
Verification of the WG10 homogenisation as part of the greater
homogenisation of Gaia-ESO is explored in detail in Hourihane
et al. (2023) with particular attention to these sub-samples. As
such, only the FGK benchmark stellar parameters, the WG11
cross-match stellar parameters, and the GC metallicities are
reviewed in this section.

Figure 11 shows a comparison of the reference stellar param-
eters for the FGK benchmark stars with the values determined
in both WG11 and WG10, and a comparison of the WG11 stel-
lar parameters with the final WG10 stellar parameters for the
cross-match between WG11 and WG10. The median and stan-
dard deviation of the differences are also given. Overall, the
agreement between these reference sets and the final parame-
ters is good, with relatively small offsets and small spread in
differences within the typical errors of the stellar parameters.

Inspecting further the stars with large differences (> 3σ)
to the benchmark parameters, for WG11, 61_Cyg_B shows a
notable disagreement in both Teff (–215 K) and [Fe/H] (0.34 dex).
It is a close-to-solar-metallicity K dwarf which the nodes anal-
yses should have dealt with quite well. However, the spectrum
analysed was in fact non-UVES archive spectra from the bench-
mark spectral library made to be UVES-like for the WG11 node
analyses in an expansion of the calibration effort. Making the
spectrum UVES-like may have caused an issue with the archived
data, although this star is not in common with WG10 and thus
was not used in the WG10 homogenisation.

HD 122563, the very metal-poor ([Fe/H] = –2.64) lumi-
nous giant (log g = 1.61), represents a difficult combination
of parameters. The difficulty shows up as a significant differ-
ence compared to the benchmark parameters in Teff for the
WG11 result (–383 K), and in log g for the WG10 result (0.84).
HD 84937 is also a metal-poor ([Fe/H] = –2.03), albeit dwarf,
star for which there was a significant difference in Teff for the
WG10 result compared to the FGK benchmark result.
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Fig. 10. Characterisation of the final WG10 stellar parameters with histograms (top row), bins in Kiel diagrams (middle row) and bins in metallicity
distribution (bottom row). Specific panel content are: (a, f, k) S/N; (b, g, l) number of nodes (NN); (c, h, m) error on Teff ; (d, i, n) error on log g;
(e, j, o) error on [Fe/H].

Fig. 11. Comparison of WG10 (black) and WG11 (red) stellar parameters for: Left column: the FGK benchmarks stars against the reference values.
The mean difference and standard deviation are given. Three sigma limits are shown as dashed lines. Right column: the cross-match between WG10
and WG11 against the WG11 values. The mean difference and standard deviation are given.
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Fig. 12. Comparison of mean [Fe/H] per GC for WG10 (black) and
WG11 (red) against the reference values. The mean difference and stan-
dard deviation are given.

The WG10 node analyses also struggled with luminous
giants, as shown by the trio of low log g stars with large
differences compared to the benchmark log g.

Finally there is a difference in [Fe/H] of 0.34 dex for the
WG10 results for the K giant, Arcturus, placing it as more metal
poor than the FGK benchmark accepted value.

Overall, these discrepancies indicate that the WG10 and
WG11 results in the parameter space of metal-poor stars and
luminous giants are not as robust as in the parameter space of
more metal-rich, high gravity stars within the survey dataset.
This is not unexpected, as metal-poor stars and luminous giants
were not the primary FGK science targets of the Gaia-ESO sur-
vey (Gilmore et al. 2022; Randich et al. 2022), thus ensuring
robust parameters for these types of stars was not the main focus
of the node analyses.

However, the metal-poor stars, whilst few and only com-
prising two benchmarks, end up in quite good agreement with
the reference [Fe/H] values for the WG10 homogenisation. As
described above, to supplement the very few metal-poor bench-
marks, the mean WG11 [Fe/H] value per GC was used to try to
anchor the metal-poor end in the WG10 analysis by imposing
that value on the respective highly probable cluster members in
the WG10 and including them in the parameter reference set.

Figure 12 shows the outcome of this effort, by comparing
the mean [Fe/H] values of the GC members in WG11 and WG10
to the reference values (Harris 1996, 2010 edition), where the
WG11 values are those that were imposed in the reference set if
needed. The mean and standard deviation of each WG sample to
the reference values are also given.

The majority of the mean GC values for both WG10 and
WG11 are within 0.1 dex of the reference values, with M2 being
the main outlier. There is a large spread in [Fe/H] values for the
WG10 stars defined here as members of NGC4833, although the
mean value agrees well with the reference value. Otherwise, the
spread in [Fe/H] per GC, particularly at the metal-poor end, are
reasonable, and the mean [Fe/H] of each GC for WG10 gener-
ally track with WG11, indicating that the attempt to anchor the
metal-poor end of the WG10 dataset with the WG11 GC mean
values was relatively successful.

7. Working Group 10 homogenisation of chemical
abundances

The strategy of the chemical abundance homogenisation was to
combine in a single step the per spectral line element abundances

derived by each node for each SETUP per CNAME. We refer to
these element abundances as the line-by-line (LbL) abundances.
Hence, all SETUPs were combined at once per CNAME rather
than homogenising the results for one CNAME one SETUP at a
time and then combining the per SETUP results.

The wavelength ranges across the solar spectrum for each of
the four WG10 SETUPs, and the location of the spectral lines
used by the nodes to measure abundances are shown in Fig. 13.
The list of all lines measured is provided in Table A.1. These
are taken from the Gaia-ESO line list (Heiter et al. 2021). In the
following tables and figures, a capitalised format for designating
the elements is used in which the final digit indicates the ioni-
sation state (1=neutral, 2=singly ionised). This matches the data
model used within the survey.

Table 11 gives the number of CNAMEs analysed by each
node per element species per SETUP as well as the specific line
list references. Two numbers are provided: ‘D’ is the number
of detections, and ‘L’ is the average number of spectral lines
measured per species. The number of CNAMEs in the WG11
cross-match to all the WG10 SETUPs with WG11 abundances
per element species is also given. There was no requirement
on the nodes to measure the abundance of every possible ele-
ment in all four SETUPs. Hence, as can be seen in Table 11, the
node results are a complex dataset with varied coverage of the
chemical abundance space.

7.1. Removing extrema from node results

Table 12 gives some broad rejection criteria that were applied to
specific element datasets, as extreme values (in absolute abun-
dance) were identified that were not reasonable compared to the
bulk of the distribution. Further cleaning was of course possi-
ble, but the goal was to take the node analyses as provided and
to try to use as much information as possible. Quality measures
such as S/N, NN, and errors should be used to refine the dataset
as needed. This allows for differences between scientific studies
regarding the tolerable level of uncertainty in the data.

7.2. Homogenisation procedure for Working Group 10
chemical abundances

It was important to follow a methodical procedure to obtain the
optimal homogenisation of the WG10 LbL chemical abundances.
The Bayesian inference method used in the parameter phase was
not used here due to the range of incompleteness in the mea-
surements, as the gaps made it difficult to apply the method
consistently.

A simple procedure was therefore employed, of which the
key steps are as follows. (1) Calculate the correction to the
WG11 element abundance scale for each element based on
LbL abundances for each SETUP for each node, using the set
of cross-matched stars of the SETUP to WG11. (2) On a per
star per element basis, apply the correction for each node for
each setup. (3) Reject LbL abundances following rules set by
WG11. (4) Take the median of the corrected LbL abundances
across all nodes and SETUPs per element per star to calculate
the final abundance for that star. (5) Take the standard devia-
tion of the corrected LbL abundances for the element for the
star as the error on the element abundance. (6) Take the num-
ber of NODE+SETUP analysed as the NN contributions to the
abundance determination.

The homogenised abundances were then assessed using the
quality control samples that are described in the following
section. As the full distribution could then be inspected, this
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Fig. 13. ESO Solar spectrum (https://www.eso.org/observing/dfo/quality/UVES/pipeline/FLAMES_solar_spectrum.html)
reduced with the Gaia-ESO GIRAFFE reduction pipeline for the WG10 SETUPs. Spectral lines analysed by the WG10 nodes are indicated by
vertical lines coloured by groupings of elements.

revealed issues with the corrections that could not be detected
on the much smaller cross-match with WG11. Each element dis-
tribution was inspected, and adjustments to the correction were
made when warranted such that the homogenisation was run
again. This iterative process from correction to homogenisation
to quality control to correction was repeated several times to
home in on the optimal homogenisation.

7.3. Correction to Working Group 11 cross-match reference
set

The strategy used in the parameter homogenisation (i.e. boot-
strap each SETUP onto a reference set based on the previous
SETUP plus other reference stars) could not be employed for the
abundance analysis due to the decision to homogenise all spec-
tral lines for an element across all SETUPs at once. Thus, for
each CNAME, all the spectral line abundances from all the pos-
sible setups from all the possible nodes were combined to derive
the final abundance. There was no homogenisation of each setup
in turn. Thus the only reference set available was the cross-match
to WG11. No bootstrapping between SETUPs was possible.

The WG11 cross-match was not complete in the parameter
space; in particular, there were gaps in the [Fe/H] space. When
the cross-match was deemed insufficient, alternate procedures
were adopted, which are explained below. The number of stars
(CNAMEs) in the cross-match between WG11 and each of the

WG10 SETUPs is given in Table 6. However, depending on the
node and the SETUP, there were not necessarily abundances for
the full set of stars in each cross-match. In some cases, there
were no abundances available for the WG11 cross-match stars,
or there were no WG11 abundances available at all.

In the general case, for each ELEMENT+SETUP+NODE
combination a set of corrections were calculated between the
node values and the reference set values for each parameter as
given in Table 13.

The corrections were calculated on the binned difference
between the node values and the WG11 values in the associ-
ated SETUP cross-match. The corrections were calculated for
the whole sample as well as separately for the dwarf (log g > 3.4)
and the giant (log g ≤ 3.4) samples.

An example of the set of corrections that was calculated for
a particular element for a particular node for a particular SETUP
is shown in Fig. 14. This example (CAUP+HR21+MG1) shows
how the difference between the node values and the reference
values can behave differently depending on the independent vari-
able that is used and how the sample is or is not separated. In this
case, the median offset was applied for the dwarf sample, while
the quadratic fit against FEH was applied for the giant sample,
see Table B.1.

For each NODE+SETUP+ELEMENT combination, the dif-
ference was calculated between the LbL abundances and the
reference abundance value for the WG11 cross-match (black
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Table 11. Summary of element abundance detections (D) and lines measured (L).

HR10 (D,L) HR21 (D,L) HR15N (D,L) HR9B (D,L) WG11

Species Lumba CAUP Vilnius Lumba CAUP Vilnius EPINARBO Lumba CAUP EPINARBO X-Match References

AL1 –,–,– –,–,– 10 173,2 27 068,1 23 983,2 32 238,2 9057,2 6021,2 –,–,– –,–,– 555 Wiese et al. (1969)
BA2 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 1008,1 11 946,1 –,–,– –,–,– 553 Miles & Wiese (1969)
C1 634,1 –,–,– –,–,– –,–,– –,–,– –,–,– 5536,1 1779,1 –,–,– –,–,– 460 Kurucz (2010); Ralchenko et al. (2010)
CA1 –,–,– 3065,1 33 719,6 –,–,– –,–,– –,–,– 6561,2 12 667,3 4758,1 887,2 583 Smith (1981, 1988); Smith & Raggett (1981)
CA2 –,–,– –,–,– –,–,– –,–,– –,–,– 40 787,3 –,–,– –,–,– –,–,– –,–,– 318 Theodosiou (1989); Seaton et al. (1994)
CE2 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 686,2 387 Lawler et al. (2009)
CO1 2883,1 300,1 21 164,6 –,–,– –,–,– –,–,– 9139,2 4854,2 –,–,– 814,2 575 Kurucz (2008)
CR1 17 040,2 11 275,2 39 180,6 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 888,5 582 Wallace & Hinkle (2009)
CR2 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 205,1 540 Pinnington et al. (1993)
CU1 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 368,1 572 Kurucz (2012)
DY2 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 75,1 – Wickliffe et al. (2000)
EU2 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 8019,1 2070,1 –,–,– –,–,– 474 Lawler et al. (2001b)
FE1 35 301,16 22 137,3 40 969,28 28 165,7 20 606,2 44 674,7 9263,18 –,–,– 7117,4 888,17 580 Fuhr et al. (1988); Bard & Kock (1994); Kurucz

(2007); O’Brian et al. (1991)
FE2 –,–,– –,–,– 24 823,2 –,–,– –,–,– –,–,– 8918,2 –,–,– –,–,– 887,4 563 Kurucz (2013)
LA2 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 465,1 316 Lawler et al. (2001a)
LI1 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 4905,1 319,1 –,–,– –,–,– 548 Lindgård & Nielson (1977)
MG1 17 542,1 –,–,– 41 162,2 24 751,2 40 834,2 44 250,3 –,–,– –,–,– –,–,– 2,2 569 Kurucz & Peytremann (1975); Ralchenko et al.

(2010)
MN1 12 838,2 2745,1 33 859,4 –,–,– –,–,– –,–,– 6,1 –,–,– –,–,– –,–,– 550 Kurucz (2007)
MO2 198,1 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 222 Whaling & Brault (1988)
ND2 736,1 –,–,– –,–,– –,–,– –,–,– –,–,– 3493,1 –,–,– –,–,– 601,1 567 Den Hartog et al. (2003); Meggers et al. (1975)
NI1 4265,2 570,1 34 672,5 –,–,– –,–,– –,–,– 8978,3 9961,4 4417,2 255,1 579 Kurucz (2008); Wickliffe & Lawler (1997)
PR2 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 274,1 234 Ivarsson et al. (2001); Biémont et al. (2003)
S1 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 7733,2 –,–,– –,–,– –,–,– 218 Biemont et al. (1993); Kurucz (2004)
SC2 14 039,1 616,1 –,–,– –,–,– –,–,– –,–,– 9063,1 –,–,– 2937,1 –,–,– 575 Lawler & Dakin (1989)
SI1 –,–,– –,–,– –,–,– 9219,1 –,–,– 19 448,1 9230,2 5416,2 4074,1 –,–,– 575 Kurucz (2007); Garz (1973)
SR1 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 3516,1 –,–,– –,–,– –,–,– – García & Campos (1988)
TI1 –,–,– –,–,– 31 799,7 –,–,– –,–,– 18 235,2 9027,2 7878,2 –,–,– 888,5 584 Kurucz (2010); Nitz et al. (1998); Lawler et al.

(2013)
TI2 –,–,– 511,1 35 712,6 –,–,– –,–,– –,–,– –,–,– –,–,– –,–,– 884,2 575 Wood et al. (2013)
V1 2209,1 –,–,– –,–,– –,–,– –,–,– –,–,– 7321,1 –,–,– –,–,– –,–,– 575 Kurucz (2009)
Y2 406,2 –,–,– 5647,2 –,–,– –,–,– –,–,– 4117,1 –,–,– –,–,– 861,2 571 Pitts & Newsom (1986); Kurucz (2011);

Biémont et al. (2011); Hannaford et al. (1982)
ZR1 243,1 –,–,– –,–,– –,–,– –,–,– –,–,– 84,1 –,–,– –,–,– –,–,– 399 Biemont et al. (1981)

Notes. Summary per node per SETUP of the number of CNAMEs that have abundance detections (D) and average number of spectral lines
measured per species (L). The number of CNAMEs in the cross-match with all WG10 SETUPs for which each abundance is measured by WG11.

Table 12. Element measurements rejection criteria.

SETUP ELEMENT Crit.

HR15N AL1 >10
HR15N CO1 >7
HR15N EU2 >4
HR15N NI1 >8
HR15N NI1 <2
HR15N TI1 >9
HR15N TI1 <2
HR10 C1 >10
HR10 MO1 >4
HR10 V1 >5
HR10 Y2 >5
HR21 MG1 >15
HR21 SI1 >20

Notes. Elements for specific SETUPs and Node analyses for which
extrema in absolute abundance were rejected if above (>) or below (<)
the rejection criteria (Crit.) threshold.

Table 13. Set of corrections calculated for each parameter for each
ELEMENT+SETUP+NODE combination.

1 Median and standard deviation of the difference

2 Linear fit to the difference against
a) FEH
b) TEFF
c) LOGG

3 Quadratic fit to the difference against
a) FEH
b) TEFF
c) LOGG

points in Fig. 14). The set was then divided into ten evenly dis-
tributed bins spanning the range of the reference values for the
respective parameter (Teff , log g, or [Fe/H]). The median and
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Fig. 14. Difference between node values and reference values in example case of the CAUP analysis of Mg I measured in the HR21 spectrum. Top
row: differences against [Fe/H] for the full sample (left-black), the giants (middle-red), and the dwarfs (right-blue). Middle row: same but against
log g. Bottom row: same but against Teff . The differences as median differences calculated per bins are shown as orange points with error bars. The
linear fit (orange dot-dash) and quadratic fit (red dot-dash) are shown in each case.

Table 14. Abundance corrections derived using the full WG11 dataset.

Setup Node Element

HR10 Lumba MO1
HR10 Lumba ZR1
HR15N EPINARBO BA2
HR15N EPINARBO ND2
HR15N EPINARBO ZR1
HR9B EPINARBO CR2
HR9B EPINARBO CU1
HR9B EPINARBO LA2
HR9B EPINARBO PR2

Notes. List of SETUP+NODE+ELEMENT combinations for which the
sample was compared to the full W11 dataset for deriving the correction
relation, WG11-full.

standard deviation of the differences in each bin were then cal-
culated (orange points with error bars in Fig. 14). The median
difference and standard deviation, linear fit, and quadratic fit to
the binned data points were then calculated (shown as orange
dot-dashed line and red dot-dashed line, respectively in Fig. 14).
The coefficients and goodness of fit for the range of corrections
were returned and examined.

Table B.1 gives the coefficients of the fit and the parame-
ter range for the final set of corrections. While useful numbers
with which to derive a correction were returned for the major-
ity of SETUP+NODE+ELEMENT combinations (indicated as
WG11xmat in the ‘Calibration’ column of the table), there were
nonetheless cases for which there were not enough data points
with which to work.

Table 15. Abundance corrections derived using the solar chemical
composition.

Setup Node Element

HR15N EPINARBO SR1
HR9B EPINARBO DY2

Notes. List of SETUP+NODE+ELEMENT combinations for which the
sample was compared to the solar chemical abundance for deriving the
correction offset, Scaled Solar.

Table 16. Extreme abundance enhancement present at super-solar
metallicity.

Setup Node Element

HR21 CAUP FE1
HR21 Lumba FE1
HR21 Vilnius CA2
HR21 Vilnius FE1
HR21 Vilnius MG1
HR21 Vilnius TI1

Notes. List of SETUP+NODE+ELEMENT combinations for which the
sample showed an upturn at super-solar [Fe/H] in HR21 but not in HR10,
HR21toHR10-WG11.

There were three exceptions to the general case: (1) Insuf-
ficient element abundances in the WG11 cross-match sample
but a reasonably useful number in the rest of the WG11 dataset
(WG11-full). (2) No WG11 abundances at all for that element
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Fig. 15. Comparing HR21 (by cross-match) with HR10 uncorrected (HR10uncor), HR10 corrected to WG11 (HR10cor), and WG11. Top row: the
bulge sample (BL); Middle row: the giant sample (GT); bottom row: the dwarf sample (DW). First column: Ti I abundances against [Fe/H]; second
column: difference between HR21 and HR10 abundances (HR10uncor and HR10cor) with linear, quadratic and cubic fits; third column: application
of correction from quadratic fit to HR21 (HR21cor).

(Scaled Solar). (3) Super-solar trend in HR21 compared to HR10
(HR21toHR10-WG11).

In the first case, there were nine SETUP+NODE+
ELEMENT combinations for which the full WG11 element
abundance distribution was used to estimate a correction. These
combinations are listed in Table 14.

In the second case, there were two combinations for which
the only option was to scale to the solar abundance. These two
combinations are listed in Table 15.

In the third case, comparison of the HR21 BL to HR10
BL abundances revealed an exaggerated upturning to enhanced
abundances at the metal-rich end. Further exploration showed
that this was a difference between the giants and dwarfs. The
dwarf sample did not show this in neither HR21 nor HR10.
This upturning seemed extreme for an astrophysical effect, but
it could not be compared to the reference sample as there were
no stars in common between HR21 and WG11 for the bulge
sample.

However, there was the cross-match sample between HR21
and HR10 to examine. The equivalent set in HR10 did not show
such an extreme upturning at the metal-rich end, though for some
abundances it was slightly present which could indicate an astro-
physical effect. The goal was to put giants in HR21 onto the same
scale as giants in HR10 but not to remove the feature completely
if present in both sets of results.

Thus HR21 giants cross-matched to the HR10 giants sam-
ple were used to remove any systematic without erasing a

potential astrophysical signature. However, just because the
giants in HR21 behaved differently compared to the dwarfs
in HR21, this did not necessarily mean that the dwarfs in
HR21 behaved the same as those in HR10. It was necessary
to investigate a correction to HR10 for the dwarf targets in
HR21 to also ensure all targets were put onto the HR10 scale.
As HR10 was corrected onto the WG11 scale separately, this
was carried out first. Then HR21 was corrected onto HR10,
which had already been corrected onto the WG11 scale. The
SETUP+NODE+ELEMENT combinations for which the correc-
tions needed to be calculated are listed in Table 16.

Figure 15 illustrates the process of determining and applying
the correction using the Vilnius and Ti I results as an example.
The panels show the Ti I abundances against [Fe/H], comparing
HR21 with the uncorrected HR10 (HR10uncor), HR10 corrected
to WG11 (HR10cor), and WG11. The first row shows the cross-
match to HR10 for the bulge sample (BL), the second row shows
the giant sample (GT) and the third row shows the dwarf sample
(DW). The first column shows HR21 uncorrected. The upturn
at super solar is clear in the HR21 giant sample (we note that
the bulge stars are also giants) when compared to the HR10
giant sample, the dwarfs in both HR21 and HR10, and WG11.
The second column shows the linear, quadratic and cubic fit to
the difference in Ti I values of the cross-match between HR21
and HR10uncor and HR10cor for the bulge, giants, and dwarfs.
The third column applies the correction from the quadratic fit to
the HR21 values in each case. The procedure successfully scales
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Fig. 16. Errors on WG10-recommended abundances (in absolute abundance) against S/N on a log scale. Sub-samples per NN are shown as specified
in the top-left panel.

HR21 and HR10 to WG11 while retaining any subtle potentially
astrophysical effects.

7.4. Errors in the homogenised abundances

Figure 16 shows the error distributions against S/N for the
homogenised WG10 abundances. For the LbL abundances, the
error in the abundances was calculated as the standard devia-
tion of the set of node LbL abundances used per target in the
homogenisation. In some cases if a single line abundance from
a single node was the only abundance available, then the error
provided by that node was reported as the error.

There were three situations in which errors would poten-
tially end up missing from the final homogenisation: (1) No
error was provided with the single line abundance measurement
although errors for other measurements for the same element for
that node were provided. (2) No errors were provided at all by

the node for the LbL abundances of that element. (3) No errors
were provided at all by the node for the LbL abundances of any
element.

Three relations were derived to complete the final errors.
(1) An error relation with S/N was generated for each
NODE+SETUP+ELEMENT combination. (2) An error relation
with S/N was generated by combining all reported errors for all
abundances provided by the node for the SETUP. (3) For each
CNAME and SETUP, the spread in each abundance that had
more than one line was calculated across the node values and was
used to calculate an uncertainty relation with S/N per abundance
per SETUP.

Thus, in the homogenisation procedure, if the final abun-
dance was based on a single node value that did not have an
associated error, the appropriate relation was used to provide
an estimate of the uncertainty, which was then reported as the
final error on that abundance. In this way, all values in the
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Fig. 17. Final WG10 abundances against WG11 abundances for the CNAMEs in common with WG11 for each WG10 homogenised element. The
median difference and spread are provided for each element.
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Fig. 18. Final WG10 stellar parameters with S/N≥25 and NN≥2 as a) Kiel diagram with metallicity colour map, and b) Metallicity distribution.
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Fig. 19. Final WG10 chemical abundances as [X/Fe] against [Fe/H] illustrating the process of selecting by the NN contributing to the final
abundance.

WG10 abundance homogenisation have associated error values
as shown in Fig. 16.

However, we observed some extreme outliers and large
spread in error values for some elements. Figure 16 shows the
errors by sub-sample of NN, in which the lowest errors and
highest S/N are typically represented by the maximum NN sub-
sample. The highest errors typically occur when less than three
node results are combined. In particular, when (and despite the
fact that) the S/N is high (∼100), the homogenised error is also
high (> 2), such as for MG1, SI1, TI1, and FE1. This may not
just be attributed to a better result by combining more nodes, but
also to differences in the level of data quality for which nodes

reported results. A consistent error model imposed across the
nodes would have improved the resulting dataset.

7.5. Verification of the Working Group 10 homogenised
chemical abundances

The reference set used for the calibration of the WG10 chemi-
cal abundances was the cross-match with WG11 as described in
Sect. 7.3. Detailed quality checks on the WG10 homogenisation
regarding key sub-samples in the context of the full survey have
been carried out in Hourihane et al. (2023). In this work, we only
inspect the comparison to WG11 in Fig. 17.
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The median difference and standard deviation are given for
each element. In general, the agreement is very good across the
elements, with a spread on the order of typical uncertainties
in abundance measurements. With a subset of the cross-match
S I shows an issue, though the bulk of the cross-match are
in reasonable agreement. The error bars per CNAME are also
large indicating greater uncertainty in the measurement of this
element.

8. Conclusions

The homogenisation of the WG10 results across four SETUPs
with analyses from multiple nodes that covered, often sparsely,
different ranges in stellar parameters and chemical abundances
was a challenging process. The goal was to produce a robust and
well-calibrated single star catalogue that could be homogenised
with the rest of the survey results. This meant optimally com-
bining the node results following the WG11 Bayesian inference
method for the WG10 and WG11 stellar parameters as well as for
the WG11 chemical abundances, while for the WG10 chemical
abundance, a simple per analysis calibration to WG11 was car-
ried out. Crucial to the robustness of the final WG10 catalogue
is understanding the quality of the results. In particular, the S/N,
NN, and errors are key to refining the sample for any scientific
study.

The final stellar parameters as a Kiel diagram and metallic-
ity distribution, with a simple cleaning of S/N≥25 and NN≥2, is
shown in Fig. 18. The scatter is considerably reduced in the Kiel
diagram with respect to the full sample. The shift of the RGB
with metallicity is clearly discernible. The metallicity distribu-
tion shows a left-handed asymmetry indicative of the metal-poor
contribution from the thick disk. Small peaks at –1.5 and –2.4
coincide with globular cluster samples.

The final WG10 chemical abundances are shown in Fig. 19 as
[X/Fe] against [Fe/H]. The abundances are binned by the NN that
contributed to each abundance. The greater the NN, the clearer
the morphology of the distribution, illustrating how these quality
measures can be used to interpret this complex and intriguing
dataset.
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Appendix A: Working Group 10 spectral line information

Table A.1. Spectral lines used by WG10 Nodes.

Species Wavelength (Å)
Al I 5557.06, 6696.02, 6698.67, 8772.87, 8773.90
Ba II 6496.90
C I 5380.33, 6587.61
Ca I 5260.39, 5261.70, 5349.46, 5581.96, 5590.11, 6455.60, 6471.66, 6493.78, 6499.65
Ca II 8498.02, 8542.09, 8662.14, 8912.07
Ce II 5187.46, 5274.23, 5330.56
Co I 5176.08, 5212.69, 5280.63, 5301.04, 5331.45, 5352.04, 5352.07, 5530.73, 5530.78, 5590.66, 5590.74, 6454.99,

6632.44, 6771.02, 6771.03
Cr I 5200.17, 5206.02, 5238.96, 5241.46, 5247.56, 5272.00, 5287.18, 5296.69, 5300.75, 5304.18, 5312.86, 5318.77,

5345.80, 5348.31, 5409.78
Cr II 5246.77
Cu I 5218.20, 5220.07
Dy II 5169.69
Eu II 6645.06, 6645.10
Fe I 5159.06, 5194.94, 5197.94, 5198.71, 5215.18, 5216.27, 5217.39, 5223.18, 5225.53, 5228.38, 5232.94, 5236.20,

5242.49, 5243.78, 5247.05, 5250.21, 5250.65, 5253.02, 5253.46, 5262.88, 5263.31, 5269.54, 5273.16, 5279.65,
5285.13, 5288.52, 5293.96, 5294.55, 5295.31, 5300.40, 5302.30, 5320.04, 5321.11, 5322.04, 5324.18, 5339.93,
5364.87, 5367.47, 5373.71, 5379.57, 5383.37, 5386.33, 5389.48, 5393.17, 5397.13, 5398.28, 5405.77, 5410.91,
5415.20, 5417.03, 5424.07, 5429.70, 5434.52, 5441.34, 5445.04, 5455.61, 5466.40, 5473.90, 5491.83, 5501.46,
5506.78, 5522.45, 5525.54, 5536.58, 5538.52, 5539.28, 5543.94, 5546.51, 5560.21, 5569.62, 5572.84, 5576.09,
5586.76, 6475.62, 6481.87, 6494.98, 6495.74, 6496.47, 6498.94, 6518.37, 6533.93, 6546.24, 6569.21, 6574.23,
6581.21, 6592.91, 6593.87, 6597.56, 6608.02, 6609.11, 6627.54, 6633.41, 6633.75, 6634.11, 6648.08, 6699.14,
6703.57, 6705.10, 6713.05, 6713.74, 6725.36, 6733.15, 6739.52, 6750.15, 6752.71, 6786.86, 6793.26, 8514.07,
8515.11, 8571.80, 8582.26, 8598.83, 8611.80, 8621.60, 8688.62, 8699.45, 8784.44, 8824.22, 8846.74

Fe II 5169.03, 5197.57, 5234.62, 5256.93, 5264.80, 5284.10, 5316.61, 5316.78, 5325.55, 5425.25, 6442.96, 6456.38,
6516.08

La II 5303.53
Li I 6707.76, 6707.91
Mg I 5167.32, 5172.68, 5183.60, 5528.40, 8717.83, 8736.02, 8806.76
Mn I 5394.62, 5394.67, 5420.35, 5420.42, 5432.50, 6440.93
Mo I 5570.44
Nd II 5276.87, 5311.45, 5319.81, 5431.52, 6637.19
Ni I 5157.98, 5424.65, 5435.86, 5578.72, 5587.86, 6482.80, 6532.87, 6586.31, 6643.63, 6767.77
Pr II 5259.73, 5322.77
S I 6743.48, 6743.54, 6743.58, 6748.57, 6748.58, 6748.79, 6757.15
Sc II 5526.79, 6604.60
Si I 6721.85, 6741.63, 8892.72
Sr I 6546.78, 6791.02
Ti I 5145.46, 5147.48, 5152.18, 5210.38, 5219.70, 5223.62, 5224.30, 5230.97, 5282.38, 5295.78, 5300.01, 5338.31,

5426.25, 5471.19, 5490.15, 5514.53, 6497.68, 6554.22, 6556.06, 6599.10, 8682.98, 8734.71
Ti II 5185.90, 5211.53, 5336.79, 5381.02, 5418.77
V I 5604.90, 6531.42
Y II 5200.41, 5205.72, 5289.81, 5402.77, 5544.61, 6795.41
Zr I 5385.14, 6445.74

Notes. Species and wavelength of spectral lines for which abundances were measured by the WG10 nodes for the WG10 setups. See the Gaia-ESO
linelist (Heiter et al. 2021) for the complete information per line.
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Appendix B: Working Group 10 element abundance corrections

Table B.1. Coefficients of WG10 bias corrections.

SETUP NODE ELEMENT IP a0 a1 a2 a3 min(IP) max(IP) Median∆ σ∆ Calibration
HR10 CAUP CA1 FEH_D -0.0128635771 -0.0853183007 - - -2.52 0.32 0.0000 0.1878 WG11xmat
HR10 CAUP CA1 FEH_G 0.0671735328 0.0720870430 - - -2.00 0.21 -0.0100 0.1762 WG11xmat
HR10 CAUP CO1 FEH_D -0.1904706240 0.0279439500 - - -0.30 0.41 -0.1800 0.0909 WG11xmat
HR10 CAUP CO1 FEH_G -0.0299998950 - - - -1.21 -0.21 -0.0300 0.0824 WG11xmat
HR10 CAUP CR1 LOGG_D -5.6450875166 2.8419813136 -0.3506320046 - 3.53 4.59 0.0800 0.1470 WG11xmat
HR10 CAUP CR1 FEH_G 0.0624965243 -0.0223026185 -0.0403518382 - -2.62 0.21 0.0200 0.3286 WG11xmat
HR10 CAUP FE1 LOGG_D -0.0379078330 -0.0468408820 0.0117258380 - 0.95 4.68 -0.0600 0.1338 WG11xmat
HR10 CAUP FE1 FEH_G -0.0388349210 0.0275701220 -0.0078109530 - -2.52 0.04 -0.0500 0.1593 WG11xmat
HR10 CAUP MN1 FEH_D -0.2178134436 -0.1944580752 - - -0.25 0.45 -0.2200 0.1458 WG11xmat
HR10 CAUP MN1 FEH_G -0.3584931025 -0.0358944088 - - -1.54 0.21 -0.3100 0.1742 WG11xmat
HR10 CAUP NI1 FEH_D -0.0322487332 -0.2028706838 - - -0.70 0.45 0.0100 0.1130 WG11xmat
HR10 CAUP NI1 FEH_G -0.0539072155 -0.0685051063 - - -1.54 0.21 0.0200 0.1747 WG11xmat
HR10 CAUP SC2 FEH_D -0.1411620289 -0.1317874827 - - -1.10 0.45 -0.1300 0.1385 WG11xmat
HR10 CAUP SC2 FEH_G -0.3906970169 -0.5386362834 -0.1670547663 - -1.10 0.21 -0.0400 0.1691 WG11xmat
HR10 CAUP TI2 FEH_D -0.1060732326 -0.0850312307 - - -2.52 0.45 -0.1100 0.1078 WG11xmat
HR10 CAUP TI2 FEH_G -0.3173366324 -0.3105625844 -0.0567801729 - -2.62 0.21 -0.0800 0.2249 WG11xmat
HR10 Lumba C1 FEH_D 0.0732768207 -0.0491589552 - - -0.70 0.45 0.0500 0.1135 WG11xmat
HR10 Lumba C1 OFFSET_G 0.2500 - - - - - 0.2500 0.0683 WG11xmat
HR10 Lumba CO1 OFFSET_D -0.0500 - - - - - -0.0500 0.1646 WG11xmat
HR10 Lumba CO1 FEH_G -0.0313088310 0.0788521830 0.1184216920 - -1.26 0.04 0.0200 0.1091 WG11xmat
HR10 Lumba CR1 TEFF_D -16.7383167700 0.0061316870 -0.0000005546 - 4842 6483 0.1100 0.1228 WG11xmat
HR10 Lumba CR1 TEFF_G 6.7606788150 -0.0022318690 0.0000001747 - 4423 6720 0.0300 0.2739 WG11xmat
HR10 Lumba FE1 FEH_G 0.0976131640 0.0838707160 0.0123411550 - -2.52 0.37 0.0700 0.2463 WG11xmat
HR10 Lumba FE1 LOGG_D 4.3500420690 -2.2274475100 0.2789431000 - 3.45 4.68 -0.0700 0.1282 WG11xmat
HR10 Lumba MG1 FEH 0.0464074730 -0.0687944546 - - -1.10 0.45 0.0600 0.1221 WG11xmat
HR10 Lumba MN1 FEH -0.0721551932 -0.2434403206 -0.2944977537 - -1.10 0.30 -0.1200 0.2009 WG11xmat
HR10 Lumba MO1 FEH 0.4932369290 1.3317375180 -0.6803415420 -3.55216122 -0.49 0.35 0.5000 3.8600 WG11-full
HR10 Lumba ND2 OFFSET_D 0.7200 - - - - - 0.7200 0.1259 WG11xmat
HR10 Lumba ND2 FEH_G 0.5507316480 0.6873607070 0.2871853550 - -1.23 0.04 0.2400 0.1836 WG11xmat
HR10 Lumba NI1 FEH_D 0.1131103971 0.0412906286 - - -0.40 0.45 0.1000 0.1028 WG11xmat
HR10 Lumba NI1 OFFSET_G 0.1800 - - - - - 0.1800 0.1969 WG11xmat
HR10 Lumba SC2 OFFSET_D -0.1100 - - - - - -0.1100 0.1490 WG11xmat
HR10 Lumba SC2 OFFSET_G 0.0700 - - - - - 0.0700 0.1842 WG11xmat
HR10 Lumba V1 OFFSET_D -0.0800 - - - - - -0.0800 0.0283 WG11xmat
HR10 Lumba V1 OFFSET_G -0.0400 - - - - - -0.0400 0.0752 WG11xmat
HR10 Lumba Y2 OFFSET_D -0.2300 - - - -0.42 0.45 -0.2300 0.1245 WG11xmat
HR10 Lumba Y2 OFFSET_G -0.0900 - - - -1.27 0.06 -0.0900 0.1608 WG11xmat
HR10 Lumba ZR1 FEH 0.1523604990 0.5486256480 1.1509851220 0.65947002 -1.25 0.37 0.1300 4.4100 WG11-full
HR10 Vilnius AL1 FEH_D 0.0598238978 0.0004466455 - - -0.70 0.45 0.0800 0.2045 WG11xmat
HR10 Vilnius AL1 FEH_G 0.1159365538 -0.0336255123 - - -1.50 0.21 0.1800 0.1879 WG11xmat
HR10 Vilnius CA1 FEH_D 0.1303592641 0.0529698156 - - -0.70 0.45 0.1400 0.1557 WG11xmat
HR10 Vilnius CA1 OFFSET_G 0.0400 - - - -1.10 0.21 0.0400 0.1886 WG11xmat
HR10 Vilnius CO1 FEH_D 0.1415773330 0.0838384140 -0.0796160610 - -0.71 0.41 0.1200 0.1454 WG11xmat
HR10 Vilnius CO1 FEH_G 0.2384163850 0.2857059710 0.1121185940 - -1.26 0.37 0.0600 0.2132 WG11xmat
HR10 Vilnius CR1 LOGG_D 3.1411860370 -1.5389358300 0.1933153520 - 3.45 4.68 0.0900 0.1543 WG11xmat
HR10 Vilnius CR1 LOGG_G 0.3495480500 -0.4913832760 0.1403916450 - 0.95 3.39 -0.0200 0.2645 WG11xmat
HR10 Vilnius FE1 LOGG_D 2.6557655300 -1.3217719570 0.1695725040 - 3.45 4.68 0.1000 0.1555 WG11xmat
HR10 Vilnius FE1 FEH_G 0.2328753010 0.1948311820 0.0523083140 - -2.52 0.37 0.0900 0.2349 WG11xmat
HR10 Vilnius FE2 LOGG 0.6344379240 -0.2852883300 0.0442309150 - 0.95 4.68 0.2200 0.2018 WG11xmat
HR10 Vilnius MG1 OFFSET_D 0.1600 - - - -0.70 0.45 0.1600 0.1779 WG11xmat
HR10 Vilnius MG1 FEH_G -0.0406796642 -0.3352504432 - - -1.10 0.21 0.2700 0.2601 WG11xmat
HR10 Vilnius MN1 TEFF_D -1.4101857502 0.0004340610 -0.0000000316 - 4256 6756 0.0100 0.1615 WG11xmat
HR10 Vilnius MN1 FEH_G 0.0285548670 0.1218215121 - - -1.54 0.21 -0.0900 0.1970 WG11xmat
HR10 Vilnius NI1 LOGG_D 6.1505396041 -3.1638494044 0.4061924846 - 3.53 4.51 0.0500 0.1508 WG11xmat
HR10 Vilnius NI1 TEFF_G 9.0197287067 -0.0035566944 0.0000003496 - 4189 5207 0.0000 0.2335 WG11xmat
HR10 Vilnius TI1 FEH_D 0.1215496359 0.0156832702 - - -0.70 0.45 0.1600 0.2127 WG11xmat
HR10 Vilnius TI1 FEH_G -0.0248537984 -0.2107111023 - - -0.70 0.00 0.2000 0.2336 WG11xmat
HR10 Vilnius TI2 FEH_G 0.3898855087 0.0237904194 - - -2.62 0.21 0.3300 0.2273 WG11xmat
HR10 Vilnius TI2 FEH_D 0.1096975581 -0.0688373436 -0.0399396966 - -2.03 0.45 0.1100 0.2071 WG11xmat
HR10 Vilnius Y2 OFFSET_D -0.0200 - - - -0.70 0.45 -0.0200 0.2140 WG11xmat
HR10 Vilnius Y2 OFFSET_G 0.0700 - - - -1.27 0.20 0.0700 0.2044 WG11xmat

HR15N CAUP CA1 FEH_D -0.0987282970 -0.0744936740 0.0912719410 - -1.01 0.32 -0.0500 0.1928 WG11xmat
HR15N CAUP CA1 FEH_G -0.0558260260 -0.0515666940 -0.0056638010 - -2.54 0.29 -0.0400 0.1498 WG11xmat
HR15N CAUP FE1 TEFF_D 1.5395357310 -0.0005183000 0.0000000444 - 4092 6524 0.0400 0.1338 WG11xmat
HR15N CAUP FE1 TEFF_G 6.0155818810 -0.0025553130 0.0000002721 - 4171 5132 0.0400 0.1189 WG11xmat
HR15N CAUP NI1 TEFF_D -0.9724628770 0.0003342880 -0.0000000277 - 4092 6524 0.0200 0.1552 WG11xmat
HR15N CAUP NI1 TEFF_G 9.5562424000 -0.0041799340 0.0000004513 - 4171 5132 -0.0800 0.1454 WG11xmat
HR15N CAUP SC2 FEH_D -0.1003669214 -0.1982793021 - - -1.00 0.00 -0.0900 0.1188 WG11xmat
HR15N CAUP SC2 FEH_G -0.1855341097 -0.1870818927 -0.0423925519 - -1.66 0.33 -0.1300 0.1105 WG11xmat
HR15N CAUP SI1 FEH_D 0.0506171736 0.0450048868 - - -0.80 0.49 0.0500 0.1275 WG11xmat
HR15N CAUP SI1 FEH_G 0.0823885330 0.2563482820 0.3457082370 - -0.86 0.29 0.0600 0.1468 WG11xmat
HR15N EPINARBO AL1 TEFF_D -0.9569700663 0.0005238327 -0.0000000558 - 5003 6710 0.2060 0.2588 WG11xmat
HR15N EPINARBO AL1 FEH_G 0.3162735083 0.2239841044 0.0792369502 - -1.66 0.33 0.2550 0.1659 WG11xmat
HR15N EPINARBO BA2 FEH_D 0.0985018910 -0.7698388700 -0.5755655770 -0.13481981 -2.09 0.32 0.3130 2.9850 WG11-full
HR15N EPINARBO BA2 FEH_G -0.4055081900 0.0141792960 1.4568006990 0.66517806 -2.54 0.17 0.0560 2.6590 WG11-full
HR15N EPINARBO C1 OFFSET_D -0.0800 - - - - - -0.0800 0.1779 WG11xmat
HR15N EPINARBO C1 FEH_G 0.0846544789 -0.2307559980 - - -0.42 0.33 0.0040 0.2960 WG11xmat
HR15N EPINARBO CA1 OFFSET_D 0.1740 - - - -0.56 0.49 0.1740 0.1957 WG11xmat
HR15N EPINARBO CA1 FEH_G 0.1069150534 0.2156591825 0.1333802684 - -1.66 0.29 0.0640 0.1319 WG11xmat
HR15N EPINARBO CO1 FEH_D 0.1945363800 -0.1662533510 0.3524026810 - -2.20 0.36 0.1980 0.3100 WG11xmat
HR15N EPINARBO CO1 FEH_G 0.2644097580 -0.0484794770 -0.1019780170 - -1.66 0.29 0.2180 0.2778 WG11xmat
HR15N EPINARBO EU2 OFFSET_D 0.0590 - - - - - 0.0590 0.1505 WG11xmat
HR15N EPINARBO EU2 FEH_G 0.1269190636 0.1666165730 - - -1.58 0.33 0.0250 0.1917 WG11xmat
HR15N EPINARBO FE1 FEH_D 0.0462124040 -0.2231451800 0.4096522430 - -0.75 0.36 0.0790 0.3726 WG11xmat
HR15N EPINARBO FE1 FEH_G 0.0987415140 0.2073014350 0.1384381260 - -2.20 0.36 0.0810 0.2919 WG11xmat
HR15N EPINARBO FE2 FEH_D 0.2666048930 0.0828850200 - - -2.20 0.36 0.2730 0.3504 WG11xmat
HR15N EPINARBO FE2 FEH_G 0.3398705230 0.1513853770 - - -1.66 0.29 0.2750 0.2321 WG11xmat
HR15N EPINARBO ND2 FEH 1.5361205339 -0.0615894571 -0.2475007921 -0.23830388 -1.76 0.40 1.5890 2.4480 WG11-full
HR15N EPINARBO NI1 FEH_D 0.0104620694 -0.1388466011 0.4247540473 - -0.50 0.49 0.0710 0.2495 WG11xmat
HR15N EPINARBO NI1 LOGG_G 0.0377553625 -0.0227948910 0.0089080360 - 0.98 3.35 0.0420 0.1586 WG11xmat
HR15N EPINARBO S1 TEFF 20.2390962443 -0.0078025044 0.0000007638 - 4651 6184 0.6020 0.7445 WG11xmat
HR15N EPINARBO SC2 TEFF_D 0.8796531494 -0.0001731191 - - 5003 6300 -0.1330 0.1535 WG11xmat
HR15N EPINARBO SC2 TEFF_G 0.6089881206 -0.0001382218 - - 4269 5171 -0.0530 0.1050 WG11xmat
HR15N EPINARBO SI1 FEH_D 0.1413808311 0.0756314018 0.3421655219 - -0.57 0.49 0.1300 0.2265 WG11xmat
HR15N EPINARBO SI1 FEH_G 0.2668795320 0.2973452999 0.1215426521 - -1.66 0.33 0.2270 0.1737 WG11xmat
HR15N EPINARBO SR1 OFFSET 1.6330 - - - - - 1.6330 - Scaled Solar
HR15N EPINARBO TI1 TEFF_D 17.1293465052 -0.0064595794 0.0000006138 - 5003 6300 0.3030 0.4986 WG11xmat
HR15N EPINARBO TI1 TEFF_G -9.9478597542 0.0044616249 -0.0000004934 - 4269 5100 0.1020 0.1317 WG11xmat
HR15N EPINARBO V1 FEH_D 0.0867662461 -0.3446519198 - - -0.51 0.49 0.1100 0.4483 WG11xmat
HR15N EPINARBO V1 TEFF_G 0.2239432282 -0.0000467122 - - 4269 5095 0.0020 0.1956 WG11xmat
HR15N EPINARBO Y2 LOGG_D 18.5786753232 -10.6917378985 1.5217598504 - 3.46 4.20 -0.0660 0.5153 WG11xmat
HR15N EPINARBO Y2 LOGG_G -0.1684343003 0.0395075169 - - 0.98 2.97 -0.0950 0.2638 WG11xmat
HR15N EPINARBO ZR1 OFFSET 1.1620 - - - - - 1.1620 4.9400 WG11-full
HR15N Lumba AL1 FEH_D 0.1258188370 0.0201138850 0.0890347210 - -1.66 0.34 0.1400 0.1370 WG11xmat
HR15N Lumba AL1 FEH_G 0.1615605640 0.0683883570 0.0985345720 - -1.66 0.30 0.1700 0.1050 WG11xmat
HR15N Lumba BA2 LOGG_D 6.2405706048 -2.8519959072 0.3395505367 - 3.46 4.58 0.2800 0.2128 WG11xmat
HR15N Lumba BA2 LOGG_G 1.2262712441 -0.2678149175 - - 0.98 3.35 0.5900 0.2151 WG11xmat
HR15N Lumba C1 OFFSET_D 0.1234004990 0.0507172730 - - -0.43 0.36 0.1300 0.1383 WG11xmat
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Table B.1. continued.

SETUP NODE ELEMENT IP a0 a1 a2 a3 min(IP) max(IP) Median∆ σ∆ Calibration
HR15N Lumba C1 OFFSET_G 0.2393637190 0.3464880590 - - -0.51 0.29 0.2200 0.1388 WG11xmat
HR15N Lumba CA1 OFFSET_D 0.1400 - - - -0.70 0.49 0.1400 0.1595 WG11xmat
HR15N Lumba CA1 FEH_G 0.1455244593 -0.0630665992 - - -1.10 0.33 0.1800 0.1932 WG11xmat
HR15N Lumba CO1 TEFF_D -0.7148061500 0.0001486460 - - 4113 6452 0.1000 0.1431 WG11xmat
HR15N Lumba CO1 FEH_G 0.0176560850 -0.1413575310 -0.0389629720 - -1.30 0.30 0.0500 0.0842 WG11xmat
HR15N Lumba EU2 OFFSET_D 0.3400 - - - - - 0.3400 0.1436 WG11xmat
HR15N Lumba EU2 FEH_G 0.1914570730 0.2859310470 0.2835082150 - -1.30 0.29 0.1400 0.1288 WG11xmat
HR15N Lumba NI1 FEH_D 0.1008589225 0.0544224804 - - -1.33 0.49 0.0900 0.1769 WG11xmat
HR15N Lumba NI1 FEH_G 0.2560589917 0.0509889047 - - -1.66 0.33 0.2400 0.2184 WG11xmat
HR15N Lumba SI1 LOGG_D 0.1048324560 0.0224807643 - - 3.46 4.58 0.1900 0.1059 WG11xmat
HR15N Lumba SI1 TEFF_G 24.1362275043 -0.0093215520 0.0000009122 - 4400 5095 0.4500 0.4346 WG11xmat
HR15N Lumba TI1 FEH 0.0851134142 -0.0407456089 - - -2.03 0.49 0.1000 0.2972 WG11xmat
HR21 CAUP AL1 FEH_D -0.1330458850 0.0144045030 0.1180994800 - -1.33 0.45 -0.1200 0.1356 WG11xmat
HR21 CAUP AL1 FEH_G 0.0724923910 0.1917499230 0.1070101150 - -1.63 0.21 -0.0100 0.1311 WG11xmat
HR21 CAUP FE1 FEH_D 0.0308106900 0.2023866500 0.0894924000 - -0.90 0.47 -0.0060 0.1830 HR21toHR10-WG11
HR21 CAUP FE1 FEH_G 0.2812608200 0.4460150900 0.0927387200 - -0.80 0.42 0.1580 0.2360 HR21toHR10-WG11
HR21 CAUP MG1 OFFSET_D -0.0100 - - - -2.03 0.45 -0.0100 0.1694 WG11xmat
HR21 CAUP MG1 FEH_G -0.0149402040 -0.1185022070 0.0415395750 - -1.10 0.21 0.0700 0.2260 WG11xmat
HR21 Lumba AL1 FEH_D -0.2658367920 0.0818413460 0.3999028370 - -0.70 0.45 -0.2300 0.1332 WG11xmat
HR21 Lumba AL1 FEH_G -0.2010914430 0.1827250330 0.1375634280 - -1.63 0.21 -0.2300 0.1854 WG11xmat
HR21 Lumba FE1 FEH_D 0.1221244200 -0.0673754000 -0.0510338100 - -2.52 0.45 0.1320 0.1570 HR21toHR10-WG11
HR21 Lumba FE1 FEH_G 0.2208933400 0.0717466300 0.0159230300 - -3.11 0.42 0.1920 0.1700 HR21toHR10-WG11
HR21 Lumba MG1 OFFSET_D 0.1200 - - - -2.03 0.45 0.1200 0.1850 WG11xmat
HR21 Lumba MG1 FEH_G 0.0967134805 -0.0665194907 0.0651249740 - -1.10 0.21 0.2000 0.2860 WG11xmat
HR21 Lumba SI1 LOGG_D -0.3013328157 0.1152338589 - - 3.53 4.59 0.1800 0.1160 WG11xmat
HR21 Lumba SI1 FEH_G 0.5240188932 0.9555999724 0.5280106112 - -1.10 0.00 0.2000 0.4609 WG11xmat
HR21 Vilnius AL1 FEH_D 0.0123871914 0.0024776950 - - -1.33 0.45 0.0300 0.1644 WG11xmat
HR21 Vilnius AL1 FEH_G 0.3107618178 0.1954399937 - - -1.27 0.21 0.1600 0.1964 WG11xmat
HR21 Vilnius CA2 FEH_G 0.1236401000 0.1339087600 - - -2.53 0.42 0.0420 0.2710 HR21toHR10-WG11
HR21 Vilnius CA2 FEH_D -0.0241594400 0.2321338100 0.1195865000 - -0.70 0.47 -0.0690 0.1870 HR21toHR10-WG11
HR21 Vilnius FE1 FEH_D 0.1630460800 0.0028094900 -0.0104126700 - -2.57 0.47 0.1600 0.1330 HR21toHR10-WG11
HR21 Vilnius FE1 FEH_G 0.5288046000 0.6799116700 0.2248112100 - -3.17 0.93 0.2890 0.2610 HR21toHR10-WG11
HR21 Vilnius MG1 OFFSET_D 0.1580 - - - -2.57 0.47 0.1580 0.1320 HR21toHR10-WG11
HR21 Vilnius MG1 FEH_G 0.2158573700 0.4460271900 0.5062285700 - -0.30 0.42 0.2920 0.2060 HR21toHR10-WG11
HR21 Vilnius SI1 LOGG_D 0.0299960908 0.0267704496 - - 3.59 4.60 0.1200 0.1307 WG11xmat
HR21 Vilnius SI1 FEH_G 0.2776062190 0.4798213770 0.2179009050 - -1.27 0.21 0.0700 0.2174 WG11xmat
HR21 Vilnius TI1 FEH_D 0.1499854500 0.0088722400 -0.0068887000 - -1.25 0.47 0.1480 0.1890 HR21toHR10-WG11
HR21 Vilnius TI1 FEH_G 0.3295874000 0.4103813500 0.3194012300 - -0.50 0.42 0.2650 0.2430 HR21toHR10-WG11
HR9B EPINARBO CA1 TEFF_D -5.6125887540 0.0017516880 -0.0000001347 - 5030 6184 -0.0250 0.1675 WG11xmat
HR9B EPINARBO CA1 TEFF_G 31.6180845900 -0.0134122070 0.0000014091 - 4585 5375 -0.2780 0.1321 WG11xmat
HR9B EPINARBO CE2 FEH_G -0.2340408971 -0.6577443268 - - -0.10 0.26 -0.2980 0.2162 WG11xmat
HR9B EPINARBO CE2 FEH_D 0.0889999659 -0.7001094103 - - -0.57 0.20 -0.0150 0.4717 WG11xmat
HR9B EPINARBO CO1 FEH_D -0.1717849057 0.0075862458 0.6403065816 - -1.33 0.33 -0.0970 0.3113 WG11xmat
HR9B EPINARBO CO1 TEFF_G 45.2018809500 -0.0179687140 0.0000017819 - 4585 5375 -0.0230 0.1880 WG11xmat
HR9B EPINARBO CR1 LOGG_D -0.0278139970 0.0055499350 - - 3.52 4.57 0.0100 0.2581 WG11xmat
HR9B EPINARBO CR1 LOGG_G -0.1809654460 0.0729570610 - - 2.24 3.28 0.0000 0.1448 WG11xmat
HR9B EPINARBO CR2 OFFSET 0.2400 - - - - - 0.2400 - WG11-full
HR9B EPINARBO CU1 FEH 0.1247046739 0.2199904770 1.6158947945 5.83671379 -0.34 0.32 0.1590 8.3430 WG11-full
HR9B EPINARBO DY2 OFFSET 1.5720 - - - - - 1.5720 - Scaled Solar
HR9B EPINARBO FE1 FEH_G 0.0232848290 -0.0875269150 - - -0.11 0.35 0.0110 0.1808 WG11xmat
HR9B EPINARBO FE1 FEH_D -0.0204007620 -0.2323460920 -0.1628028780 - -1.30 0.10 -0.0080 0.1993 WG11xmat
HR9B EPINARBO FE2 FEH 0.0273802910 -0.3660831260 -0.2672870260 - -1.30 0.38 0.0340 0.2372 WG11xmat
HR9B EPINARBO LA2 FEH 0.0754013062 -0.7898668051 0.5343078971 2.14124775 -0.45 0.39 0.0910 2.4200 WG11-full
HR9B EPINARBO ND2 LOGG_D -0.3105725040 0.1304330020 - - 3.52 4.41 0.2590 0.3008 WG11xmat
HR9B EPINARBO ND2 LOGG_G 1.5173952460 -0.4037327140 - - 2.24 3.28 0.4210 0.2801 WG11xmat
HR9B EPINARBO NI1 TEFF -0.9498372340 0.0000613150 - - 4701 6117 -0.6290 0.2130 WG11xmat
HR9B EPINARBO PR2 OFFSET 0.4590 - - - - 0 0.4590 - WG11-full
HR9B EPINARBO TI1 OFFSET_D 0.0980 - - - 3.46 4.50 0.0980 0.2925 WG11xmat
HR9B EPINARBO TI1 FEH_G 0.0361210337 -0.2220528902 - - -1.50 0.28 -0.0550 0.2197 WG11xmat
HR9B EPINARBO TI2 TEFF_D 1.8107969524 -0.0003057979 - - 5700 6364 0.0020 0.2637 WG11xmat
HR9B EPINARBO TI2 TEFF_G 0.1834844010 -0.0000514757 - - 4521 5000 -0.0820 0.1278 WG11xmat
HR9B EPINARBO Y2 LOGG -1.7901607240 0.8767585000 -0.1081206540 - 2.24 4.57 -0.1990 0.3211 WG11xmat

Notes. For each element per node per SETUP, the independent parameter (IP), polynomial fit coefficients, and parameter limits, of the fit of the
difference between the WG10 node values and the reference values. The median and σ of the difference is also given. For the IP, _G refers to giant
sample, _D refers to dwarf sample.
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