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Abstract

Neutron spectroscopy uniquely and non-destructively accesses diffusive dynamics in soft and biological
matter, including for instance proteins in hydrated powders or in solution, and more generally dynamic
properties of condensed matter on the molecular level. Given the limited neutron flux resulting in long
counting times, it is important to optimize data acquisition for the specific question, in particular for
time resolved (kinetic) studies. The required acquisition time was recently significantly reduced by mea-
surements of discrete energy transfers rather than quasi-continuous neutron scattering spectra on neutron
backscattering spectrometers. Besides the reduction of acquisition times, smaller amounts of samples can
be measured with better statistics, and most importantly, kinetically changing samples, such as aggregating
or crystallizing samples, can be followed. However, given the small number of discrete energy transfers
probed in this mode, established analysis frameworks for full spectra can break down. Here, we present
new approaches to analyze measurements of diffusive dynamics recorded within fixed windows in energy
transfer, and compare them to the analysis of full spectra. We test the new approaches by both modeled
scattering functions, and a comparative analysis of fixed energy window data and full spectra on well-
understood reference samples. Our new approach can be employed successfully for kinetic studies of the
dynamics focusing on the short time apparent center-of-mass diffusion.

1 Introduction
To understand kinetic processes in soft and biological
matter evolving on time scales from minutes to hours,
such as protein aggregation and protein crystalliza-
tion, suitable experimental methods have to be devel-

oped.1–6 In order to obtain a comprehensive picture,
the structural evolution is not sufficient, but these
methods have to include the ability to detect diffusive
dynamics on nanosecond time and nanometer length
scales commensurate with protein dynamics inside
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living cells and with protein folding dynamics.7 The
successful development of these methods is crucial
to address challenges such as the combat of protein
aggregation diseases.8–10 Neutron spectroscopy can
access essential experimental observables for this en-
deavour, such as self-diffusion on the molecular level,
without the need for specific labels11 and is one of the
few techniques along with XPCS12 which provides
length and timescale information. However, neutron
spectroscopy is a fundamentally signal-limited tech-
nique due to physical constraints imposed on the neu-
tron source brightness.

Neutron spectroscopy typically measures the dy-
namic structure factor Spq, ωq depending on the scat-
tering vector q (i.e., momentum transfer h̄q related
to the scattering angle) and the energy transfer h̄ω.
Spq, ωq represents the Fourier transform of the van
Hove correlation function Gpr, tq depending on space
r and time t.13 The observable timescales are given
by the spectrometer resolution function and maxi-
mum energy transfer.

Cold neutron backscattering spectroscopy (NBS)
achieves a very high energy resolution of typically
better than 1µeV full width at half maximum
(FWHM) for h̄q up to q « 2Å´1 by employing
Bragg reflections in exact backscattering from both
monochromator and analyzer single crystals. The
requirement of backscattering prohibits any change
of the crystal Bragg angle for spectral recordings.
Therefore, mechanical Doppler drives carrying the
monochromator crystal constitute the presently most
common approach to change the incident neutron
energy by a Bragg reflection in a moving reference
frame (Figure 1)14–17 and are employed in current
NBS instruments, such as IN16B16 at the ILL, EMU
at ANSTO,17 HFBS at NIST,15 or SPHERES at
MLZ.18 Their maximum speed is vmax « 4.5m/s,
limited by the corresponding acceleration and the
monochromator mass « 1 kg. For comparison the
speed of cold neutrons is « 630 m/s at 2 meV en-
ergy, and thus, the Doppler effect allows to shift the
neutron energy by a measurable amount. The me-
chanical approach is owed to the large neutron beam
size (« 20 ˆ 30cm2) at the monochromator position
due to the focus optics built into these instruments,
rendering the alternative approach of changing the

log10(S(q, ω))

Figure 1: Left: Schematic representation of a
moving monochromator crystal achieving an energy
transfer in exact backscattering by a Bragg reflec-
tion in a moving reference frame, denoted Doppler
monochromator. (Schematic adapted with permis-
sion from [19]). Right: Schematic of a QENS spec-
trum: Depending on the velocity profile (cf. Figure 2)
of the Doppler monochromator, full QENS spectra
(surface plot) or discrete energy transfers (red lines)
can be acquired .

monochromator lattice spacing via temperature20,21

challenging due to the required temperature homo-
geneity. Among numerous applications from quan-
tum mechanics to polymer and glass physics, NBS
is particularly suited to access nanosecond diffusive
dynamics.11,22–26 This strength can for instance be
exploited to measure diffusion of nanometer-size soft
colloid particles such as proteins in liquid solutions,
which we use as test case in this article. However,
recording full spectra takes a considerable time, typ-
ically several hours, depending on experimental pa-
rameters and the sample composition, to obtain sta-
tistically meaningful data.

In this paper, we discuss strategies for more time
efficiency, opening up new areas of application of
NBS-based quasi-elastic neutron scattering (QENS).
We propose analysis frameworks for NBS data ac-
quired at only few selected discrete energy transfers.
In addition to the obvious reduction of acquisition
times and enhancement of signal, kinetically chang-
ing samples can be followed, enabling new science.

This article is organized as follows. We first ex-
plain the acquisition modes of NBS instruments with
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Figure 2: Different operation modes for backscattering spectrometers using a movable monochromator crys-
tal. Blue, violet, green and orange lines represent the operation mode with a sinusoidal velocity profile,
a stationary heated monochromator crystal, as well as the ones for IFWS and EFWS, respectively. The
displacement profiles dmono translating the reference frame as a function of time, shown in (a), translate
to the effective lattice spacing dlatt in the laboratory rest frame (b), and, thus, to the energy transfer h̄ω
encountered by the Bragg reflected neutrons (c). Identical monochromator and analyzer crystals, with same
crystal cut, are assumed. The detected scattering signal for the scenarios is shown in c) in a rotated plot to
have the energy transfer aligned with the subplot b).

a Doppler monochromator. We then focus on the dif-
ferent contributions to the scattering signal at given
energy transfers and model the incoherent scattering
of protein solutions based on the description of full
QENS spectra.27 Using modeled data sets, we discuss
the non-monotonous contributions to the scattering
signal in Section 2. We next focus on established
analysis methods (Section 3) and on the application
of models established for full QENS spectra for the
analysis of the data with distinct energy transfers
(Section 4). Subsequently, in Section 5 we present
a new approach, resulting in quantitative agreement
with the analysis of full QENS spectra. Sections 6
and 7 address the applicability to powder samples
and the influence of instrument resolution.

We discuss samples where the scattering signal of
interest can be considered spatially incoherent due
to the prevalence of the 1H isotope with its large
incoherent scattering cross section. The D2O sol-
vent scattering signal can be subtracted. Different
frameworks exist for the analysis of such scatter-
ing signals.11,28–35 Here, we analyze the ensemble-
averaged single-particle self-correlation in terms of
the van Hove-picture13,36 as has been established and
successfully employed in many other studies.37–44 Be-

ing an inherently intensity-limited technique,45 full
NBS spectra with a quasi-continuous energy trans-
fer h̄}ω} ď 30µeV require typical recording times of
2 to 6h even from concentrated protein solutions,
cp » 100mg/ml. In addition, calibration data such
as the solvent and the sample container have to be
collected in comparable quality. However, the inter-
est in kinetically changing samples has increased re-
cently, which evolve on time scales much shorter than
the above recording times. These samples can de-
pend on external triggers or control parameters such
as time,46 temperature,27,47–52 pressure,53 illumina-
tion,54,55 chemical potential,56 or phase transitions.5

New technical developments for NBS, leading to
higher signal-to-noise ratios up to 1:40000,57 new
neutron guides and focusing options,58 and phase-
space transformers59,60 increasing the neutron flux
on the sample position have already reduced the ex-
posure time. Changes in the short-time dynamics
of crystallizing proteins on a kinetic time-scale of
15 minutes using a floating average analysis method
of full QENS spectra46 have been reported recently.
However, floating averages smear out events that
occur on a kinetic time-scale lower than the expo-
sure time for one spectrum. Thus, to obtain good
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time-resolved data, high intensity measurements with
good statistics are needed on shorter time scales, or
stroboscopic measurements can be performed.61

The count rate for specific energy transfers can
be significantly increased by choosing a displacement
profile of the monochromator which selects predom-
inately only the specified energy transfer. The ac-
quisition time for these discrete energy transfers is
significantly shorter than the acquisition time for a
full QENS spectrum with a quasi-continuous energy
range and has a significantly higher count rate and
therefore better statistics at the given energy trans-
fer (see also SI). These measurements probing only a
set of fixed energy transfers are called fixed window
scans (FWS). A specific case is that of zero offset (see
below).

Different options exist to observe fixed non-zero
energy transfers, by so-called inelastic fixed window
scans (IFWS): First, the energy may be offset by
monochromator crystals with a lattice spacing dif-
ferent to the analyzers by either offsetting their tem-
perature or by using a different crystal or a differ-
ent crystal cut. In Figure 2, this first option, which
is used e.g. on IN13,62,63 is displayed with violet
lines and points. Second, the velocity profile of the
monochromator crystal can be chosen such that dur-
ing a certain time the monochromatic neutrons have
a constant offset h̄ω relative to the energy set by the
analyzers,64 due to the Doppler effect.

With a Doppler monochromator,65 acquisition can
efficiently be performed at fixed transfers up to h̄ω ď

10µeV66 within exposure times 30s ă t ă 600s. For
these FWS, the displacement profile (Figure 2a) of
the monochromator crystal is set such that it trav-
els a major part of the available path length, typi-
cally ´75mm ď dmono ď `75mm, with a constant
speed v, resulting in a constant effective lattice spac-
ing dlatt in the moving reference frame (Figure 2b),
and thus, in a constant neutron energy transfer (Fig-
ure 2c). This displacement profile corresponds to a
quasi-zigzag motion, limited by the requirement of a
differentiable motion obeying the technical specifica-
tion of the Doppler drive (green lines and symbols in
Figure 2), allowing to measure the energy transfers
˘h̄}ω} while maintaining the good energy resolution
of exact backscattering.

For identical monochromator and analyzer crys-
tals with same crystal cut and temperature, v “ 0
results in h̄ω “ 0 (orange lines in Figure 2), and
the measurement is denoted an elastic fixed window
scan (EFWS). This specific case has been success-
fully employed in early works by Frick, Doster, Zac-
cai and others.30,31,39,40,67 In case the sample scatters
mainly incoherently, this situation is also called elas-
tic incoherent neutron scattering (EINS). Obviously,
FWS cannot provide the same amount of information
as full QENS measurements, which covers a quasi-
continuous energy transfer range. Nevertheless, de-
pending on the sample and kinetics, FWS are faster
and may be the preferred technique. To establish
a broad range of sample parameters, proteins with
different sizes, namely bovine serum albumin (BSA),
polyclonal immunoglobulin (Ig), as well as myoglob-
ulin (Myo) were investigated at different protein con-
centrations and temperatures in solution (Table 1).
All protein solutions were prepared by dissolving a
given protein mass m in a volume V of D2O without
further purification resulting in the nominal protein
concentration cp :“ m{V . The protein solutions have
been investigated previously with QENS.40,51,68–71

Moreover, hydrated protein powders were measured
(Table 2). Protein powders have been prepared with
final hydration levels of h “ 0.29 g

g and h “ 0.32 g
g for

BSA in H2O and D2O, respectively. Given the high
hydrogen 1H contents in the proteins, the deuterated
solvents as well as the investigated q-ranges, the sig-
nal measured is dominated by incoherent scattering.
Different spectrometers allow to investigate the in-
fluence of different ranges in h̄q, h̄ω, and of energy
resolutions.
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Table 1: Measured liquid protein solution sample
conditions. All samples were measured during ex-
periment 1-20-6972 on IN16B at the ILL. Full QENS
spectra were measured with the energy resolution
δE “ 0.9µeV FWHM and 30 µeV dynamical range
with a scattering vector range 0.1Å´1

ă q ă 1.8Å´1.
FWS were measured with the same energy resolution
and same q range at energy transfers in the interval
h̄ω “ r0, 10sµeV with a step size of 0.5 µeV.

# Temperature [K] Sample
1 280 BSA 100mg/ml
2 280, 295, 310 BSA 500mg/ml
3 280 Myo 500 mg/ml
4 280 polyclonal Ig 500 mg/ml

Table 2: Powder sample conditions measured on
the NBS instruments IN16B (beamtime 9-13-637;73

δE “ 0.9µeV; 0.1 Å´1 ă q ă1.8 Å´1) and IN13 (9-
13-628;74 δE “ 8µeV; 0.19 Å´1 ă q ă4.9 Å´1). Both
samples were measured during temperature ramps.

# Instrument h̄ω [µeV] Sample
5 IN16B 0, 1.3, 3, 6 BSA hydrated

IN13 3, 9 with H2O
6 IN16B 0, 1.3, 3, 6 BSA hydrated

IN13 3, 9 with D2O

2 Contributions to the Incoher-
ent Scattering Signal

To describe a recorded QENS spectrum arising from
diffusive dynamics, a sum of Lorentzian functions
Lγ̃ :“ L pγ̃pqq, ωq “ γpqq

`

πpγpqq2 ` ω2q
˘´1 with dif-

ferent width functions γ̃pqq is generally employed in
a suitable model function Spq, ωq.11 For our test pro-
tein solution samples (Table 1), we assume11,75

Spq, ωq “ βpqqtA0pqqL pγpqq, ωq ` p1 ´ A0pqqq ¨

L pγpqq ` Γpqq, ωqu ` βD2OpqqLD2OpγD2Opqq, ωq (1)

L pγpqq, ωq accounts for the apparent global center-
of-mass diffusion of the proteins in solution, L pγpqq`

Γpqq, ωq for the internal diffusive dynamics of the
proteins convoluted with the global diffusion, and
LD2OpγD2Opqq, ωq for the solvent water signal. βpqq

and βD2Opqq are scalars weighting the amplitudes of
these contributions. A0pqq can be identified with
the Elastic Incoherent Structure Factor (EISF).76

This exemplary model can also be applied to suspen-
sions of soft colloids.11 The measured scattering sig-
nal Smeas.pq, ωq “ R

Â

Spq, ωq is convoluted with the
spectrometer resolution function R that we assume
to be a zero-centered Gaussian function with the full
width at half maximum δE “ 2

a

2 lnp2qσ with the
Gaussian standard deviation σ. For the spectrometer
IN16B, we assume δE “ 0.9µeV.
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Figure 3: Modeled incoherent scattering functions
of hypothetical soft colloids (D “ 2Å2

µeV, Dint “

35Å2
µeV and τ “ 0.001µeV´1) in liquid suspension

as a function of the momentum transfer h̄q for dif-
ferent energy transfers h̄ω (a) 0 µeV, b) 0.9 µeV,
c) 5 µeV, d) 10 µeV, versus q. Besides the total
incoherent scattering function (solid green line), the
different contributions from the apparent global dif-
fusion (blue dashed line) as well as from the internal
diffusion (orange dashed dotted line) are shown for
several energy transfers. The red lines represent the
fits of Equation 2. For detailed information on the
modelling see main text and SI.

The q dependence of the widths γpqq and Γpqq can
be described by a Fickian, γpqq “ Dq2, and jump dif-
fusion process Γpqq “ Dintq

2
`

1 ` Dintq
2τ

˘´1 with
an apparent global diffusion coefficient D, an inter-
nal diffusion coefficient Dint and with the residence
time τ between diffusive jumps.77 Figure 3 depicts
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experimental data as well as the modeled incoher-
ent scattering depending on q for different h̄ω. The
parametrization of the EISF, the assumed quantities,
as well as representations of Spq, ωq versus h̄ω for dif-
ferent q are shown in the SI.

We note that in solution, proteins are subject to
both translational and rotational diffusion. In nu-
merous studies, these two contributions have been
shown to be combined to an apparent global diffusion
as observable quantity, due to the large measured
h̄q,75 which is fully accounted for by L pγpqq, ωq in
Equation 1.

Several features of the incoherent scattering func-
tion can be observed in the subplots of Figure 3.
While at low energy transfers, the incoherent scat-
tering signal decreases monotonously, it displays a
maximum at higher energy transfers. In addition, the
internal dynamics contribute significantly at higher
energy transfers. At large q, the incoherent scatter-
ing function is dominated by the apparent global dif-
fusion for all energy transfers h̄ω investigated.

3 Generalized Mean Squared
Displacements

EINS measurements can be approximated by a model
free approach using a cumulant expansion giving ac-
cess to the mean squared displacement

@

u2
D

:31,43,78,79

log pSpq, ω “ 0qq “ ´
1

3

`

b `
@

u2
D

q2 ` cq4
˘

. (2)

The underlying idea is to expand the Gaussian ap-
proximation, which would only have the first two con-
tributions, and therefore cover a larger q range. The
approach in Equation 2 has the advantage of being
easily implemented and model-free.

Applying Equation 2 to IFWS results in h̄ω-
dependent fits such as the generalized mean squared
displacement

@

u2
D

ω
.80 The dependence on h̄ω con-

tains information on the underlying diffusive process.
This generalized MSD

@

u2
D

ω
decays with increas-

ing energy transfers investigated,

@

u2
D

ω
“ ´ lim

qÑ0

3

q2
log

„

Spq, ωq

Rpωq

ȷ

, (3)

with R being the resolution function.
The energy-dependence of

@

u2
D

ω
contains infor-

mation on the type of the diffusive process. Impor-
tantly,

@

u2
D

ω
can result in positive and negative val-

ues, which can hint at confinement effects and free or
driven motions for h̄ω «

?
2δE, respectively.80

In Figure 4, EFWS data and fits of Equation 2
are shown for solution samples (Samples 1 to 4).
The fits to the modeled data from Section 2 are dis-
played in Figure 3. Figure 4a illustrates that the
incoherent scattering signal cannot be described over
the entire q-range by a monotonous function (Equa-
tion. 2). At low q, the deviation can be explained by
the slightly broader resolution function δE, possible
coherent scattering contributions or multiple scatter-
ing. Thus, we choose to describe Sinc by Equation 2
only within 0.5Å´2

ă q2 ă 2Å´2. Figures 4b-4e show
the resulting fits for the different samples.

The extracted
@

u2
D

ω
is plotted versus h̄ω for the

different samples investigated in Figure 5. For all
solution samples measured,

@

u2
D

ω
first decays at in-

creasing h̄ω before reaching a plateau. Assuming a
Fickian diffusion process with a diffusion coefficient
D, the energy dependence can be described by80

@

u2
D

ω
“

D

δE

9 exp
`

Ω2
˘

π
r1 ´ 2ΩFDpΩqs (4)

with

FDpΩq “ exp
`

´Ω2
˘

Ω
ż

0

dy exp
`

y2
˘

“
1

2

?
π exp

`

´Ω2
˘

erfi pΩq (5)

and

Ω “
h̄ω

?
2δE

(6)

with erfipxq being the imaginary error function. Since
at large h̄ω, the incoherent scattering is dominated
by the internal dynamics as discussed in Section 2,
deviations from the dependence in Equation 4 are
expected at higher h̄ω and explain the plateau ob-
served in Figure 5. The dependence of

@

u2
D

ω
on h̄ω

is therefore only fitted for lower h̄ω ă 1.3 µeV with
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Figure 4: Incoherent scattering data (symbols) from protein solutions for different energy transfers h̄ω (color-
coded) versus the scattering vector q, and fits by Equation 2 (lines). The sample compositions are given in
Table 1.
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Figure 5:
@

u2
D

w
obtained from the fits shown in Fig-

ure 4 versus h̄ω. Fits of Equation 4 are shown as solid
lines. The results are given in Table 3. Top: Exper-
imental results of Samples 1-4 (Table 1) at 280 K.
Blue circles, green triangles (đ), magenta pentagons
( ) and cyan squares represent the values of BSA
100mg/ml and BSA 500mg/ml (Sample 1 and Sam-
ple 2), Myo (Sample 3) and IgG (Sample 4), respec-
tively. Bottom:

@

u2
D

w
versus energy transfer for the

modeled Sinc from Section 2 as blue line. The orange
dashed dotted line represents a fit of Equation 4.

Equation 4 by fixing δE “ 0.9 µeV. These fits are
shown in Figure 5 and the associated diffusion coef-
ficients in Table 3.

Combining polynomial expressions for the Voigt
function81,82 with a coefficient comparison, a descrip-
tion of the energy dependence of

@

u2
D

ω
might be

possible and allows to investigate further the inter-
nal dynamics. However, this approach requires a

Table 3: Diffusion coefficients obtained from the fits
of the energy dependence of

@

u2
D

ω
at 280 K shown

in Figure 5.

# Sample DGMSD [Å2/ns]
1 BSA 100mg/ml 1.46 ˘ 0.41
2 BSA 500mg/ml 0.76 ˘ 0.11
3 Myo 500 mg/ml 1.27 ˘ 0.19
4 polyclonal Ig 500 mg/ml 0.58 ˘ 0.11

Modeled data 0.38 ˘ 0.01

parametrization of the EISF and of the internal dy-
namics and will therefore depend on the system. Here
we evaluate the parametrized model to evaluate the
effect of the internal dynamics (Figure 5, bottom,
solid line).

4 Analysis of FWS as Sparse
QENS Signals

The previous sections focused on the evaluation of the
q-dependence of one single FWS. However, similar to
the analysis of full QENS spectra, the collected data
can be analyzed by taking both the energy and mo-
mentum transfer into account. Moreover, the know-
ledge and assumptions from the total QENS fits can
be used for the data analysis. Several FWS at differ-
ent h̄ω increase the number of independent sampling
points. By doing so, either a model free analysis or
more complex models accessing more parameters can
be used to describe the data. This section will show
first approaches of such sparse QENS fits based on
FWS, which are recombined to QENS spectra with a
very limited number of energy transfers.

To evaluate the FWS, the knowledge obtained
from full QENS measurements can be used to con-
struct a fit function. FWS performed sequentially,
i.e. kinetically to investigate kinetically changing
samples46,83,84 can be grouped into a sparse QENS
spectrum and can then be analyzed similarly to the
QENS spectra.

While the polynomial approach to analyze FWS
presented in the preceding Section 3 is model-free,
the approach presented here relies on modeling ex-
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Figure 6: Top: Sparse QENS analysis for differ-
ent samples using two Voigt functions to fit the en-
ergy dependence. A significantly better agreement
is observed for high energy transfers, where differ-
ent diffusive processes contribute substantially to the
scattering signal. The fits at q “ 1 Å´1 for dif-
ferent maximum energy transfers h̄ωmax “ 3 µeV
(solid blue line), h̄ωmax “ 5 µeV (orange dotted
line), h̄ωmax “ 7 µeV (green dashed dotted line),
h̄ωmax “ 10 µeV (brown dashed line). The differ-
ent curves are shifted by factor 10 each for better
visibility. Bottom: The q2-dependence of the corre-
sponding widths of the fit for h̄ω ă 10µeV as well
as a fit of γ “ Dq2 to determine the diffusion coef-
ficient D. In both plots, blue spheres, magenta pen-
tagons, cyan squares, olive down pointing triangles,
red right pointing triangles and green left pointing
triangles represent values of BSA 100 mg/ml at 280
K, myoglobin 500mg/ml at 280 K, polyclonal IgG
500mg/ml at 280 K, BSA 500 mg/ml at 310 K, BSA
500 mg/ml at 295 K and BSA 500 mg/ml at 280 K,
respectively.

isting knowledge from full QENS. On the one hand,
based on the Nyquist–Shannon sampling theorem,85

it can allow to observe faster kinetic changes in the
system, e.g., on a timescale of one minute instead
of several hours. On the other hand, it might lead
to systematic errors if the system changes in a way
inconsistent with the model employed. Here, a dif-
ferent number of Voigt functions V pσ, γq is used to
describe the experimental data. The parameter σ is
fixed based on the resolution function and the scaling
parameter as well as γ are kept free as fit parameters.

Depending on the number of fit parameters and
the energy transfers available, fits can either be per-
formed similarly to the classical QENS analysis for
each momentum transfer separately, or they can be
performed for all energy and momentum transfers si-
multaneously. Fits of the different spectra with one
single Voigt function (Figure S7) show a reasonably
good agreement for low energy transfers, but larger
deviations can be observed at higher energy transfers.
To describe the energy dependence more adequately,
a second Voigt function is added to the model. The fit
results are shown in Figure 6. While most samples
show similar fit functions independent on the cut-
off ∆E, this agreement clearly depends on the sam-
ple dynamics, as expected. It becomes visible that,
depending on the hierarchical diffusive processes ob-
servable on the time and length scales of the instru-
ments, a different number of energy transfers is nec-
essary to capture all processes. A disentanglement of
all contributions is not always straightforward.

5 Extracting Effective Diffusion
Coefficients from two FWS at
Different Energy Transfers

The most sparse FWS acquisition protocol would be
the collection of only two FWS. Here, we address this
case by analyzing the FWS in a way motivated by the
QENS analysis, but still using a model-free approach.
The only assumption within this framework is that
the observed broadening of the scattering signal can
be described by a Lorentzian function which domi-
nates the scattering signal within the energy trans-
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q2 [Å−2]

0.0

0.5

1.0

γ
[µ

eV
]

a)

b1) b2)

c)

Figure 7: Graphical illustration of the data analysis path explained in Section 5. For illustration, data from
polyclonal Ig (Sample 4, Table 1) have been used.

fer investigated. In principle, other line shapes can
also be applied. Similar to the analysis of full NBS
spectra, this analysis offers a q-dependent HWHM.
Several steps, illustrated in Figure 7, are necessary
for the analysis:

• For both energy transfers, the empty sample con-
tainer contribution is subtracted from the FWS.
Subsequently, the ratio Apqq “

Spq,h̄ωiq

Spq,h̄ωrq
between

these two FWS is determined (Figure 7 b1).

• To obtain the HWHM as a function of q,
a calibration curve Cpγq can be calculated

(Figure 7 b2).

Cpγq “
Rσph̄ωiq b Lγ ph̄ωiq

Rσph̄ωrq b Lγ ph̄ωrq

p1q
“

Vσ,γph̄ωiq

Vσ,γph̄ωrq
(7)

with the energy transfers h̄ωi and h̄ωr of both
FWS. In step (1), a centered Gaussian function
as resolution function is assumed, but more com-
plicated expressions for Rσph̄ωq are possible in
numerical evaluation.

• The calibration curve Cpγq is then used to con-
vert the experimental ratio value Apqq into the

10



line broadening γ “ C´1pApqqq (Figure 7c).

• The q dependence of γ can then be analyzed with
known models.

In Figure 8, Cpγq is plotted versus γ for differ-
ent resolutions with FWHM δE. The dependency
of Cpγq on different energy transfers chosen for the
FWS is shown in the SI. The FWHM were chosen
to match the resolutions of backscattering spectrom-
eters such as of the GaAs prototype of IN16B (δE “

0.078µeV86), of SPHERES (δE “ 0.6µeV87), of the
unpolished Si(111) versions of IN16B,86 HFBS15 ,
and EMU17 (δE “ 0.9µeV), of the IN16B BATS
option (δE “ 3.5µeV88–90), as well as of IN13 (δE “

8µeV62,63). In practice, the resolution is not inde-
pendent from q. Therefore, in general, a q-dependent
calibration curve Cpγ, qq has to be used. This ap-
proach has several restrictions concerning the observ-
able global dynamics. If the tracer particle moves
too slowly, the ratio observed is dominated by the
resolution function and would suggest an immobile
particle scattering only elastically. This situation is
observed for instance in the case of crystallizing sam-
ples.46 As can be seen in Figure 8, the calibration
curves slightly level off at low γ. If an experimental
ratio with its corresponding errors close to this value
should be translated into the corresponding γ, even
a small error in the ratio would lead to a large error
in γ.

However, in case of too fast dynamics, the chosen
energy offsets do not differ significantly and the ratio
is close to unity. Additionally in this case, γ cannot
be determined unambiguously anymore. To investi-
gate the influence of the resolution parametrization
on the obtained values of γ, the q dependent descrip-
tion of the resolution function of IN16B, using two
free Gaussian functions, has been applied, yielding
similar results as the analysis using only one single
Gaussian function (see Figure S9 in SI).

Looking at γpqq, an offset γpq Ñ 0q ą 0 can be
observed. Therefore, we allow for an offset γ0 in the
fitting and determine D from the q dependence as
usual, i.e. we fit the data to

γ “ γ0 ` D ¨ q2. (8)

10−1 101

γ [µeV]

101

103

105

C
(γ

)

0.078µeV
0.6µeV
0.9µeV
3.5µeV
8µeV

Figure 8: Resolution dependent calibration curves
Cpγq based on Equation 7 calculated with h̄ωi “

0 µeV and h̄ωr “ 2.5 µeV. Different assumed in-
strument resolutions are color coded and dashed lines
represent the assumed resolution for calculation.

Experimentally, the scattering signal is rarely de-
scribed by a single diffusive process, since different
contributions, such as different hierarchically super-
imposed diffusive processes and scattering from the
solvent are present, which might explain the offset γ0.

Besides the resolution, also the energy offset of the
FWS influences the calibration curve and has to be
chosen adequately. When several hierarchical levels
of diffusive processes are present, the approximation
by a single Lorentzian function may no longer be valid
at large h̄ω. In addition, the solvent becomes more
dominant at larger h̄ω. To ensure that mainly the
global dynamics is probed and immobile scatterers
do not contribute, one is interested in measuring at
small h̄ω ą 0, where the global dynamics dominates
the QENS signal. Depending on the system studied,
it is therefore important to choose the optimal en-
ergy offsets as well as a suitable instrument, which
determines the resolution function.

To obtain suitable offsets which result in sample-
independent results, we tested systematically differ-
ent combinations of h̄ωi and h̄ωr on IN16B with
Si(111) crystals (δE « 0.9 µeV). In Figure 9, γ
is displayed versus q2 for the different samples in-
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Figure 9: γ versus q2 derived from FWS collected
at h̄ωi “ 0.5 µeV and h̄ωr “ 2.5 µeV for the sam-
ples investigated. Blue spheres, magenta pentagons,
cyan squares, olive down pointing triangles, red right
pointing triangles and green left pointing triangles
represent values of BSA 100 mg/ml at 280 K, myo-
globin 500mg/ml at 280 K, polyclonal IgG 500mg/ml
at 280 K, BSA 500 mg/ml at 310 K, BSA 500 mg/ml
at 295 K and BSA 500 mg/ml at 280 K, respectively.

vestigated using the energy transfers h̄ωi “ 2.5 µeV
and h̄ωr “ 0.5 µeV. In Figure 10, the thus obtained
diffusion coefficients are plotted versus the diffusion
coefficients determined from the full QENS spectra
analysis. A reasonable agreement of the two meth-
ods is observed with the coefficient of determination
R2 “ 0.97. In Figure 11, R2 is displayed for all com-
binations of energy transfers investigated. It shows
that for a good agreement with the results from full
QENS spectra, one energy transfer should be below
h̄ω Æ 1.5µeV while the other energy transfer should
stay above this threshold. Outside this observed en-
ergy transfer range, the q dependence of γ is charac-
terized for many h̄ω combinations by a q independent
plateau (Figure S8) indicating the limits of the pro-
posed framework.

It should be emphasized that the energy transfers
have been found to be reliable for our example pro-
tein solutions. For samples with significantly differ-
ent features in the QENS signal, different optimal

0 1 2
DQENS [Å2/ns]
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D
FW

S
[Å

2 /n
s]

Figure 10: Comparison of the diffusion coefficients
obtained from the FWS with those from the full
QENS spectra analysis. The different colored sym-
bols represent the samples listed in Table 1. The
solid, dashed and dotted lines represent a perfect
agreement, as well as a 5% and 10% deviation, re-
spectively.
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Figure 11: Coefficient of determination of the results
obtained from the QENS analysis and the ratio anal-
ysis as a function of the chosen energy transfers h̄ωi

and h̄ωr. A reasonably good agreement can be ob-
served for energy transfers where one of the energy
transfers is below and the other above h̄ω “ 1.5µeV
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energy transfers may apply for their investigation,
e.g., mask out the signal of an elastic contribution.
Although the choice of the energy transfers may in-
fluence the absolute value of the obtained diffusion
coefficient D, the method can be applied to qualita-
tively follow the effect of parameters such as temper-
ature,27,51 pressure,91 or time46,84 on relative changes
of D.

6 Applicability to Hydrated
Powder Samples

The methods developed above mainly focused on
samples in solution. However, the investigation of
hydrated powders allows to directly observe the in-
ternal diffusive properties of samples by suppressing
both the global translational and rotational contri-
bution as well as the contribution from the solvent.
The q-dependence of γ can differ from the Fickian dif-
fusion,92 often present in colloidal suspensions, and
can be described by different models77,93,94 Over the
years, different descriptions have been developed and
employed for the analysis of EFWS on different hy-
drated powders.31,40,43,79,95–100

The aim of this section is to show the applicability
of the methods to powder samples hydrated with H2O
and D2O, respectively. Different samples have been
prepared and measured with different energy trans-
fers as specified in Table 2. It should be emphasized
that the change from D2O to H2O substantially in-
creases the incoherent contribution of the hydration
water. Differences in the obtained results are there-
fore a combination of possible isotope effects on the
system investigated101 as well as the change in the
relative scaling of different contributions.

First, the energy transfers are analyzed in the
framework of generalized mean squared displace-
ment. Figures 12 and 13 show the fits by equation 2
as well as the corresponding results for different en-
ergy transfers.

Since the center of mass motion of the proteins,
which has been investigated with the FWS ratios
in the solution samples, is not present in the pow-
der samples (i.e., γ “ 0 in Equation 1), the found
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Figure 12: Fits of BSA powder hydrated with H2O
(Sample 5, Table 2) measured on IN16B at T= 280 K
using Equation 2. Blue, orange, green and red sym-
bols represent energy transfers of h̄ω “ 0 µeV,
h̄ω “ 1.3 µeV, h̄ω “ 3 µeV and h̄ω “ 6 µeV, re-
spectively.
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Figure 13: Generalized mean squared displacement
of BSA powder hydrated with H2O (Sample 5) as
a function of h̄ω obtained from measurements on
IN16B (Figure 12) at T=280K.

linewidth corresponds the second Lorentzian Γ in
Equation 1. In practical terms, to exclude the elastic
peak, two IFWS have to be taken to access Γ from
Equation 1. Moreover, the combination of IFWS
with EFWS accesses information on the EISF (see SI
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Figure 14: EISF corrected for the immobile fraction
determined from FWS recorded from the H2O hy-
drated BSA powder. A good agreement can be ob-
served between the results for the different choices of
Γ.

Section 7). Based on the energy transfers h̄ω “ 3 µeV
and h̄ω “ 6 µeV, we apply the method described in
Section 5 to determine Γpqq. For the two samples in-
vestigated, the q-dependence is shown in FigureS10
for T=280 K. It can be seen that the broadening
determined is basically q-independent in the inves-
tigated q-range. By investigating the ratio between
the EFWS and an IFWS, it is possible to extract
the EISF. A detailed procedure is given in the SI.
The procedure incorporates the broadening Γ, whose
value mainly influences the immobile fraction of the
EISF A0pq Ñ 8q. Figure 14 depicts the EISF de-
termined for the H2O hydrated sample corrected for
the immobile fraction for different values of Γ. A
good agreement between the curves as well as with
the previously obtained EISF of dissolved BSA27 can
be observed.

7 Influence of the Instrument
Resolution

To investigate the influence of the instrument resolu-
tion on the ratio analysis, the BSA powder samples
hydrated with H2O (Sample 5) and D2O (Sample 6)
were measured on IN13 as a function of temperature
with energy transfers h̄ω “ 3 µeV and h̄ω “ 9 µeV.
Compared to IN16B, the backscattering spectrometer

IN13 is characterized by its higher incident neutron
energy,102 resulting in a broader energy resolution
δE « 8µeV but also a significantly larger q range,
0.1 Å´1

ă q ă 4.9 Å´1. A detailed investigation
of the influence of the resolution function and the q
range has been reported previously.103

Assuming that the elastic contribution in the spec-
tra dominates the FWS with the lower energy trans-
fer h̄ω “ 3 µeV, which is nominally within the energy
resolution of the instrument, the framework to deter-
mine the EISF can be applied. The obtained values
also depend on the choice of Γ (see Figure S13). How-
ever, a direct renormalization by the immobile frac-
tion as in the case of the EFWS fails. By applying
the framework from Section 5, it is possible to deter-
mine the broadening Γ. The values for Γ observed on
IN13 are comparable to those determined on IN16B
with similar offsets (h̄ωi “ 3µeV, h̄ωr “ 6µeV, see
Figure S14). Analogously to the method shown in
Section 5, it is therefore possible to determine the in-
ternal diffusive properties of the proteins with FWS
acquired with energies which are within the energy
resolution of the instrument.

8 Conclusions
We have developed a new analysis framework to treat
quasi-elastic neutron spectroscopy data recorded at
discrete energy transfers and have identified how to
optimally choose small sets of energy transfers such
that a quantitative agreement can be obtained with
the analysis of full QENS spectra. We have demon-
strated this framework for a representative range of
sample conditions, employing different protein solu-
tions. Moreover, the application of the framework
to hydrated powders pointed out the suitability to
investigate other systems than suspensions with the
same framework. For hydrated powders, the descrip-
tion based on one single Lorentzian function approx-
imating the scattering function in the energy trans-
fer range investigated is not sufficient. Therefore,
only relative changes in the obtained parameters (as
a function of the solute or temperature) can be inves-
tigated. To obtain physically meaningful parameters,
the function describing the energy dependence of the
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scattering function as well as the used energy trans-
fers might have to be adapted.

The concept of fixed-window scans can be general-
ized. Besides the use of Bragg reflections from crys-
tals, the energy of the incoming neutrons can be de-
fined by the time of flight of pulsed neutron beams,
i.e., by the neutron dispersion. The energy resolution
of such spectrometers is slightly broader, but signifi-
cantly higher energy transfers can be accessed (BA-
SIS,88 IN16B in BATS mode,89 TOFTOF,104 MIR-
ACLES,105 OSIRIS,106,107 IRIS,107,108 DNA,109,110

and MARS111). Fixed-window scans are, thus, given
by a fixed time of flight window. While the frame-
works presented here should be applicable to these
scans, the generally larger energy transfers and reso-
lutions will shift the time scales accessed. Moreover,
also in neutron spin-echo spectroscopy, the concept
of a fixed-window scan may be applied by measur-
ing at a fixed Fourier time while changing a sample
parameter such as the temperature.71,112

In combination with the available capabilities of
neutron backscattering spectrometers at high flux
neutron sources, this new framework allows to reduce
the acquisition time needed by nearly two orders of
magnitude. It can therefore serve to investigate the
nanosecond diffusive dynamics in samples that un-
dergo kinetic changes on time scales of minutes, or
also the dependencies on control parameters such as
pressure, temperature, or light. Thus, topics of cur-
rent interest including the dynamics of protein ag-
gregation, liquid-liquid phase separation, and crystal-
lization can be investigated. Numerous science cases
may be given by systems that evolve on minute time
scales. For instance, during a protein crystallization
process, the dynamic equilibrium of freely diffusing
proteins and of proteins bound to a crystallite may be
followed,46,113 that gradually shift towards the crys-
talline phase. Light-induced changes on the molecu-
lar level in proteins, that are already systematically
being investigated by experiments accessing struc-
ture,114 will become accessible to dynamic studies.
For instance, in studies of light-induced conforma-
tion changes of proteins that are highly relevant for
instance in photosynthesis,115 the gradual relaxation
of the protein dynamics to the ground state may be
observed. Moreover, the kinetics of pathological pro-

tein aggregation may be studied in vitro.84 More gen-
erally, the mobility of adsorbates on crystallites, such
as organic molecules on ice forming in solution116,117

may be studied kinetically or at low concentrations,
resulting in weak signals. Such adsorption-desorption
kinetic phenomena on tiny crystals are important in
fields ranging from the food industry118 to astro-
physics,119 atmospheric chemistry,120 and even the
pipeline industry.121 In some cases, such as for the
said photo-activated proteins, the sample may be
reversibly “cycled”. Thus, the several offsets for a
set of fixed-window data may be recorded consecu-
tively during separate cycles of the identical same
sample. In addition, the new framework might im-
prove the scope of neutron sources with lower neutron
flux.122,123 However, we point out that on pulsed neu-
tron sources spectrometers exploiting the time struc-
ture of the source – notably via the neutron beam dis-
persion – to define the incident wavelength are gener-
ally preferred over spectrometers with a backscatter-
ing monochromator crystal. The fixed window tech-
nique, in contrast, achieves its best efficiency on spec-
trometers equipped with a monochromator crystal to
define the incident wavelength.

Further development of the technique may also
allow to disentangle distinct diffusive processes by
taking more than two energy transfers into ac-
count. In this article, we have mainly discussed
the moving monochromator setup due to the ma-
jority of test experiments performed, but with-
out loss of generality, the concepts are applica-
ble to the temperature-controlled monochromator
setup,20,62,63,86 with the limitation that the temper-
ature change is not quasi-instanteous, or to other
designs of switching monochromators, e.g., by a
set of monochromators mounted on a disk-type
monochromator-changer. Such concepts might be
employed for instance at future medium-flux so-called
compact neutron sources.122,123

9 Data Availability

The neutron data are curated by the ILL and are
accessible via References [72–74].
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