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A B S T R A C T 

The residuals of the distance moduli of Type Ia supernovae (SNe Ia) relative to a Hubble diagram fit contain information about 
the inhomogeneity of the Universe, due to weak lensing magnification by foreground matter. By correlating the residuals of the 
Dark Energy Surv e y Year 5 SN Ia sample (DES-SN5YR) with extragalactic foregrounds from the DES Y3 Gold catalogue, we 
detect the presence of lensing at 6 . 0 σ significance. This is the first detection with a significance level above 5 σ . Constraints on 

the ef fecti ve mass-to-light ratios and radial profiles of dark matter haloes surrounding individual galaxies are also obtained. We 
show that the scatter of SNe Ia around the Hubble diagram is reduced by modifying the standardization of the distance moduli to 

include an easily calculable de-lensing (i.e. environmental) term. We use the de-lensed distance moduli to recompute cosmological 
parameters derived from SN Ia, finding in Flat wcold dark matter a difference of ��M 

= + 0 . 036 and �w = −0 . 056 compared 

to the unmodified distance moduli, a change of ∼ 0 . 3 σ . We argue that our modelling of SN Ia lensing will lower systematics 
on future surv e ys with higher statistical power. We use the observed dispersion of lensing in DES-SN5YR to constrain σ8 , but 
caution that the fit is sensitive to uncertainties at small scales. Nevertheless, our detection of SN Ia lensing opens a new pathway 

to study matter inhomogeneity that complements g alaxy–g alaxy lensing surv e ys and has unrelated systematics. 

Key words: gravitational lensing: weak – galaxies: haloes – cosmological parameters – dark matter – transients: supernovae. 
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 I N T RO D U C T I O N  

ype Ia supernovae (SNe Ia) magnitudes may be standardized using
n empirical relationship derived from properties of their light curves
nd colours (Phillips 1993 ; Tripp & Branch 1999 ) and an additional
nvironmental adjustment which accounts for properties of the SN
a host galaxy (Kelly et al. 2010 ; Lampeitl et al. 2010 ; Sulli v an
t al. 2010 ). After standardization, the remaining intrinsic scatter
due to variation of the explosions) is approximately σint ∼ 0 . 1 mag.
ecause of this low intrinsic scatter, SN Ia are ideal candidates to
 E-mail: paul.shah.19@ucl.ac.uk 

s  

o  

t  

w  

Published by Oxford University Press on behalf of Royal Astronomical Socie
Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whi
tudy gravitational lensing by intervening matter along the line of
ight (LOS). 

It is well known that the study of strongly lensed variable point
ources such as quasars and SNe Ia leads to constraints on distances
n the Universe by measurements of the time delay between multiple
mages (Kelly et al. 2015 ; Wong et al. 2020 ; Rodney et al. 2021 ;
oobar et al. 2023 ). Ho we ver, each system requires detailed analysis

nd follow-up observations to constrain the foreground mass model,
or which systematics larger than the statistical uncertainty appear
o be present (Birrer et al. 2020 ). Additionally, strong lensing
ystems are rare, not straightforward to identify, and require e xtensiv e
bservation to constrain the rele v ant observ ables. In this paper, we
ake a different approach. We target the weak-lensing regime, in
hich only one image is seen and the magnification is at the per cent
© 2024 The Author(s). 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 
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ev el. We e xamine population-lev el statistics within the framework 
f a simple foreground mass model. Nevertheless, as we will show, 
e are still able to convincingly detect the presence of lensing and

onstrain our model parameters. 
In weak lensing we work to first order in the lensing convergence
(as defined below). SNe Ia are effectively point sources at 

osmological distances, and their magnification �m lens ∝ κF . By 
agnification, we mean relative to a homogeneous universe of the 

ame average matter density (we have used the subscript F to refer
o this as the ‘filled beam’ convergence, again see below). Thus,
Ne Ia seen along an o v erdense LOS will be brighter ( �m lens < 0),
nd those along an underdense LOS (i.e. through voids) will be 
e-magnified ( �m lens > 0). Gravitational lensing does not create or
estroy photons, so it can be shown that 〈 �m lens 〉 = 0 + O( κ2 ) where
he averaging is over a large number of SNe Ia (or any other type of)
ources (Kaiser & Peacock 2016 ). The second-order effects are due 
o geometric corrections (the surface of constant redshift is no longer 
 sphere) and the non-linear conversion of fluxes to magnitudes, and 
ill not be considered in this paper. 
Weak gravitational lensing of an individual source reduces to the 

um of many two-body ‘interactions’, which sample the distribution 
f matter along the LOS. Therefore the dispersion between differing 
OSs, 〈 �m 

2 
lens 〉 = σ 2 

lens , increases with distance to the source. As a
ough guide we may expect σlens ∼ 0 . 03 mag for sources at z = 0 . 5,
ising to σlens ∼ 0 . 08 mag for sources at z ∼ 1 . 2 (Shah, Lemos &
ahav 2022 , hereafter S22 ). Additionally, the probability distribution 

unction (PDF) of �m lens along a randomly chosen LOS is highly 
kewed, with a small number of moderately magnified SN Ia balanced 
y a large number of weakly de-magnified ones. The simple reason 
or this is that a typical LOS is more likely to pass through a large
oid than close to a halo (see Kainulainen & Marra 2011b , for an
stimation of skewness). 

Gravitational lensing impacts supernova cosmology in three ways. 
irst, it is one of the inputs to Malmquist bias calculations: at the
agnitude limit of the surv e y, magnified SNe Ia scatter into the

urv e y and de-magnified ones scatter out. The adjustment to SN Ia
agnitudes due to this bias is computed using simulations, with a pre- 

pecified lensing PDF and assuming the magnitude of the SN Ia is the
ole determinant of selection (see for example Brout et al. 2019b ).
ence the assumed lensing PDF directly influences the corrected 
N Ia magnitudes used to estimate cosmological parameters. A 

urther issue is that given the potential for observational selection 
ffects (such as a desire to a v oid crowded foregrounds which might
omplicate spectroscopy), it is legitimate to ask whether a given 
N Ia sample represents a fair sampling of the matter density of

he Universe: perhaps SN Ia data sets tend to preferentially select 
 v erdense or underdense LOSs. 
Secondly, lensing progressively increases the scatter of distant SNe 

a, decreasing their weighting in cosmological fits: proportionally 
ore observations are thus needed to reach the same statistical pre- 

ision at higher redshifts. In particular, SNe Ia at z > 0 . 6 are useful to
ap the transition of the Universe from deceleration to acceleration 

nd confirm whether dark energy is indeed a cosmological constant 
r dynamical. If lensing can be estimated along a given LOS, it can
e treated as an additional standardization parameter and corrected 
or. It was shown in S22 that de-lensing lowers scatter in Hubble
iagram fits to the Pantheon sample (Scolnic et al. 2018 ). 
Thirdly, weak lensing is itself a source of cosmological in- 

ormation and may be used to determine parameters such as 
 8 = σ8 / 

√ 

�M 

/ 0 . 3 . Recently, a discrepancy has arisen between S 8 
etermined from the cosmic microwave background (CMB), and 
rom weak lensing as measured by cosmic shear. This discrepancy 
s persistent across multiple surv e ys co v ering different areas and
sing different analysis choices, and is moderately significant at the 

2 . 5 σ level (see fig. 4 of Abdalla et al. 2022 for a summary of
esults). It has been proposed that this difference could be resolved
y a late-universe suppression of the small-scale power spectrum at 
cales k > 0 . 1 h Mpc −1 , potentially due to increased baryonic effects
Amon & Efstathiou 2022 ). An alternative explanation may lie in
he systematics of shear surv e ys such as intrinsic alignments. The

agnification of SNe Ia offers a new way to probe the power spectrum
f matter with unrelated systematics. 
In S22 , a forward model was proposed in which SN Ia lensing

s assumed to be primarily due to dark matter haloes surrounding
ndividual galaxies. This is justifiable, as the contribution to lensing 
rom linear scale density fluctuations is expected to be small [this
ollows from equation (5) of Frieman ( 1996 ), see also Kainulainen &

arra ( 2011a ); Bahcall & Kulier ( 2014 )]. The model parameters
re calibrated using SN Ia residuals to a Hubble diagram fit and
hotometric data of foreground galaxies. 
In this paper, we have two main goals. First, we use data from

he Dark Energy Surv e y (DES) (DES Collaboration 2016 ) and the
odel of S22 to calibrate our forward model of lensing. DES is
ell suited to this purpose, because it combines a photometrically 

lassified SN Ia surv e y with a galaxy surv e y conducted on the same
latform. Confirming whether a supernova is Type Ia photometrically 
ay reduce biases arising from spectroscopic selection preferring 

ertain types of LOS (the host galaxy redshift is still confirmed
pectroscopically). As the galaxy surv e y is conducted on the same
latform, the foregrounds are ef fecti vely volume-limited (SNe Ia are
omewhat fainter than a typical galaxy). Our primary goal is to detect
he presence of lensing and determine features of the relationship 
etween foregrounds and SN Ia magnitudes. Secondly, we de-lens 
he SN Ia magnitudes along their individual LOS and calculate the
hange in cosmological parameters, in order to determine if the DES
N Ia data set is a fair representation of a homogeneous universe. As
n application of our results, we calculate the observed dispersion of
ur lensing estimator and use it in a fitting formula given by Marra,
uartin & Amendola ( 2013 ), obtaining an estimate for σ8 . Ho we ver,
e note that the systematics of the fit are poorly understood for

easons we describe and view the result with scepticism pending 
urther work. 

Our paper is organized as follows. In Section 2 , we outline our
odelling framework and likelihood. In Section 3 , we describe the

ata to be used. In Section 4 , we present our main results and discuss
hem in Section 5 . 

 LENSI NG  M O D E L  

n this section, we summarize the features of our model necessary to
nterpret the results. For more background and deri v ations, we refer
he reader to the presentation in S22 . 

.1 Weak lensing estimator �m 

orking to first order in weak lensing convergence κ , the change
n magnitude m is �m = −(5 / ln 10 ) κ + O( κ2 , γ 2 ), where γ is the
mage shear. The zero-point of κ may be defined in two ways: relative
o a homogeneous universe of uniform average matter density, 
enoted κF or ‘filled-beam’; or relative to a zero matter density 
ylinder around the LOS, denoted κE or ‘empty-beam’ (Dyer & 

oeder 1973 ), with an unchanged background expansion. The choice 
oes not matter for our results, but it is computationally convenient 
o work with the empty-beam definition. The two may be easily
MNRAS 532, 932–944 (2024) 
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onverted and we note κF = κE − 〈 κE 〉 + O( κ2 ). We may write it
or supernova i as the sum of the contribution from N i individual
enses along the LOS as 

E,i = 

N i ∑ 

j= 1 

κij . (1) 

dopting the lensing potential formalism of Schneider ( 1985 ), we
ave 

ij = 

� ij ( � θ ) 

� c 
, (2) 

here the critical surface density � c is 

 c = 

D s 

D d D ds 

c 2 

4 πG 

, (3) 

ith D d , D s , and D ds the angular diameter distances to the lens,
ource, and between lens and source, respectively. The surface
ensity � is the integrated three-dimensional density ρ of a given
alo o v er the physical distance l along the LOS specified by relative
ky position � θij between source i and lens j (adopting the Born
pproximation of an undeflected ray), and is 

 ij ( � θ ) = 

∫ 

ρhalo ( � θij , l )d l . (4) 

e take ρhalo as a universal spherically symmetric profile 

halo ( r; β) = 

δc ρc 

( r 
r s 

)(1 + ( r 
r s 

)) β
, (5) 

here ρc = 3 H ( z) 2 / 8 πG is the critical density of the Universe at
edshift z, δc is a density parameter which can be calculated, and
 s is the scale radius. Although haloes are non-spherical, it has
een shown that after averaging in a lensing calculation, spherical-
ymmetry is a very good approximation (Mandelbaum et al. 2005 ).

defines the matter profile slope away from the core region and
= 2 reduces to the Navarro–Frenk–White (NFW) profile (Navarro,

renk & White 1997 ). Analytical formulae may be derived for integer
(for the NFW case, see Wright & Brainerd 2000 ), but equation ( 4 )

s straightforwardly computed numerically for general β. 
The scale radius is defined as r s = r 200 /c, where r 200 is radius

here the fractional o v erdensity is 200, and c is the concentration
arameter (not to be confused with the speed of light). In principle,
 should depend on halo mass, redshift, and β. Ho we ver, our data do
ot have much power to constrain c, as LOSs do not pass sufficiently
lose to the cores of foreground galaxies to be influenced by it.
ccordingly, we adopt the model of Mandelbaum, Seljak & Hirata

 2008 ) (which we refer to as M08) for c( M 200 ) as our fiducial choice,
hich has been calibrated using shear observations of galaxies from

he Sloan Digital Sk y Surv e y (SDSS) surv e y. As the galaxies in SDSS
ave a lower average redshift than those of our sample, we also test the
odels of Duffy et al. ( 2008 ) (D08) and Mu ̃ noz-Cuartas et al. ( 2011 )

C11) which have been calibrated against N -body simulations for
( M 200 , z). Finally, we will test consistency by letting c vary as a free
arameter. We will see in Section 4 below the specific concentration
odel adopted has no material effect on our results. 
We define r 200 as a function of the mass M 200 = M( r < r 200 ) it

ncloses via 

 200 = 200 ρc 
4 π

3 
r 3 200 , (6) 

nd then relate M 200 to the r -band galactic magnitude M λ by 

 200 = � × 10 0 . 4( M �,λ−M λ) , (7) 
NRAS 532, 932–944 (2024) 
here M �,λ is the solar absolute magnitude. We can expect that the
ass-to-light ratio, �, depends in general on redshift, halo mass, and
orphology, and also absorbs residual Malmquist bias (discussed

urther below). In the simplest version of our model we take it to
e constant; in this case it should therefore be seen as an effective
opulation average. We also test dependence on redshift and absolute
agnitude, although in these cases our constraints are weaker. 
Our baseline model parameters are therefore ( �, β). The lensing

stimate for a given SN Ia is then 

m i = −(5 / log 10 )( κE,i − 〈 κE 〉 ) , (8) 

here the average is the empty-beam convergence due to a homoge-
eous universe of physical matter density ρ̄ from the observer to the
ource is 

 κE 〉 = 

∫ z s 

0 
ρ̄( z ) /� c ( z )d z . (9) 

e divide our SNe Ia into redshift bins, and set 〈 κE 〉 = 

∑ 

z i ∈ bin k 
κE , i 

o that 〈 �m 〉 = 0 in each bin by construction. 
In summary, the key assumptions underlying our model are then: 

(i) weak lensing magnification is primarily due to haloes centred
n galaxies, 
(ii) the halo density profile is statistically well approximated by a

pherical universal halo profile, 
(iii) the LOSs to SNe Ia are equi v alent to a random sample of

osts, 
(iv) the masses of dark matter haloes may be estimated from

alactic magnitudes by a mass-to-light ratio. 

.2 SN Ia distance residuals 

or our background cosmology, we assume a spatially flat Lambda
old dark matter ( � CDM) model (in DES Collaboration 2024 it was
hown that more complex cosmologies are generally not preferred by
N data). The angular diameter distance D A and luminosity distance
 L at late times are given by 

D L ( z) = 

c 

H 0 
(1 + z obs ) 

∫ z cos 

0 

d z ′ 

E( z ′ ) 
, 

 A ( z) = D L / (1 + z obs ) 
2 , 

E( z) = 

√ 

�M 

(1 + z cos ) 3 + 1 − �M 

, (10) 

here H 0 is the present-day Hubble constant, H ( z) = H 0 E( z), and
M 

is the present-day matter density. z obs refers to the observed
eliocentric redshift, and z cos the redshift corrected for peculiar
elocities to the CMB rest frame. When using standard candles,
t is convenient to re-express the luminosity distance as the distance
odulus 

model = 5 log 10 ( D L ( z) / 10 pc ) . (11) 

ur model for the matter density is 

( � r , z) = ρuniform 

( z) + 

∑ 

ρhalo ( � r i , z) , (12) 

here ρhalo ( � r i , z) is as defined in equation ( 5 ). ρuniform 

( z) is a spatially
niform minimum density that is a function of redshift only; it
epresents the average remaining density of the Universe if the virial
asses of galactic haloes were remo v ed and is determined by the

equirement that ρ̄ = ρc . 
We determine the SN Ia distance modulus residuals μres to the

est-fitting homogeneous cosmology Hubble diagram, obtained by
inimizing 
2 = μT 

res · C 

−1 · μres , (13) 
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here μres = μ − μmodel . C is the DES-SN5YR covariance matrix, 
hich is the sum of statistical and systematic components (Vincenzi 

t al. 2024 ). μ is the apparent standardized (see equation 20 
elow) SN Ia distance modulus μ = m − M , measured using scene 
odelled photometry and the B -band amplitude of a model template 
tted by SALT3 (Kenworthy et al. 2021 ). We marginalize o v er the
osmological parameters �M 

and H 0 (which is degenerate with the 
ducial SN Ia absolute magnitude M) but our results are largely 
naffected by marginalization (see for example equation 17 below 

hich is insensitive to the mean residual in each redshift bin). 

.3 Lensing likelihood 

t is conventional in cosmological analyses to adopt a Gaussian 
ikelihood as per equation ( 13 ) for SN Ia residuals. This is not
ntirely accurate as in addition to potential intrinsic skew of SN 

a luminosities (due to variation in the physical conditions of 
he explosion), lensing introduces skew by moving the mode of 
he probability distribution to positive residuals abo v e the Hubble 
iagram and adding a tail of magnified SN Ia below the Hubble
iagram. Ho we ver, as we will subtract our lensing estimate from
he data vector below, we are justified in continuing to adopt the
aussian form as will have removed this source of skew. We also
ote that as the photometric foreground redshifts z (expressed here 
s a v ector o v er galaxies) on which we base our lensing estimate are
ncertain, we must incorporate this into our likelihood. 
For our likelihood L we write 

− 2 log L = ( μres − � m ( �, β) ) T · D 

−1 · ( μres − � m ( �, β)) 

+ ( z − z̄ ) T · P 

−1 · ( z − z̄ ) + const. , (14) 

here the first term on the r.h.s. is the likelihood of the residual

res adjusted for the lensing estimate �m ( �, β), and D = C −
iag (0 . 055 z i ) is the DES-SN5YR covariance matrix amended to
emo v e the added lensing uncertainty (see Vincenzi et al. 2024 , for
 description of the how C is determined). The second term is the
robability of the photometric redshifts given the true redshifts z̄ . 
pproximating the redshifts as uncorrelated (there is little o v erlap 
etween foregrounds), we may set P to be the diagonal matrix 
 ii = σz,i and 0 otherwise, where σz,i is the redshift uncertainty 
utput from the photo- z algorithm. Assuming that the photo- z errors
re Gaussian-distributed, we may marginalize o v er the unknown z̄ 
Hadzhiyska et al. 2020 ) and obtain 

− 2 log L = ( μres − � m ( �, β) ) T · C 

−1 
lens 

· ( μres − � m ( �, β) ) + const. , (15) 

here C lens = D + AP A 

T , and to first order 

 ij = 

d �m i 

d z j 
, (16) 

here i is the index of the SN Ia, and j the index of the foreground
alaxy. As A gives the response of the lensing estimate to the
hotometric redshift uncertainty, C lens has the straightforward in- 
erpretation of being the original SN Ia covariance matrix C with the
ensing variance replaced by the uncertainty in the lensing estimator 
m due to photometric redshifts. 
While the term AP A 

T may in principle be calculated [and it is
qui v alent to equation (11) of Vincenzi et al. ( 2024 )], it is convenient
ust to resample from the photometric redshift distribution and 
ecalculate �m i . We generate 10 000 resamples and find photo- z 
ncertainties contribute typically < 1 per cent of the magnitude of 
he diagonal elements of D. This is small enough to justify our
eglect of off-diagonal photo-z covariance. 
To determine if foregrounds and residuals are indeed connected 
y lensing, we calculate the bin-wise weighted linear Pearson 
orrelation coefficient between �m i and μres , i as 

k = 

∑ 

i w i ( μi, res − 〈 μres 〉 w ) �m i √ ∑ 

w i ( μi, res − 〈 μres 〉 w ) 2 
√ ∑ 

w i �m 

2 
i 

, (17) 

here the weights w i = 1 / C lens ,ii and the averages are similarly
eighted, the subscript k refers to bin k, and the sum runs o v er all
N Ia in that bin. We adopt flat priors o v er the ranges � ∈ (40 , 400)
nd β ∈ (0 . 5 , 4 . 0), and posteriors were computed using Polychord 1 

Handley, Hobson & Lasenby 2015 ). 

 DATA  

.1 Superno v ae 

e use the DES Y5 SN Ia data set as described in Sanchez et al.
 2024 ). The SN Ia surv e y was conducted in 10 deep-field regions of
he DES footprint. The surv e y has an average single visit depth of
4.5 r -band mag in fields X3 and C3, and 23.5 in the others. The SNe
a redshifts lie in the range 0 . 01 < z < 1 . 13. Supernova candidates
re analysed using a machine learning classifier whose input is the
ight-curve shape, the output of which is the probability of being
n SN Ia. The diagonal of the covariance is then adjusted for this
robability, down-weighting likely contaminants but not discarding 
hem altogether (Vincenzi et al. 2021 ). There are 1829 SNe, and we
xclude those with z < 0 . 2 as the expected amount of lensing will
e very low. 
The SN Ia host is set to be the source identified from co-added

eep-field images (Wiseman et al. 2020 ) that is closest in directional
ight radius to the SN Ia (Sulli v an et al. 2006 ; Gupta et al. 2016 ). The
edshift of the SN Ia is set to be the post-hoc measured spectroscopic
edshift of the host galaxy, determined by the Australian Dark 
nergy Surv e y (OzDES) (Lidman et al. 2020 ). The possibility of
ost confusion (that is, an SN Ia may be allocated to the wrong
alaxy and therefore given the wrong redshift) was analysed in Qu
t al. ( 2024 ), and the effect on the computed cosmology was found
o be minimal. A potential complication in our analysis is that a
isidentified host may mean that the true host is erroneously located

n the foreground close to the LOS and contributes a spuriously large
mount to the lensing estimate. We discuss this further below. 

.2 Galaxies 

e use galaxies drawn from the Dark Energy Surv e y Y3 Gold
osmology data set (Sevilla-Noarbe et al. 2021 ), as the current
ublic release of the deep-field catalogue (Hartley et al. 2022 ) only
o v ers ∼ 30 per cent of the SN fields. Additionally, we wish to
erive a calibration for our model parameters that can be used for
OSs across the entire DES footprint, in order to facilitate future
omparisons with shear studies. The Y3 Gold catalogue is expected 
o be 90 per cent complete at m r = 23 . 0 and the faintest sources
ategorized as galaxies are up to m r ∼ 26. 

Using the Y3 Gold flags as recommended in Sevilla-Noarbe 
t al. ( 2021 ) for extended objects, we select entries which are
n an aperture of radius 8 ′ around the LOS to each supernova,
ith FLAGS FOOTPRINT = 1, EXTENDED CLASS MASH SOF = 

, NEPOCHS R > 0, FLAGS BADREGIONS < 4, FLAGS GOLD < 

, and SOF PSF MAG R > 17. In aggregate, these flags select 
MNRAS 532, 932–944 (2024) 

https://github.com/PolyChord/PolyChordLite


936 DES Collaboration 

M

f  

c
 

a  

p  

r  

i  

l  

i  

D  

z  

fi  

n  

t  

s  

g
 

c  

t  

t  

p  

5  

o  

W  

f
 

r  

o  

t  

c  

n  

3  

t  

a  

w  

n
 

p

M

w  

c  

c  

k  

l  

a
a  

(  

ρ  

r
 

r  

a

2

w
3

Figure 1. Number distributions of our galaxy (top panel) and supernova 
(bottom panel) samples by calculated r-band absolute magnitude M r and 
redshift z. The red dotted line shows the Y3 Gold 90 per cent extended object 
completeness level of m r = 23 . 0, and the black dashed line shows the source 
redshift cut we use to calibrate our lensing estimator. 
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or high-confidence extended and extragalactic objects and reduce
ontamination from artefacts, stars, and photometric errors. 

We do not exclude the region around the bright star α Phe as it is
 large fraction of the E field, and for our purposes the foreground
hotometry of galaxies in that region is sufficiently accurate. For
edshift z = 0 . 5, 8 ′ corresponds to a distance of ∼ 3 Mpc. This
s more than sufficient to capture the scales relevant to SN Ia
ensing, and our results do not depend on aperture choice provided
t is abo v e 3 ′ . We use the surv e y-deriv ed photometric redshifts
NF ZMEAN SOF and discard galaxies that have unreliable photo-
 estimates (such as might arise from degeneracies in the photo- z
tting process) determined as σz / (1 + z p ) > 0 . 2, which reduces the
umber of our foreground galaxies by ∼ 8 per cent . We find no fields
hat are masked to any significant degree in the foreground galaxy
ample. After these cuts, our foreground sample consists of 804 484
alaxies or an average of ∼ 440 per SN Ia. 

We must exclude the host galaxy – if present in the Y3 GOLD
atalogue – from our foregrounds by cross-matching the positions of
he (deep-field) SN Ia hosts with the Y3 catalogue using the criteria
hat the positions are within 4 ′′ , and either of the DNF and BPZ
hotometric redshifts are compatible with the deep-field host at the
 σ level using the catalogue redshift error. 2 If the nearest Y3 Gold
bject does not fulfil these criteria, it is assumed to be a foreground.
e remind the reader we al w ays use the host spectroscopic redshift

or the SN Ia. 
We have tested the robustness of our results by varying the aperture

adius for the foregrounds between 1 and 8 arcmin, the choice
f concentration model (M08, D08, and C11 and fixed values of
he concentration parameter c from 5 − 13), the photo- z accuracy
riterion from 0 . 1 − 0 . 8, and the criteria for deciding whether the
earest galaxy in Y3 Gold is the host galaxy or a foreground from
 σ to 7 σ . We found the typical variation in our correlation result for
hese analysis choices to be small compared to the statistical error,
nd generally < 0 . 25 σ (stat) (see Section 4.3 below). Accordingly,
e judge that systematics that can be parametrically estimated are
ot significant to our results. 
We derive the absolute magnitude M λ of the galaxy in a given

assband as 

 λ = m λ − μ( z p ) − K λ, (18) 

here m λ is the apparent magnitude SOF CM MAG CORRECTED
orrected for Milky Way extinction. The K -corrections K λ are
omputed to z = 0 using ( griz) passbands and the software package
correct v5.0 3 (Blanton & Roweis 2007 ). The distance modu-

us μ is derived using the photometric redshift z p by equations ( 10 )
nd ( 11 ), with cosmological parameters from the supernovae fit. z p 
lso determines the impact parameter b = θD d ( z p ) using formulae
 10 ), the critical surface density � c ( z SN , z p ) using equation ( 3 ) with
c ( z) = 3 H ( z) 2 / 8 πG which in turn determines the halo physical
adius r 200 by equation ( 6 ). 

Our selected sample therefore comprises 1503 SN with an average
edshift z ∼ 0 . 53 and 804 484 galaxies of average redshift z ∼ 0 . 44
nd is illustrated in Fig. 1 . 
NRAS 532, 932–944 (2024) 

 Both DNF and BPZ galaxy redshifts are used, as we have found instances 
here the reported DNF error appears to be understated. 
 https:// github.com/ blanton144/ kcorrect
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 RESULTS  

.1 Description of the lensing signal 

he majority of the lensing signal comes from galaxies with impact
arameters b < 300 kpc. Although the numbers of galaxies peak at
 r ∼ −20, the lensing estimate comes predominantly from galaxies
ith M r ∼ −21 . 5, equi v alent to a Milky W ay-type galaxy. W e

llustrate this point in Fig. 2 , where the total lensing estimate
alculated for our entire foreground galaxy population is binned
y galaxy absolute magnitude. In the plot, we have marked the
bsolute magnitude of an m r = 23 . 0 galaxy located at z = 0 . 35 , 0 . 7
o illustrate how the completeness of the foregrounds may affect our
ensing signal. 

In Fig. 3 , we show an illustration by redshift of where the
ensing signal arises for our sample, together with a theoretical
 xpectation deriv ed from an inte gral o v er the power spectrum. As
xpected, it is generally mid-way in distance between the SN Ia
nd z = 0. For a SN Ia at z ∼ 0 . 7 and a typical lensing galaxy at
edshift z ∼ 0 . 35, the completeness limit m r = 23 . 0 corresponds to
 r = −18 . 4, equi v alent to the Large Magellanic Cloud. A slight

pparent underdensity in the top right of Fig. 3 is due to this limit.
s the haloes of the unseen galaxies there still contribute to the true
agnification, this can be expected to degrade our correlation result

or high redshifts. Ho we ver, the mass associated with them will be
bsorbed on average into the parameter �. In Section 4.2 below we
stimate how much the limit biases the mass-to-light ratio �. 

We inspected the data and images for all fields with δm < −0 . 1
o check the reliability of our foreground selection criteria. For SN
 337 541 the (spectroscopic) redshift is z = 1 . 05 and the closest
atalogue galaxy is within 0 . 5 ′′ , but has photo- z∼ 0 . 3. Given the
iscrepancy in the redshifts, we would classify this galaxy as a

https://github.com/blanton144/kcorrect
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Figure 2. The upper panel shows the counts of galaxies in our entire 
foreground sample (that is, within the cone delineated by 8 ′ around each SN 

Ia and bounded by the redshift of the SN Ia) binned by absolute magnitude 
M r , with M 200 (using our best-fitting parameters) shown on the upper x -axis 
in units of M �. The lower panel shows our total lensing signal summed 
o v er galaxies and binned by absolute magnitude of the galaxy lens. We have 
marked the Y3 Gold 90 per cent completeness limit m r = 23 . 0 for lens 
redshift z = 0 . 35 , 0 . 7 as the vertical black dashed and dotted lines. The peak 
of the blue histogram compared to the red shows the majority of our lensing 
signal is due to foregrounds within the completeness limit of the Y3 Gold 
catalogue. 
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Figure 3. An illustration of the density of the lensing signal per SN Ia as a 
function of source redshift z SN and lens redshift z galaxy . Units are arbitrary 
and a larger lensing density is represented as a darker box. Upper panel. For 
our data, the lensing peaks as expected, roughly mid-way between source 
and observer. The claim that our foregrounds are volume-limited is further 
supported by continuation of the signal towards high source and foreground 
redshifts (top right of the figure). Lower panel. A theoretical expectation of the 
dispersion of lensing σlens contributed by lenses in individual redshift bins. 
This has been computed using the power-spectrum model HMCODE2020 
(Mead et al. 2021 ) and equation (5) of Frieman ( 1996 ). It is apparent that our 
data conform to the theoretical expectation, albeit with a high stochasticity. 
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oreground and not the host. Ho we ver, it seems probable that the
hoto- z is contaminated by the light from a larger nearby foreground
alaxy and is therefore unreliable. We exclude this SN Ia; this lowers
he significance of our results and is therefore conserv ati ve. 

.2 Halo parameters 

e find β = 2 . 15 ± 0 . 24 and � = 132 + 26 
−29 h M �/L r, � where 68

er cent confidence intervals are indicated, and we have used the M08
oncentration model. These are population averages for galaxies in 
he DES Y3 Gold sample, and the error is a combination of statistical
ncertainty (such as observational errors in photometry) and natural 
ariation within the confines of our model. This is our fiducial choice
f analysis parameters and is used for the figures in this paper. 
Our fiducial result is consistent with an NFW profile β = 2 and

lso consistent with that obtained from the alternative halo concen- 
ration models D08 and C11 to within 1 σ . Additionally, letting the
oncentration vary (as a fixed value), we find c = 8 . 3 ± 3 . 2 which is
onsistent with the average value of c ∼ 6 from the M08 model. The
aximum likelihood values are β = 2 . 10 and � = 139 h M �/L r, �.
he posterior distributions are shown in Fig. 4 . 
We also tested the impact of allowing � to vary with redshift,

n broad bins of width �z = 0 . 2. As expected � increases with
edshift: distant galaxies are less likely to be in the catalogue, but
 must still account for the relation between the magnitude-limited 

oregrounds and the true physical mass distribution that is lensing. 
sing the galaxy luminosity functions calibrated in Lo v eday et al.

 2012 ), and the Y3 Gold multi-epoch limit of r = 23 . 6, we confirmed
hat the increase was consistent with expectations from the faint end 
f the luminosity function, albeit within fairly large error bands. 
his consistency increases our confidence that our lensing model 
aptures the correct relationship between light and mass, and we plot
he results in Fig. 5 . Alternati vely, allo wing � to vary with galactic
bsolute magnitude indicated a moderate trend to lo wer v alues for
righter galaxies, but at no great significance. 
We may compute the fraction of matter bound into virial haloes by

umming the implied virial masses of foreground haloes and dividing 
y the comoving volume enclosed by the cone of radius 8 ′ around
he LOS. We find that ρuniform 

= (0 . 62 ± 0 . 11) ρm 

, in other words
hat ∼ 40 per cent of matter is bound into haloes. Although this 
MNRAS 532, 932–944 (2024) 
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M

Figur e 4. The mar ginalized posteriors for our power-law halo profile slope, 
β, and ef fecti ve mass-to-light ratio, �. β = 2 corresponds to the NFW profile. 
Values for the � axis are normalized using h = 0 . 674. 

Figure 5. The mass-to-light ratio � is expected to increase with redshift of 
the foreground as the Y3 Gold multi-epoch limit at r ∼ 23 . 6 decreases the 
observed light per unit mass for increased distance. The plot compares the 
trend (for plotting purposes this is normalized at redshift z = 0 . 32) from our 
data with that expected from the galaxy luminosity functions calibrated in 
Lo v eday et al. ( 2012 ). 
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Figure 6. The bootstrap resampling distribution of correlation between our 
lensing estimator and the Hubble diagram residual for SN Ia of z > 0 . 2. The 
statistical significance of lensing signal detection obtained is ρ̄/σρ = 6 . 0. 
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esult appears to be consistent with N -body simulations, we note that
imulation results are highly dependent on the resolution, and the
raction of matter bound into haloes remains an unsolved problem in
osmology [see discussion in section 5.1 of Asgari, Mead & Heymans
 2023 )]. It will be particularly interesting to revisit this constraint
ith future data sets. 

.3 Correlation of lensing and Hubble diagram residuals 

arginalizing o v er our model parameters, we find a correlation
etween our lensing estimate �m and Hubble diagram residual μres 

f ρ = 0 . 173 ± 0 . 029(stat) for SN Ia with z > 0 . 2. The statistical
rror is derived from 10 6 bootstrap re-samples of the data as shown
n Fig. 6 , and corresponds to a significance of 6 . 0 σ before allowance
or systematics. This significance is marginally increased if we allow
or a varying � with redshift as described in the previous section. As
NRAS 532, 932–944 (2024) 
een in Fig. 4 , the correlation is highest close to the mean of β and
rops outside of our confidence intervals as expected. 
We test the robustness of our results to our parameter choices,

ncluding the thresholds for distinguishing between foreground and
osts, concentration models, and aperture radius. Adopting the
tandard deviation across our choices as an estimate of potential
ystematics, we find σρ = 0 . 009(sys). We conclude that systematics
o not materially affect the significance of our correlation. We
lso checked that the correlation from our pipeline after randomly
huffling the SN Ia residuals was consistent with zero. 

Analysis of the lensing of quasars by foreground galaxies has
uggested that approximately a third of lensing magnification may
e offset by dust extinction from the foreground galaxies (M ́enard
t al. 2010 ). Ho we ver, the ef fect on the colour parameter c of SN Ia is
hen smaller than the magnification by a factor of ∼ 10 (assuming a
ypical extinction law). This implies that it will not be detectable with
ur current data set, and indeed we find the correlation between c and
m to be ρ�m,c = 0 . 001 ± 0 . 026. We also checked for correlation

f our lensing estimator with the stretch parameter x 1 and found
�m,x1 = 0 . 040 ± 0 . 024, again consistent with zero. 
In Fig. 7 we show the correlation per redshift bin. As expected,

he correlation shows an increasing trend with distance as the lensing
ecomes a greater proportion of the Hubble diagram residual scatter.
e show scatter plots of our residuals in Fig. 8 . The median of the

ensing estimator in each bucket is marked with a red dashed line.
he median is greater than the (zero) mean, showing the majority
f SNe Ia are de-magnified and a smaller number of SNe Ia are
agnified. The intrinsic scatter dominates for low redshifts, but for

arger redshifts the correlation is visible as the grouping of dots
owards the bottom left and top right quadrants. 

.4 Lensing dispersion 

s noted in S22 , from general principles we expect σlens ∝ d M 

( z s ) 3 / 2 ,
here d M 

( z s ) is the comoving distance to a source at redshift z s . 4 

his was derived in S22 on the assumption that the mass function
nd comoving number density of haloes is constant o v er the redshift
ange of our galaxy sample. 
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Figure 7. The correlation ρ between the Hubble diagram residuals and weak 
lensing convergence estimate of our SN Ia sample, shown for individual 
redshift bins. Errors are computed by bootstrap resampling. As expected for 
a signal due to lensing, we see a generally increasing trend with distance. 
The lo w v alue in the redshift bin 0 . 6 < z < 0 . 7 is likely to be a statistical 
dispersion around the trend; see Fig. 8 . The horizontal axis shows the average 
redshift in each bin. Our result of ρ = 0 . 173 ± 0 . 029 for the sample between 
0 . 2 < z < 1 . 2 is shown as the shaded purple bars at 1 σ and 2 σ confidence. 
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Considering the dispersion of our lensing estimator between 
ndividual SN Ia in a given redshift bucket, we can fit for σlens ( z) =
 × d M 

( z) B , where A, B are constants. We find B = 1 . 55 ± 0 . 12,
hich is consistent with expectations. Accordingly, we fix B = 1 . 5

nd we then find 

lens = (0 . 052 ± 0 . 009)( d M 

( z) /d M 

( z = 1)) 3 / 2 , (19) 

here the fit is shown in Fig. 9 . We have normalized the abo v e using
 M 

( z = 1) to facilitate comparison with the literature. Our result is
onsistent within errors for z ≤ 1 of the commonly cited σlens = 

 . 055 z (J ̈onsson et al. 2010 ), but discrepant with σlens = 0 . 088 z
Holz & Linder 2005 ) at > 3 σ . We note that Holz & Linder ( 2005 )
as derived from simulations which added additional lensing due 

o compact objects. This suggests the DES-SN5YR data set may be 
sed to place limits on the presence of compact objects, and this will
e explored in a future paper. 
As the intrinsic SN Ia scatter is σint ∼ 0 . 1 (Brout et al. 2019a ), the

ispersion in magnitude caused by lensing will be comparable to it
y z ∼ 2. 
We also calculated the dispersion from two samples of 10 000 

andom LOS using our best-fitting halo model parameters. The 
rst sample was generated by allocating LOS to random SN Ia 
osts in DES footprint according to the observed SN Ia redshift
istribution. The second sample was a random selection of sky 
ositions; these are very unlikely to be near a putative host galaxy.
he dispersion of lensing estimator for the former (random host SN 

a) was consistent with the dispersion of the DES-SN5YR Ia sample. 
his demonstrates that the DES-SN5YR sample is large enough to 

epresent the PDF and obtain an observational lensing dispersion. 
nterestingly, the dispersion for the latter (random position SN Ia) 
OS was larger for redshift z > 0 . 5, with σlens = 0 . 083 at z ∼ 1. This
iscrepancy was also noted in J ̈onsson et al. ( 2010 ), who compared
he supernova legacy survey (SNLS) sample to a random one. This
ay suggest factors (such as obscuration of distant galaxies by 

rowded foregrounds) that have biased the observation of SN Ia 
o LOSs with a lower matter inhomogeneity. 
.5 Delensing SN Ia 

e expect that subtracting the lensing estimate will reduce the 
esiduals to the Hubble diagram. We therefore propose a modification 
f the Tripp estimator as 

delens = m B − M B + αx 1 − βc + � M 

+ � B − η�m lens . (20) 

n this equation, m B , x 1 and c are parameters that are fitted to
he SN Ia light curves representing the amplitude, duration, and 
olour, respectively, of the observations. � M 

is an adjustment to take
ccount of variations in SN Ia magnitudes correlated to their host
alaxy properties (usually summarized by host stellar mass M ∗), 
nd � B is a term to correct for Malmquist bias and computed from
imulations. The no v el term we propose is the last term, η�m lens ,
hich is calculated using the best-fitting model parameters for each 

ndividual SN Ia. In this context, lensing becomes simply a second
nvironmental variable equivalent to (and of similar size as) the host
ass step adjustment � M 

, and the distance moduli μ are ‘de-lensed’.
To fit cosmological parameters, we will use equation ( 13 ) with

he covariance C reduced as per equations ( 15 ) and ( 16 ) and with μ
eplaced by μdelens . 

A version of equation ( 20 ) was proposed in Smith et al. ( 2014 ),
here an estimator was constructed from the local number density 
f a spectroscopic sample. Ho we ver the density of the spectroscopic
ample will vary o v er the surv e y footprint, necessitating a spatial
alibration of η. This is less practical than our model, as our
alo parameters are already calibrated to the average relationship 
etween our foreground tracer and mass. Consequently, we expect 
and reco v er, see below) η ∼ 1 but the addition of this free parameter
ro vides a conv enient cross-check on the maximum likelihood values 
or �, β used to construct �m lens . 

In the original analysis without our new term, lensing effects have
een incorporated in two places. First, the covariance matrix has 
ad an additional noise of σlens = 0 . 055 z added to the diagonal;
e have corrected this as noted above. Secondly, a more subtle

ssue is that � B , which is calculated by the code package SNANA 5 

Kessler et al. 2009 ), incorporates (amongst other effects) a redshift-
ependent Malmquist bias correction derived from lensing PDFs 
rom N -body simulations. 

These PDFs underestimate σlens compared to equation ( 19 ) by 
bout 30 per cent. There are two potential solutions. First, we may
e-calculate the bias calculation by either scaling the existing PDFs 
o match our observed σlens , or by generating new PDFs using the
ode package TurboGL 6 (Kainulainen & Marra 2009 ) which uses 
 similar density model to our method (and would – correctly –
ntroduce a dependency of the bias correction on σ8 ). Alternatively, a
onsistent approach would be to recalculate the bias corrections using 
ur modified Tripp estimator, together with foregrounds simulated 
o match the distribution of observations. In this case η would be
reated as a free nuisance parameter on the same footing as α and β
n equation ( 20 ). For the purposes of this paper, we assume changes
o the � B represent second-order adjustments to our results, as the
urrent input model is not too far from values derived from the data.

Fig. 10 shows the delensed residuals constructed using equation 
 20 ), with the maximum likelihood model parameters given in
ection 4.2 . For the purposes of the figure, we have selected a
high purity’ sample with statistical error σμ < 0 . 25 (otherwise the
rrors would be dominated by likely non-SN Ia contaminants). While 
MNRAS 532, 932–944 (2024) 
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Figure 8. Scatter plots of Hubble diagram residuals μres = μ − μmodel of SN Ia ( y -axis) and the lensing estimate �m ( x -axis). We have normalized the scales 
by dividing by the expected lensing dispersion σlens = 0 . 06 z and intrinsic dispersion σint = 0 . 1. The points are shaded according to the probability they are 
SN Ia, with lighter blue indicating probable contaminants. The median in each bin is marked with a dashed red line. For low-redshift bins, the scatter plots are 
dominated by the intrinsic dispersion of magnitudes with little visible correlation with the lensing estimate. For higher redshift bins, the correlation is apparent 
as the clustering of points in the top right quadrant (the majority of LOSs are through underdense regions) and a small number of magnified supernovae in the 
bottom left. 

Figure 9. The standard deviation of �m lens as computed from the actual 
LOSs to the DES 5Y SN Ia sample. 

t  

r  

r  

t
 

t  

d  

F  

μ  

Figure 10. The standard deviation of Hubble diagram residuals for de-lensed 
SN Ia (green) and the original residuals with lensing dispersion (blue). For 
illustrative purposes, we have removed potential contaminants and less well- 
observed SN Ia with σμ > 0 . 25. Thus for this high-purity sample, we see 
that the dispersion of the de-lensed residuals has a reduced upwards trend 
compared to the baseline data. 

r  

a  

o  

p
 

w  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/532/1/932/7695931 by guest on 30 August 2024
he residual scatter increases with redshift remains, de-lensing has
educed the trend. In particular, it is remarkable that the de-lensed
esiduals for SNe Ia with 0 . 9 < z < 1 . 0 exhibit no more scatter than
hose in the 0 . 4 < z < 0 . 5 bucket. 

Equation ( 20 ) may be used to re-compute cosmological parame-
ers. For cosmological parameter baseline, we use the entire SN Ia
ata set and likelihood as described in DES Collaboration ( 2024 ).
or the delensed inference, we use the delensed distance moduli
delens from equation ( 20 ) with η = 1 and set �m lens = 0 for z < 0 . 2,
NRAS 532, 932–944 (2024) 
eplacing the covariance with adjusted matrix given in equations ( 15 )
nd ( 16 ). We have tested our results are consistent if we marginalize
 v er η as a free parameter. Fitting is done in Polychord, with flat
riors �M 

∈ (0 . 1 , 0 . 5) and w ∈ ( −1 . 5 , −0 . 5). 
Our results are shown in Table 1 . Our baseline values are consistent

ith those reported in DES Collaboration ( 2024 ). In Flat- � CDM,
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Table 1. Marginalized mean values and 68 per cent confidence intervals for 
cosmological parameters before and after delensing. Note that the χ2 values 
here should not be interpreted as a relative goodness-of-fit, as the covariance 
matrix for the delensed case has been adjusted to remo v e the original noise 
term 0 . 055 z allocated to lensing. Keeping the covariance matrix unchanged 
results in a �χ2 ∼ −55 preference for the delensed model. The consistency 
of the χ2 between the two models shows delensing is effective at removing 
the majority of the previously assumed noise. 

�M 

w χ2 

Flat- � CDM 

Baseline 0 . 354 ± 0 . 016 – 1640 
Delensed 0 . 359 ± 0 . 016 – 1646 
Flat- wCDM 

Baseline 0 . 258 + 0 . 095 
−0 . 070 −0 . 81 + 0 . 17 

−0 . 13 1638 

Delensed 0 . 294 + 0 . 087 
−0 . 062 −0 . 87 + 0 . 18 

−0 . 14 1646 
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e find ��M 

= + 0 . 005, or about 0 . 3 σ . For Flat- wCDM, we find
�M 

= + 0 . 036 and �w = −0 . 056, again about 0 . 3 σ shift in pa-
ameters. In terms of the deceleration parameter q 0 = ä a / ̇a 2 ( z = 0),
e find a change of −0 . 017 to q 0 = −0 . 402. 
De-lensing thus mo v es Flat wCDM parameters somewhat closer 

o Flat � CDM, and suggests the observed SN Ia are on slightly un-
erdense LOS. Reassuringly, the change in cosmological parameters 
y correcting for lensing is not large in DES-SN5YR, even though 
OS biases may still have arisen in the spectroscopic confirmation 
f the host redshift. It is possible that for future data sets probing SN
a at higher redshift, obscuration by foregrounds may also introduce 
OS bias if a delensing term is not used. 

.6 Constraints on inhomogeneity 

 theoretical prediction for σlens may be made from an integral over 
he matter power spectrum and redshift (Frieman 1996 ), together 
ith a pre-factor proportional to the physical matter density �M 

h 

2 . 
This may be taken to imply that an observed value for σlens may

hen be used to constrain the amplitude of the power spectrum, or
qui v alently σ8 . Ho we v er, there are man y theoretical and observa-
ional issues to o v ercome. We hav e earlier noted that the dispersion
f our sample may be suppressed due to extinction and obscuration 
y foregrounds. Also, the sensitivity of the integrand extends well 
nto the non-linear regime k > 1 Mpc −1 , meaning both baryonic
eedback and the presence (or not) of compact objects would alter the
heory expectation. Values from ray-tracing in N -body simulations 
re therefore likely to be sensitive to the particle mass and gravity
oftening scale. These effects may all be of similar size and conspire
o offset. 

Ignoring these objections for now, in Marra et al. ( 2013 ) the
urboGL 7 simulation code (Kainulainen & Marra 2009 ) was used to 
onstruct a fitting formula for σ8 ( σlens ( z) , �M 

). TurboGL simulates
eak lensing by randomly placing smooth NFW-profile dark matter 
aloes along the LOS, from which the magnification due to each halo
s calculated semi-analytically. Many such simulations are run to 
ssemble a lensing magnification PDF. The halo masses and number 
ounts are drawn from literature halo mass functions, from which 
rise the dependence on σ8 and �M 

. 
Using the fitting formula from equation (6) of Marra et al. ( 2013 ),

ith priors of �M 

= 0 . 315 ± 0 . 007 and H 0 = 67 . 4 ± 0 . 5 [see table
 of DES Collaboration ( 2024 ); these are from a combined analysis
 https:// github.com/ valerio-marra/ turboGL 

4
 

v  
ncorporating likelihoods from the CMB (Planck Collaboration 
020 ) and DES 3x2pt weak lensing results (Abbott et al. 2022 )],
he dispersion of our lensing estimator calibrated to the DES Y5 SN
a sample gives 

8 = 0 . 90 ± 0 . 13 . (21) 

iven the larger error bars, this is consistent both with results
rom the DES 3x2pt analysis (Abbott et al. 2022 ) and from Planck
ollaboration ( 2020 ). Ho we ver, we caution the reader that this
onsistency may be largely coincidental for the reasons discussed 
bo v e. 

 SUMMARY  A N D  DI SCUSSI ON  

n this paper, we have forward-modelled the weak lensing conver- 
ence for individual SNe Ia based on the astrometric and photometric
roperties of foreground galaxies with two free model parameters. 
e have demonstrated that the assumptions of our model form an

f fecti ve statistical basis for constructing an estimator that correlates
ignificantly with SN Ia residuals to their Hubble diagram. We 
nd ρ = 0 . 177 ± 0 . 029, a detection of non-zero correlation at 6 . 0 σ
ignificance. 

Our results are consistent with expectations from the literature. 
ronborg et al. ( 2010 ) detected the presence of lensing at 2 . 3 σ

ignificance using a sample of 171 SN Ia selected from the SNLS,
ith certain assumptions about the profile of dark matter haloes and

elationship between mass and light. J ̈onsson et al. ( 2010 ) found a
ignificance of 1 . 4 σ with a similar sample, but relaxing some of
hose assumptions. Smith et al. ( 2014 ) found a significance of 1 . 4 σ
sing a sample of 749 SN Ia from the SDSS and an estimator was
ased on number counts spectroscopically measured foregrounds. 
Kronborg et al. ( 2010 ) forecast a 3 σ detection with a sample of

00 SNLS-like SN Ia. Our results are consistent with this forecast; as
an be seen from Fig. 4 forcing a non-data driven halo shape, as they
o, would lower the measured correlation. While Smith et al. ( 2014 )
sed a larger sample of ∼800 SN Ia, the SDSS surv e y is shallower
han SNLS and the use of (sparser) spectroscopic-only foregrounds 
nd an estimator based on number counts (somewhat equivalent to 
orcing β = 0 in our model) will significantly dampen the signal.
ur fit for σlens is consistent with J ̈onsson et al. ( 2010 ). Ho we ver, it

s lower than the prediction of Holz & Linder ( 2005 ), due to the fact
e do not allow for the (hypothetical) presence of compact objects
hich increase the dispersion. It is then likely that DES-SN5YR can
e used to constrain the number density of compact objects close to
he LOSs, but we leave this to future work. 

In summary, our results pass a 5 σ significance level for the first
ime in the literature by the use of the larger, deeper DES-SN5YR
ample and an optimal estimator. 

Confidence in our model is supported by the fact that the model
arameter posteriors encompass physically reasonable values. Ad- 
usting for the percentage of foreground galaxies we excluded due 
o unreliable photo-z estimates, we find that the mass-to-light ratio 
etween DES Y3 Gold r -band catalogue magnitudes and virialized 
alo mass M 200 is � = 143 + 28 

−32 h M �/L r, �, which is broadly in
ine with expectations. The mass-to-light ratio increases with lens 
edshift in a way consistent with expectations from galaxy luminosity 
unctions. The correlation increases with higher redshift buckets as 
ensing forms an increasing fraction of the observational dispersion 
f SN Ia magnitudes. We find that the lensing of SN Ia implies that
1 per cent ± 12 per cent of matter is bound into virial haloes. 
We have shown that when our estimator is used as an additional

ariable in the standardization of SN Ia magnitudes, it lowers the
MNRAS 532, 932–944 (2024) 
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catter of Hubble diagram residuals, again to greater effect in high-
edshift buckets. When we re-compute cosmological parameters
sing our delensed distance moduli, the change is small for the
ES-SN5YR sample, in the direction corresponding to the data set
aving been on slightly underdense sight lines. As we have calibrated
ur estimator to DES Y3 Gold photometry, it may in principle be
pplied to any LOS in that footprint. It therefore may be used to
onstruct maps of the model convergence across the footprint (also
nown as ‘mass maps’) to complement, or augment, those derived
rom g alaxy–g alaxy lensing (for e xample, as giv en in Jeffre y et al.
021 ). The investigation of this will be left to future work. 
Given the modest change in cosmological parameters from de-

ensing it may be tempting to conclude it is not particularly rele v ant
o homogeneous cosmological parameters. This would be hasty for
wo reasons. First, for data extending to higher redshift than DES-
N5YR, it is not guaranteed that de-lensing will continue to be a small
hange even for photometrically confirmed data sets. In particular,
einberg ( 1976 ) has pointed out increasing obscuration due to

oregrounds could bias cosmological parameters to underdense
OSs. Thus, we would expect the tests we have proposed in this
aper to be rele v ant to the forthcoming SN Ia surv e y of the Nancy
race Roman Space Telescope (Hounsell et al. 2018 ). Secondly,
ith > 1000 000 SN Ia expected from the forthcoming Rubin LSST

urv e y (Iv ezi ́c et al. 2019 ), systematics can be e xpected to be a
imiting factor in determining cosmological parameters. In particular,
he portion of the Malmquist bias correction due to lensing will be
 large contribution. If lensing effects are better constrained, the
ystematic uncertainty can be lowered. 

Our results open a new pathway in the use of SN Ia observations
o study inhomogeneities. A σ8 constraint was derived by comparing
he observational dispersion of our lensing estimator to a literature
t from simulations. Additionally, the presence (or not) of compact
bjects both increases the expected dispersion (Holz & Linder 2005 )
nd introduces a specific, redshift-dependent skew signal to the
ubble diagram residuals. Ho we ver, we note that systematics of

his procedure remain unexplored at present. Anticipating that they
ay be controlled in future work, we expect that SN Ia may be

sed to complement and enhance existing weak lensing results, and
nvestigate the distribution of matter on both linear and non-linear
cales. 
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