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Abstract

In this paper, we examine how pre-processing and train-
ing methods impact on the performance of Lightweight
CNNs through evaluations on MobileNetV3 with a spoof-
ing detection head, dubbed ”MobileNetV3-Spoof”. Using
the UniAttackData dataset from the 5th Face Anti-Spoofing
Challenge@CVPR2024, which covers a broad spectrum of
spoofing scenarios including deepfake and adversarial at-
tack samples, we assess how well the model performs over
different setups, including pre-trained models and models
trained from scratch with or without initial face detection
and alignment. Our results show that pre-processing steps
significantly boost the model’s ability to identify spoof sam-
ples, especially against complex attacks. Through detailed
comparisons, we offer insights that could guide data cura-
tion and the creation of more effective and efficient anti-
spoofing techniques suitable for real-world use in the era
of digital face attacks. We make our code publicly avail-
able at: https://github.com/Inria-CENATAV-
Tec/Assessing-Efficient-FAS-CVPR2024

1. Introduction
In the rapidly evolving landscape of digital security, facial
recognition systems have become a cornerstone technol-
ogy, employed across a myriad of applications from smart-
phone unlocking mechanisms to sophisticated border con-
trol and surveillance systems. Despite their widespread

adoption and the advancements in accuracy and reliabil-
ity, these systems remain vulnerable to an array of spoofing
attacks. These attacks, ranging from simple photograph-
based spoofs to more sophisticated modalities, including
3D mask attacks [18], pose a significant threat to the in-
tegrity of biometric authentication systems [23]. As such,
the development of effective anti-spoofing measures [25] is
paramount to safeguarding these technologies against unau-
thorized access [12].

Among the various strategies employed to enhance the
security of facial recognition systems, lightweight Face
Anti-Spoofing (FAS) [24, 31] has emerged as a particularly
promising avenue of research. These models offer the dual
benefits of high efficiency and robust performance, making
them ideally suited for real-time processing on devices with
limited computational resources. Within this context, Mo-
bileNetV3, an effective and effective model for its excep-
tional balance between accuracy and efficiency, has been
previously used for physical FAS [24] with modifications
to the classification head. We choose to study this variant,
referred as ”MobileNetV3-Spoof” in this paper.

We note that the effectiveness of FAS models in real-
world scenarios is contingent upon several factors, not least
of which is the type of input data. As such previous edi-
tions of the of the Face Anti-Spoofing Challenge@CVPR
[6, 15, 16, 18, 28] have addressed a variety of scenarios us-
ing datasets for large-scale multi-modal FAS [32, 33], cross
ethnicity [17], high-fidelity 3D masks [19], and surveillance
scenarios [7].

This CVPR Workshop paper is the Open Access version, provided by the Computer Vision Foundation.
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Previous analysis on efficient network architectures [24]
consisted in extensively testing different variants of physi-
cal attacks [28], while in this work we focus on testing on
large-scale physical and digital attacks through the UniAt-
tackData [8] dataset and its three-protocol setup in the con-
text of the 5th Face Anti-Spoofing Challenge@CVPR2024
[27]. We study the role of pre-processing techniques, partic-
ularly face detection and alignment, in affecting the model
performance of MobileNetV3-Spoof. Facial pre-processing
techniques are critical in normalizing input data, ensur-
ing that the model focuses on relevant facial features, and
reducing the impact of variations in pose and facial ex-
pressions [5]. Moreover, we assess the choice of train-
ing data and the approach to model training—ranging from
pre-training on generic datasets like ImageNet [4] to more
specialized datasets designed for anti-spoofing tasks, which
further influence the model’s ability to generalize across dif-
ferent types of spoofing attacks.

Through a series of experiments comparing different
combinations of pre-training, and fine-tuning with face de-
tection and alignment techniques, we seek to understand
how each element contributes to the overall performance
of Efficient Face Anti-Spoofing models involving adversar-
ial and deepfake data. This exploration is important for
our understanding of Efficient and Lightweight Face Anti-
Spoofing technologies and to enhance the security of facial-
recognition systems against increasingly sophisticated digi-
tal threats.

In this work, we contribute with the following:

• Provide a baseline for physical and digital attack vectors
using MobileNetV3-Spoof, a representative backbone for
Efficient Face Anti-Spoofing, examining the impact of
various pre-processing and training protocols on its ef-
fectiveness in detecting spoofing attacks.

• Provide a working experimentation methodology for test-
ing and achieving results in the UniAttackDataset, repre-
senting a wide range of both physical and digital spoofing
attacks.1

• Provide specific insights for improving performance on
Efficient CNN deployments for Face Anti-Spoofing in
practice.

This paper is organized as follows: Section 2 explains the
related work relevant for our approach, Section 3 explains
our experimentation methodology, Section 4 shows our
achieved results in Phase 1 and Phase 2 of the 5th Face Anti-
Spoofing Challenge@CVPR2024 competition [27], Section
5 presents our insights regarding the results obtained in the
competition, and Section 6 gives our closing remarks for
this study.

1Our code is available at https://github.com/Inria-
CENATAV-Tec/Assessing-Efficient-FAS-CVPR2024

2. Related work
In this section, we present recent work tackling to the Face
Anti-Spoofing (FAS) problem. We cover recent methods
based on Vision Transformers (ViTs) and Efficient Convo-
lutional Neural Networks (CNNs).

2.1. Vision Transformers (ViTs) for FAS

ViTs, known for their remarkable performance in extract-
ing global representations, have also been a popular choice
for FAS approaches. We explore popular methods in this
section.

In Class Free Promt Learning (CFPL) [21] the authors
used separate encoders for the image and the text labels us-
ing two transformer architectures, and learn two separate
semantic representations. They optimize cross-dataset gen-
eralization using text supervision, diversification of style
prompt, and prompt modulation.

The Multi-domain Incremental Learning approach [29]
utilizes three blocks: the Active Domain Experts (ADE)
Block, the Instance-Wise Router (IwR), and the Asym-
metric Classifier. The ADE blocks are ViT-inspired mod-
ules separating parameters domain-invariant and domain-
specific sets of weights and chooses either at inference time
by using the IwR to map a domain center a training time and
measuring the sample’s cosine similarity to it afterwards.
The Asymmetric Classifier compensates for the different
domains from the diverse spoof sample class centers.

The Flexible Modal ViT (FM-ViT) [20] uses a frame-
work comprised of a Multi-Modal Tokenization Module
with Cross-Modal Transformer Blocks for image patch en-
coding and two separate attention mechanisms. This dual
branch approach is designed to enhance recognition from a
single modal data using multi-modal data.

In Modality-Agnostic ViT (MA-ViT) [14], the au-
thors proposed to eliminate modality-related information
to achieve better generalization. Their approach consists
on using a novel Modality-Agnostic Transformer Block
(MATB) with two attention module designs to promote
the discrimination of modality-irrelated patch tokens from
inner-modal and inter-modal information.

2.2. Efficient CNNs for FAS

In the evolving landscape of efficient Face Anti-Spoofing
technologies [31], the development of neural network ar-
chitectures that balance computational efficiency with high
performance has been pivotal for deployment in real-world
applications. Studies involving traditional Lighweight CNN
backbones have appeared [24], discussing the performance
of efficient backbones such as ShuffleNetv2 [22], Mi-
croNet [13], and MobileNetV3 [11] for the large-scale FAS
task. The authors highlighted the effectiveness of the Mo-
bileNetV3 backbone, modified to address the unique chal-
lenges of Face Anti-Spoofing (called MobileNetV3-Spoof
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in this paper). This MobileNetV3-Spoof variant adapts this
architecture specifically for the task of distinguishing gen-
uine facial presentations from fake ones by using a spoof-
detection head.

2.3. Self-Supervision and Face Detection

In parallel to these developments, the exploration of Self-
Supervised methods [3, 9] has introduced novel approaches
to learning robust feature representations without extensive
labeled datasets. The work encapsulated in Simple Siamese
Self-Supervision [3] exemplifies this trend, proposing a
methodology that leverages the inherent structure of unla-
beled data to improve model performance. While this ap-
proach has shown promise across several domains, its ap-
plication within the context of Efficient Face Anti-Spoofing
represents an intriguing frontier for research.

Complementing the advancements in model architecture
and self-supervision, significant strides have been made in
the realm of face detection methods, such as the RetinaFace
detector [5], which provides a competent backbone for the
initial stages of anti-spoofing pipelines, ensuring that sub-
sequent analyses are based on well-aligned and correctly
identified facial regions.

3. Methodology
Our methodology is designed to systematically evaluate the
impact of pre-processing and fine-tuning strategies on the
performance of MobileNetV3-Spoof. By focusing on these
aspects, we aim to assess the model’s effectiveness when
testing it under the diverse and challenging conditions pre-
sented by the UniAttackData dataset.

3.1. MobileNetV3-Spoof Backbone

This approach, explored in [24], extends the MobileNetV3
backbone for the Face Anti-Spoofing scenario. Mo-
bileNetV3 uses a platform-aware Network Architecture
Search (NAS) approach for finding optimal global net-
work structures along with the NetAdapt algorithm to
search for the number of filters per layer. Additionally,
it uses Squeeze-And-Excitation blocks on residual layers
and includes a more efficient embedding-extraction struc-
ture compared to MobileNetV2 [26]. The spoofing classi-
fication head is comprised of Dropout, BatchNorm, Swish,
and Linear layers with a Softmax layer when producing the
final predictions.

3.2. Face Anti-Spoofing Datasets

In this section, we describe the datasets included in our sce-
narios. These datasets are used in different training scenar-
ios with testing on the dev and test sets of UniAttackData.

FAS Challenge@CVPR2023-Wild Track dataset
The dataset used for the 4th Face Anti-Spoofing

Challenge@CVPR2023-Wild Track [28], is a large-
scale in-the-wild collection tailored for physical Face
Anti-Spoofing. It features 529,571 authentic images
representing 148,169 distinct identities, with 853,729
fake face images across 300K identities. The dataset
categorizes spoof attempts into three primary types: 2D
Print, 2D Display, and 3D PAS, further divided into 17
subcategories, offering a broad spectrum of scenarios for
robust anti-spoofing research.

UniAttackData We employ the UniAttackData [8] from
the Face Anti-Spoofing Challenge CVPR2024 [27] for test-
ing. This dataset includes three protocols with their own
training, development, and test sets. Protocol 1 (p1) is com-
prised of physical and digital images in training, develop-
ment, and testing sets. Protocol 2.1 (p2.1) includes training
and development data with live probes and digital attacks,
excluding physical attacks, while the test set excludes digi-
tal attacks and includes physical attacks. Protocol 2.2 (p2.2)
has live probes and physical attacks with no digital attacks
in training and development sets but makes digital attacks
present in its test set without physical attacks. Its attack dis-
tribution ranges from 6 types of Adversarial attacks, 6 types
of DeepFake attacks, and physical attacks from the CASIA-
SURF CeFa [17]. The total number of images in the dataset
is 2.5Million with 1800 identities.

Live

Physical

Digital

Figure 1. Examples of live images and spoof attacks from the
UniAttackData database. Spoof attack vectors include physical
and digital samples.

3.3. Pre-processing for UniAttackData

The pre-processing pipeline is a critical component of our
approach, aimed at standardizing input data to optimize the
performance of the Face Anti-Spoofing model. This process
involves two main steps: face detection and face alignment,
which are executed sequentially on each image before it is
fed into the MobileNetV3-Spoof model.

Face Detection: We employ the ResNet50-RetinaFace
detector, a state-of-the-art face-detection model known for
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Figure 2. Pre-processing approach for the UniAttackData dataset.

its high accuracy and efficiency in detecting faces across a
wide range of poses and lighting conditions. This model
leverages the power of ResNet50’s deep residual learning
framework, combined with RetinaFace’s focus on capturing
facial landmarks. This model detects 5 landmarks that can
be used for posterior processing.

Face Alignment: Once a face is detected, we use the 5
landmarks from the RetinaFace detector to align the image
to the Insightface frontal template [10]. This alignment pro-
cess involves adjusting the detected faces to a standard pose
and scale. This step is crucial for reducing variability in the
input data due to pose and expression differences, thereby
enabling the MobileNetV3-Spoof model to focus more on
the distinguishing features relevant to spoof detection. We
warp the face to the 128×128 template size.

If no face is detected in an image, the image is resized as-
is, without any alignment. This ensures that our model re-
mains robust to scenarios where face detection may fail, by
allowing the network to still attempt a classification based
on the available visual information. This workflow is illus-
trated in Figure 2

Augmentation Firstly, we up-scale the image to a
224×224 resolution using bicubic interpolation. We apply
random augmentations such as horizontal flip, ISO Noise
simulation, random brightness and contrast, and motion
blur simulation using the Albumentations library [2]. Fi-
nally, we normalize the samples with the training data’s
mean and standard deviation.

3.4. Training strategies

To test the MobileNetV3-Spoof model within different cir-
cumstances during the Face Anti-Spoofing Challenge at
CVPR2024 [27] using the UniAttackData dataset, we em-
ployed fine-tuning and training from scratch processes in-
volving several distinct training configurations. These con-
figurations were designed to explore the model’s adaptabil-
ity and performance under different initial conditions and
training settings.

3.4.1 Phase 1

In this section, we explore our baselines for Phase 1 of the
Challenge. The evaluation of this phase includes only the
development set of the UniAttackData dataset.

Pre-training with ImageNet and Fine-tuning Initially,
the model is pre-trained on the ImageNet dataset, a diverse
collection of images spanning a wide range of categories.
This pre-training phase provides a solid foundation of gen-
eral visual features. Subsequently, the model undergoes
fine-tuning on the UniAttackData development set, allow-
ing it to adjust its weights to better recognize the specific
characteristics of spoofing attacks.

Pre-training with Wild Face Anti-Spoofing and No Fine-
tuning: In this configuration, the model is pre-trained on
the Wild Face Anti-Spoofing dataset from the CVPR2023
Face Anti-Spoofing challenge. This dataset is specifically
designed for anti-spoofing but without its digital counter-
parts. Unlike the previous approach, this model is not fine-
tuned further, testing its ability to generalize from the train-
ing alone on extensive spoofing data.

3.4.2 Phase 2

In this section, we explore our final approaches for Phase
2 of the competition, which uses the development and test
sets of the UniAttackData dataset.

Pre-training with Simple Siamese Self-Supervision and
Fine-tuning: Leveraging the principles of self-supervised
learning, this approach involves pre-training the model us-
ing a Simple Siamese network architecture designed for
self-supervision without labels. This pre-training setting is

1024



aimed at enabling the model to learn robust feature repre-
sentations without reliance on labeled data. Following this,
the model is fine-tuned on the UniAttackData development
set.

Training from scratch: We also explore the performance
of MobileNetV3-Spoof models trained from scratch on the
UniAttackData development set, both with and without
the Face Detection and Alignment pre-processing steps de-
scribed in subsection 3.3. This comparison serves to under-
score the impact of pre-processing and pre-training on the
model’s spoof detection capabilities.

3.5. Experimental environment

Our backbone is the MobileNetV3 of 1.25 width and a
Live/Spoof detection head, as employed in [24]. Our hy-
perparameters for training from scratch include a multi-step
learning rate starting at 0.1 multiplied by 0.1 at steps 200
and 400 using an SGD optimizer, ”relu” activation func-
tion, a 1280 feature vector, and up to 500 epochs. For fine-
tuning, we employ a learning rate starting at 0.001 with the
same reduction steps. 2

For the Simple Siamese with Self-Supervision [3], we
used the implementation present in [30].

3.6. Metrics

In this section, we describe the metrics for evaluating the
performance of our approaches. The Attack Presentation
Classification Error Rate (APCER) in Eq. 1 measures the
rate at which spoofing attacks are incorrectly classified as
genuine access attempts, providing insight into the model’s
vulnerability to false negatives.

APCER =
FP

TN + FP
(1)

Conversely, the Bona Fide Presentation Classification
Error Rate (BPCER) in Eq. 2 assesses the frequency with
which genuine presentations are misidentified as spoofs,
highlighting potential issues with false positives.

BPCER =
FN

FN + TP
(2)

The Average Classification Error Rate (ACER) (Eq. 3
serves as a balanced metric, averaging the APCER and
BPCER to offer a holistic view of overall performance.

ACER =
APCER+BPCER

2
(3)

Additionally, the Area Under the Curve (AUC) of the
Receiver Operating Characteristic (ROC) curve further en-
capsulates the model’s discriminative power, reflecting its

2Our code is available at https://github.com/Inria-
CENATAV-Tec/Assessing-Efficient-FAS-CVPR2024

ability to distinguish between genuine and spoofed presen-
tations across varying thresholds.

4. Results

In this section, we report the results on the dev set of Uni-
AttackData for Phase 1 of the challenge, and for its test set
on Phase 2.

4.1. Phase 1

For our training methodologies with pre-training us-
ing Imagenet with fine-tuning (Section 3.4.1) and
FAS@CVPR2023-Wild without fine-tuning (Section
3.4.1), we present Table 1 with our results. We note spe-
cially note the superior performance of fine-tuning over the
UniAttackDataset. Even when the FAS@CVPR2023-Wild
dataset contains a large amount of spoof images from
physical sources, it is not sufficient for achieving the best
performance over physical and digital data.

Pre-training Fine- APCER BPCER ACER AUC
dataset tuning (%) (%) (%) (%)

FAS@CVPR2023 No 37.00 37.00 37.00 66.33

ImageNet Yes 6.39 6.38 6.39 96.61

Table 1. Results on the dev set of the UniAttackData for Phase 1
of the competition with the MobileNetV3-Spoof backbone.

4.2. Phase 2

This phase of the challenge included dev and test data from
the UniAttackData dataset. We present the achieved results
over the naı̈ve Simple Siamese (SimSiam) Self-Supervised
setting with fine-tuning (Section 3.4.2) and training from
scratch (no pre-training) with and without our face align-
ment approach (Section 3.4.2). Our results are compiled in
Table 2.

Training method APCER BPCER ACER AUC
(%) (%) (%) (%)

SimSiam-aligned-FT 33.82 57.21 45.52 54.57

Scratch-no-align 4.37 66.42 35.39 77.18
Scratch-aligned 25.14 0.91 13.02 99.49

Table 2. Results on the test set of the UniAttackData for Phase
2 of the competition with the MobileNetV3-Spoof backbone. FT
denotes fine-funing on the Simple Siamese pre-trained approach.

In these settings, the Simple Siamese naı̈ve strategy did
not perform as expected for the UniAttackData test set, spe-
cially noting the BPCER for the live labels, even when fine-
tuning. On the other hand, when training from scratch, the

1025



results are more favorable. Particularly, with our face de-
tection and alignment pre-processing pipeline, we note a
specially lower ACER in this scenario. Breaking down the
ACER metric, we observe that our approach favors the de-
tection of live subjects. In comparison, the Attack Presen-
tation Error is higher in this case. We note that the opposite
is true when we do not align the images, where the spoof
attack labels are more easily detected by the algorithm.

5. Discussion

In this section, we will cover our insights for the perfor-
mance of our approach and point out the limitations of
our study with potential avenues applicable to efficient ap-
proaches in testing the performance on physical and digital
attack scenarios.

5.1. Performance

We break down our performance discussion with the result-
ing accuracy of our approach for lightweight CNNs on the
UniAttackData dataset and comment on the efficiency vs
accuracy trade-off for this approach.

On Accuracy performance for UniAttackData With
our results from Phase 1, we still notice a clear gap for
dataset generalization using lightweight approaches and the
regular pipeline of face detection, face normalization, and
Face Anti-Spoofing detection. Without fine-tuning for the
specific data distribution, it becomes increasingly challeng-
ing for only a lightweight algorithm to generalize for unseen
attacks. This is also extended for the digital scenario, where
we would need additional synthetic data or adversarial train-
ing methodologies to improve cross-dataset performance.

For our test-set scenario, we note three phenomenons
affecting performance on this dataset: an increased num-
ber of samples from the spoof label in protocols p1 and
p2.1, the effect of alignment when training from scratch,
and the capability of the network to adjust to live labels.
Self-supervision appears to be more sensitive to the dataset
imbalance, with a better performance on detecting physical
and digital attacks. At the same time, we notice a major
difference in the APCER and BPCER when removing the
alignment, with the highest error inverting on each scenario.
In our experiments, we noticed more images from the spoof
labels with heavy distortion artifacts, skipping the align-
ment face. In addition, we noticed that the original UniAt-
tackData samples from the ”live” class label are not cropped
focusing on the face image only. This means that they con-
tain mid or full-body shots and objects from the background
scenery, which proved to be detrimental for model perfor-
mance when no additional pre-processing is done. This is
why our face detection and alignment pre-processing sig-
nificantly helped to improve model performance for this

dataset and class label. This is particularly demonstrated
by the loss of BPCER performance with the non-aligned
version of the dataset.

Efficiency vs Accuracy trade-off on MobileNetV3-
Spoof and UniAttackData The complexity of the
MobileNetV3-Spoof backbone is 0.38 GFLOPs with 4.75
Params, being an extremely lightweight proposal for de-
ployment on real-time scenarios on constrained hardware.
The result of the scratch training with aligned samples is
the most effective by the BPCER, AUC, and ACER metrics,
where the ACER metric under 0.4GFLOPs makes it spe-
cially effective. Bridging the accuracy gap with the APCER
performance of the non-aligned version, and the BPCER of
the aligned version, would make this implementation one
of the most compelling use cases for lightweight and highly
accurate physical and digital presentation attack detection.

5.2. Limitations and future work

In this section, we explore the limitations of our approach,
which open several avenues for future research and develop-
ment. We share our insights that could assist in improving
the performance of efficient anti-spoofing solutions given
the physical and digital attack vectors present in this study.

One of the primary limitations observed is the chal-
lenge in generalizing the performance of lightweight mod-
els across unseen data distributions without specific fine-
tuning. This limitation is particularly pronounced in sce-
narios involving digital attacks, underscoring the need for
more sophisticated training methodologies. Our findings
indicate a sensitivity to dataset imbalance, especially in the
context of self-supervision. The variation in performance
metrics such as APCER and BPCER between aligned and
non-aligned training scenarios highlights the model’s de-
pendency on the quality of input data pre-processing. The
presence of distortion artifacts in digital spoof images, ob-
scured subjects on physical attack data, and the inclusion of
additional objects in live class images point to the necessity
of robust face detection and alignment processes. The stan-
dardization provided by these pre-processing steps is crucial
for the success of lightweight algorithms, as evidenced by
the observed performance gaps.

To address the issue of dataset generalization and im-
prove the model’s robustness against digital spoofing at-
tacks, future work could explore the incorporation of ad-
versarial training techniques and the utilization of synthetic
data. These methodologies could improve the model’s
ability to learn more generalized features that are effec-
tive across diverse spoofing scenarios. Given the sensitiv-
ity to dataset imbalance, there is potential to refine self-
supervision techniques to better accommodate the charac-
teristics of Face Anti-Spoofing datasets. This could in-
volve developing more balanced self-supervised learning
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approaches that are less susceptible to the distribution of
labels within the training data coupled with the regular Soft-
max loss function. Using simultaneously the Softmax loss
aided by metric learning losses with different views, as in
Self-Supervised approaches, could further improve the ro-
bustness of lightweight methods. Building on the efficiency
vs accuracy trade-off highlighted by our study, future efforts
could focus on optimizing lightweight models to further im-
prove the gap between these two critical aspects. In face
recognition, for example, approaches like GhostFaceNet [1]
have achieved a remarkable balance between accuracy and
efficiency with face data.

6. Conclusion

In Our exploration into the efficacy of MobileNetV3-Spoof
with pre-processing and fine-tuning strategies has unveiled
critical insights into developing lightweight Face Anti-
Spoofing solutions for physical and digital face spoofing
scenarios. We highlight the importance of pre-processing,
specifically face detection and alignment, in influencing the
model’s ability to distinguish between genuine and spoofed
facial presentations. We provide strategies for assessing the
detection of physical and digital spoofing attacks and point
out potential strategies for optimizing the training of effi-
cient models to achieve significant advancements in detec-
tion accuracy, even with limited computational resources.
Our findings also underscore the complex interplay between
dataset sensitivity, the necessity for pre-processing tech-
niques, and the strategic selection of training methodolo-
gies to overcome the inherent challenges in dataset general-
ization and the efficient detection of sophisticated spoofing
attacks. The efficiency vs accuracy trade-off presented by
MobileNetV3-Spoof emphasizes the critical need for ongo-
ing research to refine efficient models for real-world appli-
cations considering a diverse array of spoofing tactics. We
hope the insights from this study serve as a baseline for fu-
ture efficient models exploring physical and digital attack
vectors.
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