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Résumé

Dans le cadre d’une péche durable, subissant un change-
ment global, la connaissance préalable des limites géo-
graphiques de chaque population étudiée est requise. Dans
cette étude, ’analyse automatique innovante de la forme
tridimensionnelle (3D) des otolithes des rougets barbets de
la Mer Méditerranée a été comparée a l’analyse conven-
tionnelle en bidimensionnel (2D). Il a été conclu que cette
nouvelle technique tridimensionnelle de la forme était plus
précise pour délimiter le stock, que ce soit en utilisant une
classification non supervisée ou supervisée.

Mots Clef

Clustering, classification, otolithe de poisson, 3D, har-
moniques de Fourier, structure de population

Abstract

In the context of sustainable fishing, amidst global change,
prior knowledge of the geographic boundaries of each
studied population is required. In this study, innovative
automated analysis of the three-dimensional (3D) shape of
red mullet otoliths from the Mediterranean Sea was com-
pared to conventional two-dimensional (2D) analysis. This
new three-dimensional shape technique was found to be
more accurate in delineating the stock, whether using un-
supervised or supervised classification.

Keywords

Clustering, classification, fish otolith, 3D, Fourier harmon-
ics, population structure.

1 Introduction

Stocks serve as the fundamental unit for assessing fishery
resources and establishing sustainable exploitation levels
[29]. Effective fishery management depends critically on
accurately delineating fish stocks, which is a fundamen-
tal requirement for analysing the dynamics and structure
of fishery management units [6]. Each distinct stock re-
sponds uniquely to fishing pressure and management inter-
ventions. Misidentifying stock units can result in subopti-
mal management outcomes, heightening the risks of over-
fishing and hampering sustainability efforts [2]. Various

methods exist for defining fish stocks (see summary in [13,
6]), including genetic markers, natural indicators (such as
parasites), growth rates, fatty acids in tissues, life history
traits, external tags, and microchemistry. Among these,
sagittal otolith shape and microchemistry have emerged as
widely used proxies for stock identification across diverse
fish species [13, 6].

Otoliths, also known as "ear stones", are incrementally
grown calcified structures [9]. Their shape and size vary
from species to species, playing a crucial role in fish bal-
ance and hearing [9]. As individual markers, otoliths can
be used to study fish growth, migration, and population dy-
namics [6, 13], while they also offer valuable insights into
fish stock structure. Otolith shape results from a complex
interplay of environmental conditions, genetic heritage,
and ontogenetic evolution [7, 35]. Variations in otolith
shape between individuals can even distinguish between
interspecific and intraspecific fish. Otoliths are metaboli-
cally inert structures, without post-deposition alteration or
resorption [9]. Recent advancements in image analysis,
processing, and freely available libraries have significantly
bolstered the use of otoliths as powerful tools in fish re-
search. Notably, otolith shape analysis offers distinct ad-
vantages over genetic analysis for stock identification, pri-
marily due to its cost-effectiveness with fast and efficient
analysis [6]. There are various methods for analysing the
shape of otoliths. Fourier analysis stands as a prevalent
method employed to represent otolith shape [13], provid-
ing a detailed analysis of its contours and features. Another
valuable technique for analysing otolith shape is wavelet
analysis [24, 16]. This method provides a localized fre-
quency description of the shape, making it particularly
adept at identifying localized features [16]. By captur-
ing variations in shape at different scales, wavelet analy-
sis offers insights into both global and fine-scale features
of the otolith. Geometric analysis entails identifying spe-
cific points (landmarks) on the otolith that correspond to
biological or structural features [16]. In contrast to land-
mark analysis, outline analysis focuses on capturing the
entire outline of the otolith rather than specific landmarks.
This approach provides a holistic view of the otolith shape
and can be implemented using various methods, includ-



ing Fourier Harmonics and wavelet descriptors [16]. Out-
line analysis allows researchers to assess shape variation
across the entire contour of the otolith, offering valuable in-
sights into its morphological characteristics [16]. However,
the primary method employed to describe and to compare
otolith shape is standardised Elliptical Fourier Descriptors
(EFDs) [13], which serve as a potential tool for describing
and comparing two-dimensional (2D) shapes.

Typically, otolith shape is extracted from two-dimensional
images [6]. This view is, however, incomplete, using only
one plane projection of a three-dimensional (3D) object.
Potential bias may therefore arise during 2D acquisition
due to the object’s position. With advancements in imag-
ing technology, 3D shape analysis of otoliths has become
feasible. This approach provides a more comprehensive
representation of otolith shape compared to traditional 2D
analysis. By capturing the spatial arrangement and curva-
ture of the otolith in three dimensions, 3D shape analy-
sis offers enhanced insights into its structural complexity
and biological significance. This method unveils features
not discernible in 2D analysis, thereby expanding our un-
derstanding of otolith morphology and its ecological im-
plications. Existing research on 3D otoliths are primar-
ily focused on: scanning and/or extracting otolith shape
in three dimensions [40, 18, 19, 34, 25]; understanding the
functional role and evolution of the inner-ear and otoliths,
particularly concerning sound effects and equilibration (i.e.
individual spatial location) [26, 37]. A recent study on the
red mullet demonstrated that 3D analysis effectively ad-
dresses significant asymmetry in otolith shape originating
from the inner-ear side (i.e. left versus right ear) that was
not observed in 2D analysis from the same dataset [1].
After characterizing the otolith shapes, the subsequent
step involves classification techniques to discriminate fish
stocks. No paper in the recent literature mentions 3D auto-
matic classification. In 2D, Principal Component Analysis
(PCA) is used mainly as a dimensionality reduction prepro-
cessing step [13, 6]. The principal components facilitate
visualisation and classification of otoliths. Unsupervised
approaches encompass Hierarchical Clustering [39] and K-
means Clustering [15], while supervised methods include
Linear Discriminant Analysis (LDA) [8], Random Forests
[38], and Support Vector Machines (SVM) [33] and, re-
cently, some Deep Neural Network for age estimation [3].
This article aims to apply automatic classification ap-
proaches on the same 2D and 3D dataset to define stock
structure. The case study is the red mullet (Mullus
barbatus), a main important commercial fish species in
the Mediterranean Sea. Beyond the 2D conventional
stock identification approaches based on otolith shape,
additional unsupervised classification methods, including
density-based and spectral clustering with recursive ver-
sion, alongside supervised basic pattern matching as K-
Nearest-Neighbors were used. Two objectives are studied:
(1) the efficiency of 3D shape analysis compared with 2D
analysis in stock delimitation, and (2) the efficiency of ba-

Figure 1: Segmentation of the Mediterranean Sea into the
16 geographical sub-areas (GSAs) used

sic unsupervised and/or supervised classification methods
for stock identification. This paper is divided into three
main parts. Section 2 is the experimental protocol from
data acquisition to classification. Section 3 shows the re-
sults followed by the discussion section.

2 Methodology

2.1 Sampling and label references

316 individual fish specimens were collected from 16
geographical sub-areas (GSAs), as defined by the Gen-
eral Fisheries Commission for the Mediterranean (GFCM).
These GSAs represent diverse marine ecosystems within
the Mediterranean Sea (see figure 1 and table 1). These

n? GSA | 2-stocks GFCM | 3-stocks | n samples
1 1 1 7
5 1 1 23
6 1 1 12
8 1 1 12
10 1 1 13
11 1 1 5
12 1 1 19
14 1 1 16
16 1 2 58
17 1 2 8
18 2 2 30

20 2 2 20
22 2 2 36
23 2 3 18
25 2 3 24
27 2 3 27

Table 1: Sampling distribution by geographical sub-areas
(GSAs) and proposal cuts of over fish stocks defined by
expert groups [20, 21]

GFCM experts proposed two stocks described in table 1
based on other species’ knowledge. The first proposal de-
limited 2 stocks according to 16-17 GSA boundaries [20].
The second proposed stock definition adds another stock
built from 22-23 GSA [21]. The sampling campaign was



conducted during the 2019 international MEDiterranean
International Trawl Survey (MEDITS survey), a substan-
tial effort to assess fish populations and their habitats in
the Mediterranean Sea [30]. The MEDITS survey pro-
vides a valuable dataset for understanding the distribution
and characteristics of fish species. To ensure robustness
in this analysis, potential ontogenetic effects on otolith
shape are considered. Consequently, the sampling is re-
stricted to young mature fishes (i.e. fish after their first sex-
val maturity and aged between 3 and 5 years old) within
a total length range from 141 to 212 mm (with a mean
length of 167+16 mm). Furthermore, only left otoliths
(sagittae) are selected to avoid asymmetry factors. These
choices ensure uniformity in our dataset and facilitate ac-
curate comparisons across individuals. Environmental pa-

Parameter Name Feature Unit
(M/R)

Alkalinity M/R mol eq kg '

Chlorophyll concentration (as car- mg(C) m—3

bon)

Molar ammonium concentration M mmol m~3

Molar nitrate concentration M mmol m ™3

Molar dissolved molecular oxy- | M/R mmol m 3

gen concentration

pH M

Molar phosphate concentration M/R mmol m 3

Net primary production of | M mg m~2 day~?

biomass per day

Salinity M psu

Temperature M °C

Velocity module M ms~!

Table 2: Retained environmental parameters (M: Median,
R: Range)

rameters have been integrated along side stock divisions
(GSAs), using data extracted from models generated by
the E.U. Copernicus Marine Service. Salinity, tempera-
ture, and velocity modules were derived from the Mediter-
ranean Sea Physics Reanalysis (product identifier MED-
SEA_MULTIYEAR_PHY_006_004) spanning from 1987
to 2019 [10]. These parameters were obtained from a
grid with a horizontal resolution of 1/24° x 1/24° and 125
vertical levels, increasing in thickness with depth. The
model assimilates satellite sea surface temperature and
sea level, along with in-situ temperature-salinity profiles.
Additionally, ten other variables were sourced from the
Mediterranean Sea Biogeochemistry Reanalysis (product
identifier MEDSEA_MULTIYEAR_BGC_006_008) cov-
ering the period from 1999 to 2019 [31]. These variables
were acquired from a grid with the same horizontal resolu-
tion and vertical levels as the previous model. The biogeo-
chemistry model assimilates satellite chlorophyll data and
is driven by physical forcing fields from the Mediterranean
physical model. Values relevant to the habitat of red mul-
let (typically found at depths between 20 and 300 meters)
were extracted and summarized as median and range val-

ues (calculated as the difference between the third and first
quantiles) across three temporal windows: 5 years (2014-
2018), 3 years (2016-2018), and 1 year (2018). This was
done based on the age range of the sampled red mullet (3-5
years; sampled in April 2019). Parameters exhibiting weak
correlations (below 0.75) were retained for further analy-
sis (table 2), the 1-year period year was selected due to the
redundancy information.

Leveraging these environmental parameters, a recursive
spectral analysis [23] was conducted to generate division
labels based on environmental conditions. Spectral recur-
sive analysis stops the segmentation in 5 levels. Upon par-
titioning the environmental data using spectral recursive
methodology, the initial division yielded two labels, while
the final division resulted in seven labels (2).

2 clusters for environment 7 clusters for environment
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Figure 2: Delimitation by environmental data clustering
and 2-stock or 3-stock units proposal by experts (groups
are distinguished by a specific color and form)

2.2  Two-dimensional outlines and three-
dimensional surfaces acquisition

Calibrated 2D images were taken using a binocular mi-
croscope (Leica MZ6) equipped with a 1.6x magnifica-
tion and a SONY XCD-UI00CR Camera. These images
were captured under reflected light to reveal clear details
of the otoliths. To ensure consistency in our otolith im-
ages, an R algorithm was developed to involve several es-
sential steps. We carefully aligned all otoliths to ensure a
consistent orientation. This step minimized any variations
due to rotation or positioning. The grayscale otolith images
were modified into binary representations, effectively cre-
ating black-and-white images. Binarization step simplified
the shape representation and facilitated subsequent analy-
ses. From the binarized images, we extracted the outlines
that precisely represented the otolith shape. These outlines
were used in the subsequent shape analysis. Otolith 3D im-
ages were acquired using an X-ray microtomograph. The
process involved capturing two-dimensional X-ray images
of the object at varied angles (covering a full rotation from
0° to 180°). These X-ray images revealed density dispar-
ities between the object and the surrounding air. We used
the uCT Skyscan 1174 (Bruker). X-ray microtomograph



parameters included 800 pA intensity, 50 kV tube volt-
age (Tension) and 29.2 um voxel size. After acquiring the
X-ray images, the reconstruction of 3D images was per-
formed using Nrecon software (Bruker). This process con-
verted the X-ray images into a stack of virtual slices while
preserving their spatial relationships. 3D Slicer facilitated
segmentation, allowing us to extract the otolith isosurfaces
as 3D meshes.

2.3 Two-dimensional and three-dimensional
extraction of shape information

To ensure consistency, we selected a fixed number of points
along each otolith contour, maintaining equal distances be-
tween these points (n=200). This approach mitigated po-
tential bias arising from different point densities across
contours. Each otolith contour was mathematically de-
scribed by parametric functions () and y(6) [14], which
traced through all points starting from the otolith’s rostrum.
Elliptical Fourier Descriptors (EFD) were used. We ex-
tracted the first 99 elliptical Fourier harmonics (H) for each
otolith. These harmonics were normalized to the first har-
monic and made invariant to otolith size, rotation, and the
starting point of contour description. To determine the opti-
mal number of harmonics needed to reconstruct the otolith
outline with a precision of 99%, the cumulated Fourier
Power was used [27]. Across all otoliths, we employed
a maximum of 33 harmonics (max(nk)) to reconstruct in-
dividual otolith contours and perform subsequent 2D anal-
yses. The 3D otolith meshes were standardized to 10,000
triangles with 5,002 vertices per otolith. After this prelimi-
nary step, the mean shape for all individuals was rebuilt,
and all individual images were aligned from this mean
shape. Fourier coefficients were extracted automatically
using the SPHARM analysis [4, 27] implemented in R via
a custom-coded Matlab function [1]. The meshes were
characterized by 35 harmonics (or degree) and 4 icosahe-
dral subdivisions. The surface of each mesh was math-
ematically described using three parameterized variables:
x(0,9), y(0,), and z(0, ¢) [28]. Spherical Fourier De-
scriptors (SFD) were used.

2.4 Shape-based classification

Firstly, Principal Components Analysis (PCA) was applied
to the EFD and SFD matrix from 2D and 3D images of
otolith. Only a limited number of PCs were used, with 25,
50, 75 and 100 percent of explained variance (figure 3).
By reducing dimensionality, only the significant principal
components (PCs) were retained.

Unsupervised classifiers. Unsupervised classification
methods aim to uncover hidden structures in unlabeled
data. In this study, the groups were identified based on their
shapes using k prior class information identical with both
environmental clusters, other stock proposals and GSAs.
So each method requiring the number of clusters is tested
for k=[2,3,7,16].

Agglomerative Hierarchical clustering (Ward.d2) [36] was
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Figure 3: Number of PCs according to the percentage of
explained variance for 2D and 3D shape analysis

used to construct a cluster tree by successively merging
groups. At the beginning, each data point starts as a sin-
gleton cluster, then they are merged iteratively to obtain
a unique cluster. This method allows the exploration of
different levels of granularity in clustering, and provides a
hierarchical representation of the data, enabling the identi-
fication of clusters at multiple scales.

K-means [17] was used to partition the data into k clusters
by minimizing intra-cluster variance. This method itera-
tively assigns each data point to the nearest cluster cen-
troid and updates the centroids based on the mean of the
data points assigned to each cluster. It is simple, fast, and
effective for grouping similar shapes, and works well when
clusters are well-separated and roughly spherical.
DBSCAN [11] was used to identify areas of high density
and form clusters around them. This method defines clus-
ters as areas of high density separated by areas of low den-
sity. An epsilon between 0.025 and 1 was used and the
number of minimum points required was 2. This method
is robust to non-spherical shapes and can handle noise ef-
fectively. It does not require the user to specify the number
of clusters in advance and can identify clusters of arbitrary
shapes and sizes.

Spectral K-medoid Clustering (Spectral-PAM) [23] was
used, also with a recursive version. This method uses the
eigenvalues of the Laplacian matrix to cluster the data.
It projects the data into a lower-dimensional space using
eigenvectors corresponding to the smallest eigenvalues of
the Laplacian matrix and then applies K-medoid clustering
in the projected space. Spectral Clustering is effective in
capturing complex and non-linear structures. It can iden-
tify clusters that may not be well-separated or spherical in
shape and is particularly useful for data with intricate ge-
ometric structures. The first third levels were applied for
the spectral recursive version. For each combination of
data dimensions, number of PCAs and clustering method,
the Adjusted Rand index (ARi) was applied to evaluate the
similarity between predicted and other information on the
stock structure (GSAs, other stock proposals and environ-
ment clusters).

Supervised classifiers. Supervised classification meth-
ods use prior learning information to predict classes. In



this case study, information on the stock structure from
the expert group (GSAs, other stock proposals) was ap-
plied to train the different models. The dataset was split
in two equal groups with 50% per GSA of dataset to train
the model, and the other 50% to test the model.

Linear Discriminant Analysis (LDA) [12] was used to find
a linear combination of features that gave the best bound-
ary to discriminate the classes by maximizing the between-
class variance and minimizing the within-class variance.
LDA is particularly useful when the classes are linearly
separable and assumes that the data are normally dis-
tributed within each class. It provides a simple and inter-
pretable solution for classification tasks.

K-Nearest Neighbors (KNN) [47] (with K=[1,3,5,10]) was
used to assign a class to a data point based on the major-
ity vote of its k nearest neighbors in the feature space. It
calculates the distance between data points to determine
similarity. This method is a non-parametric, lazy learning
algorithm that does not make any assumptions about the
underlying data distribution. It is particularly effective for
data with complex decision boundaries and can handle both
numerical and categorical data.

Random Forest [5] (number of trees=[10, 50, 100, 200]
and split=1) was used to build multiple decision trees
during training and combine their predictions through
a majority vote to classify. It is an ensemble learning
method that is robust to overfitting and noise in the data.
It can handle high-dimensional data and interactions
between features, making it suitable for a wide range of
classification tasks.

Support ~ Vector Machine (SVM) [49] (ker-
nel=[linear,radial,sigmoid]) was used to find the optimal
hyperplane that separates classes in the feature space. For
linear SVM, it seeks a linear decision boundary, while for
Radial Basis Function (RBF), it uses a non-linear decision
boundary. RBF SVM can capture complex relationships
between features. SVM with different kernel functions,
including linear, radial, and sigmoid, was used allowing
flexibility in modeling various types of distributions. SVM
is effective in high-dimensional spaces and is suitable
for both linear and non-linear classification tasks. For
each shape data (2D and 3D), principal component count,
and chosen supervised classifier technique, we computed
accuracy metrics to assess the correspondence between
predicted outcomes and various information on the stock
structure (such as GSAs, other stock proposals).

3 Results

Unsupervised classifier. From unsupervised classifica-
tions, the results were quite similar whether using otolith
shape with 2D or 3D images (figure 4). None of the two
dimensions (i.e. 2D and 3D descriptors) stands out sig-
nificantly. However, the stock structure seems to be op-
timised with 2 clusters. In fact, the Adjusted Rand in-
dex (ARi) value is higher than other divisions whatever the
prior information group (i.e. environment clustering or ex-

pert groups or GSAs), as shown in figure 4. When using
2D shape analysis, the DBSCAN method appears to have
the highest ARi, followed by K-means. In 3D, however,
the results are quite similar for most classifiers (figure 4).
Depending on the labels used, sometimes DBSCAN stands
out slightly. Despite the higher ARi values obtained with
DBSCAN, however, a considerable set of the data is un-
classified. In most cases, approximately half of the data
was classified as noise, with 176+137 and 210+83 of noise,
respectively, in 2D and 3D analysis. DBSCAN was, there-
fore, no longer used for the remainder of the analysis of the
results. Furthermore, to streamline the presentation of re-
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Figure 4: Adjusted Rand index mean and range between
prior knowledge and clusters per shape descriptor (2D or
3D) and per clustering method

sults, the ARi values were compared to clusters with only
2 stocks, as they exhibited the highest average ARi values,
namely 0.36+0.26 and 0.43%0.17, respectively, for 2D and
3D. With all the clustering methods used, increasing the
parameter k resulted in higher ARi values (i.e. with the



highest ARi values, which were observed with the highest
k values; figure 5). However, the number of PCs did not
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Figure 5: Adjusted Rand index compared by prior 2-stocks
division (* represent the highest ARi on the cluster, **
shows the highest ARi among all clustering methods) ac-
cording to the total explained variance per shape descriptor
(2D or 3D) and per clustering method

significantly affect the results, except for the spectral recur-
sive method. The higher the variance with this method, the
lower the ARi value (figure 5). To achieve pair matching as
close as possible to the prior 2-stocks division (ARi=0.67),
the use of 3D otolith shape seemed to be optimal, espe-
cially with hierarchical clustering (figure 5). As a sec-
ondary option (ARi=0.66), for better classification of the
2D otolith shape, the K-means method was the most rele-
vant. However, even when using the highest ARi value, the
predicted clusters did not align with the prior 2-stocks di-
vision (figure 6). There was considerable confusion in the
predicted clusters across different longitudinal values (as
illustrated in figure 6 and other methods and parameters
used).

Supervised classifier. Of all the models, KNN with k=1
and all Random Forest (RF) with all ntrees tested per-
formed the best learning rate, achieving an accuracy supe-
rior to 99%. In contrast, the other methods exhibited an av-
erage accuracy of only 60% (as 3NN). Similarly, among the
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Figure 6: Distribution of individual fish according to the
longitude for HC label obtained with K=16-cut. The red
line represents the stock boundary. The 2-stocks division
are represented by the color (black/cyan).

supervised methods, those employing labels with 2 stocks
were the most effective, mirroring the performance seen in
the unsupervised methods (figure 7). In the testing set, ac-
curacies of 53+5% and 57+5% were achieved in 2D and
3D, respectively. Notably, the Random Forest (RF) classi-
fication method demonstrated distinct characteristics com-
pared to the other methods (figure 7). Furthermore, 3D
descriptors showed substantial, positive differences com-
pared to the 2D descriptors (i.e. with about 10% gap of suc-
cessful recognition for RF). This tendency seems to be con-
firmed for the other methods. When delineating into two
stocks, 3D shape analysis consistently demonstrated the
highest accuracy irrespective of the classification method
employed, except KNN with k=5 and k=10 (figure 8). For
several methods, including Random Forest, LDA and all
SVMs, increasing the explained variance of the data used
resulted in improved model efficiency. Notably, Random
Forest with ntree=50 using 3D otolith shape was the most
accurate method for delineating stocks into 2 (figure 8).
However, even with this improved method, visualizing the
stock boundary remains relatively challenging. A signifi-
cant amount of confusion was still observed when examin-
ing the predicted labels (figure 9).

4 Discussions

This study aimed to evaluate the effectiveness of shape
analysis dimensions (2D and 3D) and several types of clas-
sification for delimiting red mullet stocks in the Mediter-
ranean Sea. With objective (1), the 3D shape analysis of the
otoliths yielded results that were relatively similar to those
obtained from the 2D analysis during unsupervised classifi-
cation. However, the 3D analysis consistently exhibited the
highest ARi values. Additionally, across all the supervised
classification methods tested, the 3D analysis consistently
demonstrated superior accuracy compared to the 2D analy-
sis. Therefore, whether employing supervised or unsuper-
vised classifications, 3D analysis of otolith shape emerges
as more relevant and efficient than 2D for stock delimi-
tation. Regarding objective (2), in unsupervised classifi-
cations, DBSCAN exhibited the highest ARi, but it gen-
erated significant noise, undermining the reliability of the
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Figure 7: Mean accuracy according to explained variance
percent for the training (A) and the testing (B) datasets by
shape descriptor (2D or 3D), label comparison, and cluster
methods

classification outcomes. This underscores the necessity for
robust unsupervised clustering algorithms capable of ef-
fectively handling noisy data. Alternatively, hierarchical,
K-means, and spectral K-medoids classifications appeared
relatively similar, particularly in 3D. Unsupervised clas-
sification merely indicated the number of stock divisions
present in our samples without revealing their spatial dis-
tribution. Despite achieving the highest ARi in tests, lo-
cating the spatial division of the 2 stocks was challenging
due to considerable confusion among the classifiers. This
confusion persisted in supervised classifications; however,
they also confirmed the division of stocks into 2. Among
the classification methods, Random Forest stood out as the
most accurate, particularly when utilising 3D shapes. How-
ever, the problem of stock classifications has proved com-
plex, as evidenced by the confusion encountered in iden-
tifying the stock boundaries. One hypothesis to consider
is that spatial sampling may not have been optimal, which
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Figure 8: Accuracy of the testing set compared by label
with 2 stocks (* represents the highest accuracy on a clas-
sification, ** shows the highest accuracy among all meth-
ods)
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Figure 9: Longitudinal distribution of individual fish ac-
cording to Random forest with ntrees=50; the red line rep-
resents the stock boundary. The 2-stocks division are rep-
resented by color (black/cyan).

could explain some of the difficulties encountered in stock
delineation. It is interesting to note that in supervised clas-
sifications, KNN with k=1 showed a higher learning rate
than with other k (i.e. 3,5,10), suggesting that the model
was more sensitive to noise and less robust against atypical
samples. Samples closer together may be more effective
for classification.

To improve this study, several perspectives could be ex-
plored. It is possible that the number of samples used in the
study was not sufficient to obtain precise and representative
results of the fish population studied. In fact, Random For-
est showed overfitting when ntree covered more than 33%
of the number of samples. A larger sample size might have
led to better coverage of otolith shape variability, resulting
in more reliable and generalisable results. Additionally, the
distribution of samples by GSAs may have a significant in-
fluence on the study’s outcomes. Uneven sample distribu-
tion among different GSAs could introduce bias into the
analysis, as environmental conditions and fish population
characteristics may vary from one GSAs to another. There-
fore, a balanced distribution of samples by GSAs would be
advisable to obtain representative and generalisable results.



Although PCA is commonly used to reduce the dimension-
ality of data and explore its structure. PCA may struggle to
capture nonlinear and complex relationships between vari-
ables, leading to significant information loss. In contrast,
newer methods like UMAP (Uniform Manifold Approxi-
mation and Projection) are designed to capture nonlinear
structures and may therefore be a more suitable alternative
for exploring otolith shape data [32].

The use of Fourier harmonics for otolith shape analysis has
been a commonly employed approach in scientific litera-
ture due to its ability to decompose shapes into a series of
sinusoidal components. This method has yielded signifi-
cant results in characterizing otoliths and has contributed
to our understanding of their shape and structure. How-
ever, it is important to recognize that Fourier analysis may
have limitations in capturing all subtle variations in otolith
shape [22]. Indeed, it is more suited for representing regu-
lar or periodic shapes. For non-periodic or complex shapes,
other shape analysis methods may be necessary. Therefore,
to further explore the diversity of otolith shapes and im-
prove classification accuracy, it would be beneficial to con-
sider combining Fourier harmonics with other complemen-
tary shape descriptors. For example, wavelets or landmark-
based descriptors could offer alternative approaches for
characterizing complex shapes. Many fishes must migrate
for feeding and reproduction. These migrations can re-
sult in potential stock overlap [20, 21]. This characteris-
tic makes delineating red mullet stocks particularly chal-
lenging, as individuals can move over long distances and
interact with different populations. There is a need to de-
velop robust stock delineation methods tailored to this case.
This could involve using spatially explicit models and ad-
vanced data analysis techniques to account for the dynam-
ics of movement and interactions among red mullet popula-
tions. By integrating these considerations into the analysis
of red mullet otoliths, it would be possible to enhance the
accuracy and reliability of stock delineation methods for
this species. However, testing other fish species with dif-
ferent life characteristics (habitats, morphology, diet) could
be interesting to test their effect on stock delimitation or on
otolith shape.

A promising approach to improve stock delineation would
be to conduct multi-tracer analysis, combining data on
otolith shape, otolith microchemistry, and fish genetics.
Another study has already tested the combination of 2D
otolith shape with microchemistry, which showed more ef-
fective results compared to shape analysis alone [20]. This
integrated approach would gather complementary informa-
tion on stock structure and provide a more holistic view of
fish population variability. Otolith shape data would offer
insights into the morphology of otolith structures, allow-
ing for the identification of distinctive features among fish
populations. Otolith microchemistry data would provide
information about the environment in which the fish lived.
This information could be used to reconstruct fish move-
ments and life history. Otolith genetic data would enable

the identification of genetic differences among fish popula-
tions, providing information on their genetic diversity and
genetic structure. This approach would delineate stocks
based on their genetic composition and identify popula-
tions with high levels of relatedness or genetic differen-
tiation. By combining these different data sources, multi-
tracer analysis could compensate for the individual limita-
tions of each method and provide a more comprehensive
and accurate picture of stock structure. This integrated
approach could assist fishery managers in making more
informed decisions regarding conservation and fish stock
management, taking into account their genetic diversity,
life history, and environment. However, chemical and ge-
netic approaches are time-consuming and expensive. 2D
and 3D approaches are easier for data collection and much
less costly, but require tools adapted to the small amount of
data and their unbalanced distribution.
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