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THE GRADED GROUP ACTION FRAMEWORK FOR SUB-RIEMANNIAN
ORBIT MODELS IN SHAPE SPACES

THOMAS PIERRON AND ALAIN TROUVÉ

Abstract. In the standard orbit model on shape analysis, a group of diffeomorphism on
the ambient space equipped with a right invariant sub-riemannian metric acts on a space of
shapes and induces a sub-riemannian structure on various spaces. An important example is
given by the Large Deformation Diffeomorphic Metric Mapping (LDDMM) theory that has
been developed initially in the context of medical imaging and image registration. However, the
standard theory does not cover many interesting settings emerging in applications. We provide
here an extended setting, the graded group action (GGA) framework, specifying regularity
conditions to get most of the well known results on the orbit model for general groups and shape
spaces equipped with a smooth structure of Banach manifold with application to multi-scale
shape spaces. A specific study of the Euler-Poincaré equations inside the GCA framework leads
to a uniqueness result for the momentum map trajectory lifted from shape spaces with different
complexities deciphering possible benefits of over-parametrization in shooting algorithms.

Contents

1. Introduction 3
2. Graded group structures 3
2.1. Admissible graded group structure 3
2.2. Adjoint representation 5
2.3. Absolutely continuous curves and differentiable structure 5
2.4. The example of half-Lie groups 9
3. Sub-Riemannian geometry on Banach manifolds induced by right-invariant metrics 9
3.1. Definition of the shape space 9
3.2. Horizontal curves and distance 10
3.3. Sub-Riemannian geodesics and critical points of the energy 14
3.4. Hamiltonian flow and normal geodesics 15
3.5. Inexact matching 16
4. Intermezzo: Multiscale shape space 17
4.1. Basic framework 17
4.2. Adding the action of a finite dimensional Lie group 19
5. Euler-Poincaré equations 22
5.1. Induced metrics on Banach manifold 23
5.2. Proofs of proposition 5.1, theorem 5.2 and corollary 5.4 25
6. Extended diffeomorphisms groups and regularity of the coadjoint map 29

ENS Paris-Saclay, Centre Borelli (thomas.pierron@ens-paris-saclay.fr)
ENS Paris-Saclay, Centre Borelli (alain.trouve@ens-paris-saclay.fr)

1



2 GGA MODEL

6.1. Some extensions of groups of diffeomorphisms 29
6.2. Regularity of the momentum 31
6.3. An application to transport on atlases 33
7. Conclusion 34
Appendix A. Manifold structure on the set of absolutely continuous curves 35
References 38



GGA MODEL 3

1. Introduction

During the last decade, we have witnessed a wide development of the theory of shapes spaces
driven by internal mathematical sources coming from its numerous links with other mathemati-
cal branches as infinite dimensional riemannian geometry, diffeomorphism groups, PDE, optimal
control and statistics, among other. However, as illustrated by the application of shape spaces
to computational anatomy, the emergence of new datasets and problems, new pratical and com-
putational needs, are also constantly pushing the bounds of existing mathematical shape spaces
frameworks to address new situations. Today, emerging imaging technologies are opening new
avenues toward a multi-scale and multi-modal view of biological tissues from the milimeter-scale
of the MRI images to sub-micrometer scale of genes expression in spatial transcriptomics [19].
In particular, an appealing route would be to consider simultaneous actions of a coarse-to-fine
stacks of transformations acting on a shape shape describing a tissue at different resolutions
with interaction across scales. This introduce a substantial change in the classical framework
as developped in [3] which focused on the action of single group of diffeomorphism on a shape
space. It opens up possibilities for the action of more general infinite dimensional group as free
products of diffeomorphism groups, as a foundational example.

In this paper, we are developping (Section 2 and 3) the graded group action (GGA) framework,
an extended perpective on shape spaces defined by the regular action of general groups. This
encompasses the usual action of a group of diffeomorphisms of the ambiant space but allows
to address with minimal efforts new situations outside this central case. It also leverage many
core aspects of a “good” shape space theory, such as the proper definition of (sub)-riemannian
structures and distances coming from right invariant metric on the group, Hamiltonian formula-
tions, and well-defined shooting equations for computing minimizing geodesics. An illustrative
example showing how recently introduced multi-scale shape spaces can be studied in the GGA
framework is developed in Section 4. We then address regularity conditions for local existence
and uniqueness of a C1 solution of the hamiltonian flow and show that the lifted trajectories in
the group satisfy a family of locally lipschitz ODEs on the group indexed by the initial value of
the momentum map in line with the Euler-Poincaré equations for right invariant metrics (Section
5). Interestingly, this establishes a correspondence principle according to there initial momenta
between hamiltonian evolutions on different shapes spaces associated to a common graded group
structure, highlighting the potential benefits of over-parametrization in algorithms in constrast
to the traditional reduction pespective (Section 6).

2. Graded group structures

2.1. Admissible graded group structure. We consider a family G = {Gk, k ≥ 1} of groups
with Banach differential structure. We denote inv : h 7→ h−1 the inverse mapping, and for
g ∈ Gk, Lg : h ∈ Gk 7→ gh ∈ Gk and Rg : h ∈ Gk 7→ hg ∈ Gk the left and right multiplications
on Gk. In this paper, we will assume that G is an admissible graded group structure in the
following sense.
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Definition 2.1 (Admissible graded group structure). We say that G is an admissible graded
group structure if the following conditions are satisfied :

(G.1): Gk+1 is a subgroup of Gk with smooth inclusion.
(G.2): For l ≥ 0, the inverse mapping on the restriction inv : Gk+l → Gk is Cl.
(G.3): For l ≥ 0, the induced multiplication

Gk+l ×Gk −→ Gk

(g′, g) 7−→ g′g

is Cl and C∞ in the first variable g′ for g fixed.
(G.4): For l ≥ 0, the induced left infinitesimal action

TeG
k+l ×Gk −→ TGk

(u, g) 7−→ u · g = ∂g′(g
′g)|g′=e(u) = TeRg(u) ∈ TgGk

is a Cl mapping, and C∞ with regards to the first variable.
(G.5): The induced right infinitesimal action

Gk+1 × TeGk −→ TGk

(g, u) 7−→ TeLg(u)

is C1

Remark 2.2. This definition is similar to the concept of ILB-Lie groups of Omori [22], exept
the definition of Omori imposes that Gk+1 is a dense subgroup of Gk [22, Thm 3.7]. Moreover,
in the context of Large deformations, we are not interested here in the properties of the limit⋂
kG

k, and we will define metrics directly on Gk.

We have the following immediate consequences of properties (G.3) and (G.5) :

Proposition 2.3. For any k ≥ 1, Gk is a topological group. Morever, we have

(1) Rg : G
k → Gk is C∞ for any g ∈ Gk

(2) Lg : G
k → Gk is Cl for any g ∈ Gk+l

(3) The left multiplication g ∈ Gk+1 7→ TeLg ∈ L(TeGk, TgGk) is locally-lipschitz, in the
sense it is locally-lipschitz in any chart.

Proof. The two first points are immediate with (G.3). Let us prove the last point. Suppose Bk

(resp. Bk+1) is a Banach space that models the group Gk (resp. Gk+1). Let π : TGk → Gk+1

denote the pullback of the vector bundle TGk → Gk by the inclusion i : Gk+1 ↪→ Gk. Let
U ⊂ Gk+1 be a local chart of Gk+1 and x ∈ U → T̂eLx ∈ L(TeGk,Bk) be a local representation
of g 7→ TeLg in local charts of the vector bundle π : TGk → Gk+1. By (G.5) (x, u) ∈ U×TeGk 7→
T̂eLx(u) = T̂eL(x, u) is C1. Therefore, for x ∈ U , there exists K, δ > 0 and U0 open convex
neighborhood of x in Bk+1, such that for any y ∈ U0 and u ∈ BBk(0, δ), we have

|∂1(T̂eL)(x, u)− ∂1(T̂eL)(y, u)|L(Bk+1,Bk) < K
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Therefore we get, for y, y′ ∈ U0 and u ∈ BBk(0, δ)

|T̂eL(y, u)− T̂eL(y′, u)|Bk ≤
∫ 1

0

∣∣∣∂1(T̂eL) ((1− t)y + ty′, u) (y′ − y)
∣∣∣
Bk
dt

≤
∫ 1

0

∣∣∣∣∂1(T̂eL)((1− t)y + ty′,
uδ

|u|

)
(y′ − y)

∣∣∣∣
Bk

|u|
δ
dt

≤
∫ 1

0

K|y′ − y|Bk+1

|u|
δ
dt = K|y′ − y|Bk+1

|u|
δ

Thus we finally get

|T̂eL(y, u)− T̂eL(y′, u)|L(TeGk,Bk) <
K

δ
|y′ − y|Bk+1

and g 7→ TeLg is locally lipschitz. □

2.2. Adjoint representation. The groups Gk are not in general Lie groups, but we can define
an equivalent for the adjoint representations.. Let g ∈ Gk+1 and let

intg :
∣∣∣∣ Gk −→ Gk

h 7−→ ghg−1

be the conjugation by g

Definition 2.4. For all g ∈ Gk+1, the automorphism intg is C1. We define its derivative :

Adg :

∣∣∣∣ TeGk −→ TeG
k

v 7−→ Adg(v) = Te intg(v)
(1)

Proof. Let g ∈ Gk+1. We have for h ∈ Gk, intg(h) = Rg−1 ◦ Lg(h), and by hypothesis, Lg is C1

on Gk and Rg−1 is also C1 on Gk. □

2.3. Absolutely continuous curves and differentiable structure. Now we prove some
regularity result on the groups, i.e. we prove there exist a unique global flow associated to a
right-invariant vector field with some conditions. We start by giving the definition of absolutely
continuous curves with Lp derivative in the groups (or more generally in Banach manifolds)
following the work from Glöckner [12].
Let Bk a Banach space that models the group Gk. Let p ∈ [1,+∞] and a < b ∈ R. We define
the vector space ACLp([a, b],Bk) of continuous curves η : [a, b] → Bk such that there exists
γ ∈ Lp([a, b],Bk) verifying for any t ∈ [a, b]

η(t) = η(a) +

∫ t

a

γ(t)dt (2)

This is equivalent to saying that η is almost everywhere differentiable with η′ ∈ Lp([a, b],Bk).
We introduce on the space ACLp([a, b],Bk) the norm | · |ACLp given by :

|η|ACLp = |η(a)|Bk + |η′|Lp

Then
(
ACLp([a, b],Bk), | · |ACLp

)
is a Banach space and we have the continuous inclusion :

ACLp([a, b],Bk) ↪→ C([a, b],Bk)× Lp([a, b],Bk)
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Now let I ⊂ R an interval. We define as ACLp(I,Gk) as the set of curves η : I → Gk, such that
for any local charts (U,φ) and any a < b such that η([a, b]) ⊂ U , the curve

φ ◦ η : [a, b]→ Bk

is in ACLp([a, b],Bk).
We turn now to the definition of a smooth manifold structure on the space of absolutely contin-
uous curves on the full group Gk. Glöckner [12] proved that if G is a Banach Lie group, then
ACLp(I,G) is also a Banach Lie group. More generally in [24], the author proved that if M is a
Banach manifold equipped with some strong riemannian metric, then ACLp(I,M) also remains
a Banach manifold. Following an older work by Krikorian [16], that was continued in [13] for
regulated curves, it is however possible to put a differentiable structure on such a space, without
any other hypotheses on the manifold M (see appendix A for a self-contained exposition of the
Banach manifold structure). Based on this later construction we get the following result.

Proposition 2.5. Assume I = [a, b] with a < b ∈ R.

(1) The space ACLp(I,Gk) is a Banach manifold.
(2) For t ∈ I, the evaluation

evt :

{
ACLp(I,Gk) −→ Gk

η 7−→ η(t)

is smooth.
(3) The vector bundle ACLp(I, TGk) → ACLp(I,Gk) can be taken as the tangent bundle.

For g ∈ ACLp(I,Gk), we therefore have

TgACLp(I,Gk) = ACLp(I ← g∗TGk)

where ACLp(I ← g∗TGk) = {γ ∈ ACLp(I, TGk), γ(t) ∈ Tg(t)Gk, ∀t ∈ I}

Proof. The proof follows with some adaptations the arguments of the proof of theorem (3C) and
the results of (§4) of [16]. A detailed proof is given in appendix A where (1) comes from Prop
A.1, (2) comes from Prop A.2 and (3) from Proposition A.3. □

The rest of this section is devoted to the study of absolutely continuous curves in Gk. We start
by showing the existence of an absolutly continuous lift in Gk for any integrable curve in the
tangent space TeGk+1.

Proposition 2.6 (Evolution equation inGk). Let I ⊂ R an interval, t0 ∈ I, and u ∈ Lp(I, TeGk+1).
Then the ordinary differentiable equation :{

ġt = ut · gt = TeRgt(ut)
gt0 = e

(3)

has one unique global (i.e. defined on I) solution g ∈ ACLp(I,Gk).
Furthermore, if u ∈ Lp(I, TeGk+n) for n ≥ 1, then for all t ∈ I, the left translation Lgt : Gk → Gk

is Cn.

Proof. The first step is to prove local existence of solutions, using classic Picard-Lindelof theorem.
Let (U,φ) be a local chart around e in Gk with φ : U → Bk where Bk is the modelling Banach
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space for Gk. We denote V = φ(U) ⊂ Bk and dgφ
.
= pr2 ◦ Tgφ for any g ∈ U where pr2 :

V ×Bk → Bk the canonical projection on the second argument. We consider f : V ×Bk+1 → Bk

such that
f(y, v) = dgφ(u · g) with (u, g) = ((deφ)

−1(v), φ−1(y)) .

From (G.4), f is C1. Since (y, v) 7→ ∂yf(y, v) is continuous on V × Bk+1 and linear in v, we
can assume (up to the restriction of V to a smaller open set) that there exists K > 0 such that
∥∂yf(y, v)∥L(Bk,Bk) ≤ K|v|Bk+1 for any (y, v) ∈ V ×Bk+1. Hence the mapping F : I×φ(U) −→ Bk

defined by F (t, y) = f(y, vt) where vt = deφ(ut) is such that

|F (t, y)− F (t, y′)|Bk ≤ K|vt|Bk+1 |y − y′|Bk

so that F (t) .
= F (t, .) ∈ Lip(V,Bk) and, since t 7→ vt is Lp(I,Bk+1) for u ∈ Lp(I, TeGk+1), t 7→

F (t) ∈ L1
loc(I,Lip(V,Bk)). Therefore by [28, Theorem C.6], for any t0 ∈ I, the equation (3) that

is locally equivalent to ẏt = F (t, yt) has one unique local solution in Gk defined on It0 ⊂ I. In the
case where u ∈ Lp(I, TeGk+n) for some n ≥ 1, we even have that t 7→ F (t) ∈ L1

loc(I, C
n
b (V,Bk)).

Therefore, by [28, Theorem C.15 and C.18] for t ∈ It0 , the mapping yt : x ∈ V 7→ yt(x) ∈ Bk is
Cn, where yt(x) is solution of the equation ẏt = F (t, yt) with initial point yt0 = x. By uniqueness
of the solution, this corresponds in Gk to a Cn mapping g ∈ U 7→ gtg = Lgt(g) ∈ Gk so that
Lgt is locally Cn on U . Since Rh(U) = Uh = R−1

h−1(U) is an open neighborhood of h ∈ Gk and
since for y ∈ Rh(U), Lgt(y) = Rh ◦Lgt ◦Rh−1(y) where Rh and Rh−1 are smooth mappings (see
(G.3)), we get that Lgt is Cn on Gk for all t ∈ It0 .
Now, following the proof from [15, 12], we prove that the solution is globally defined on I. It is
enough to consider the case where I = [a, b] is compact. We get from the local existence result
that there exists a = a1 < a2 < . . . < an = b such that I = [a1, an] and for any 1 ≤ i < n a
solution gi ∈ ACLp([ai, ai+1], G

k) of {
ġi(t) = u(t) · gi(t)
gi(ai) = e .

We can now define a global solution g(t) = gi(t)gi−1(ai) . . . g1(a2) = Rgi−1(ai)...g1(a2)(gi(t)) for
ai ≤ t ≤ ai+1 which is in ACLp(I,Gk) as Rgi−1(ai)...g1(a2) is smooth and each gi is ACLp . □

From the previous proposition, we can define the evolution map for any time dependent vector
field u ∈ Lp(I, TeGk+1).

Definition 2.7 (Evolution map). We denote EvolGk : Lp(I, TeG
k+1) → ACLp(I,Gk) the ap-

plication associating to any time-dependent vector field u ∈ Lp(I, TeG
k+1), the solution g ∈

ACLp(I,Gk) of the ODE (3).

We can prove that the evolution map has some regularity, depending on the space where u lives :

Proposition 2.8. Suppose I is a compact interval.

(1) The restriction EvolGk : Lp(I, TeG
k+1+l)→ ACLp(I,Gk) with p ≥ 1 is Cl.

(2) For u, δu ∈ Lp(I, TeGk+1+l), its derivative δg = Tu EvolGk(δu) ∈ ACLp(I ← g∗TGk) is
the unique solution of the linear Cauchy problem :

δġ(t) = ∂g(u(t) · g)|g=g(t)δg(t) + ∂u(u · g(t))|u=u(t)δu(t), δg(0) = 0 (4)
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where g(t) = EvolGk(u)(t).

Proof. We assume I = [0, 1] and we prove the result locally. Let u0 ∈ Lp(I, TeG
k+l+1), g0 =

EvolGk(u0) and consider a chart (U = ACLp(a;U),Φ) around g0 as introduced in appendix A.1
where a = (ai)1≤i≤n, U = (Ui)1≤i≤n and ϕ = (φi)1≤i≤n are such that 0 = a0 < a1 < . . . < an =

1, and (U1, φ1), . . . , (Un, φn) is a collection of charts on Gk. In the sequel we denote Ii = [ai−1, ai]

and Vi = φi(Ui) for 1 ≤ i ≤ n.
Working in local coordinates, consider for 1 ≤ i ≤ n the mapping Vi × TeGk+l+1 → Bk defined
by (yi, u) 7→ u · yi .= dgφi(u · g) = de(φi ◦Rg)(u) with g = φ−1

i (yi). From (G.4) we get that this
mapping is Cl+1 and therefore induced a mapping ACLp(Ii, Vi)×Lp(Ii, TeGk+l+1)→ Lp(Ii,Bk)
defined by (yi, u) 7→ u · yi .

= (t 7→ u(t) · yt(t)) which is Cl [12, prop 2.3] so that we get
eventually a Cl mapping (

∏n
i=1ACLp(Ii, Vi)) × Lp(I, TeGk+l+1) →

∏n
i=1 L

p(Ii,Bk) defined by
(y, u) 7→ u · y .

= (u.yi)1≤i≤n for y = (yi)1≤i≤n.

We consider now the Cl mapping

C :

{ ∏n
i=1ACLp(Ii, Vi)× Lp(I, TeGk+1+l) → Bk ×

∏n
i=1 L

p(Ii,Bk)× (Bk)(n−1)

(y, u) 7→
(
y1(0), ẏ − u · y, σ(y)

)
where σ(y) = (φi+1 ◦ (φi)−1 ◦ yi(ai) − yi+1(ai))1≤i<n is the smooth mapping introduced in
appendix A.1 checking for the continuity conditions at the boundaries of the segments Ii so that
if yev(u) = Φ(EvolGk(u)) for u ∈ Lp(I, TeGk+1+l), then yev(u) verifies :

C(yev(u), u) = (eGk , 0, 0)

However,

∂yC (y, u) δy =
(
δy1(0), δẏ − ∂y(u · y)δy, dyσ(δy)

)
and for any (δq0, δw, δσ) ∈ Bk ×

∏n
i=1 L

p(Ii,Bk)× (Bk)(n−1), the equation

∂yC(y, u)δy = (δq0, δw, δσ)

is a linear Cauchy problem on each segment Ii with boundary conditions induced by δq0 and
δσ at time (ai)0≤i≤n that admits a unique global solution δy ∈

∏n
i=1ACLp(Ii, Vi). Thus

∂yC(y, u) :
∏n
i=1ACLp(Ii, Vi) → Bk ×

∏n
i=1 L

p(Ii,Bk) × (Bk)(n−1) is a Banach isomorphism
and by implicit function theorem, there exists an open neighborhood W0 ⊂ Lp(I, TeG

k+1+l) of
u0 such that yev and EvolGk :W0 → ACLp(a;U) are Cl.

Moreover, δy = Tuyev(δu) is solution of ∂yC(y, u)δy+∂uC(y, u)δu = i.e. δy1(0) = 0, dyσ(δy) = 0

and

δẏ = ∂u(u · y)δu+ ∂y(u · y)δy = 0

which is again a linear Cauchy problem on each segment Ii with boundary conditions induced
by δy1(0) = 0 and δσ = 0 at t = ai for 0 ≤ i < n and admitting a unique global. Thus, for
g = EvolGk(u), we get that δg is solution of (4). □
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2.4. The example of half-Lie groups. The category of Banach half-Lie groups gives us many
examples of families of groups satisfying the (G.1-5) conditions. Riemannian geometries on such
spaces were recently studied by Bauer, Harms and Michor in [6] :

Definition 2.9. A Banach half-Lie group is a topological group with smooth Banach manifold
structure, such that the left multiplication g 7→ gg′ is smooth.

For the following, we will consider the half-Lie groups to carry a right-invariant local addition as
defined in [6, Definition 3.2], which will allow all regularity properties.
Given G a Banach half-Lie group, we wish to define a family (Gk) satisfying conditions (G.1-5).
For k ∈ N, we define as Gk the set of g ∈ Gk such that Lg : G → G and Lg−1 : G → G are Ck.
We then have the following proposition

Proposition 2.10. The family of groups {Gk, k ∈ N∗} satisfies the conditions (G.1-5)

Proof. The proof is mostly included in the work of Bauer, Harms and Michor in [6, Theorem
3.4], using the identification through the smooth diffeomorphism

Gk −→ DiffCk(G)G

g 7−→ Lg

where DiffCk(G)G is the space of right-invariant Ck-diffeomorphisms on G, i.e. diffeomorphisms
that commute with Lg for all g ∈ Gk. □

Examples : The authors in [18] introduce a wide variety of examples of half-Lie groups, and in
particular the groups of diffeomorphisms of finite regularity on a compact manifold. The specific
case of diffeomorphisms group of Sobolev regularity was mainly discussed in context of fluid
dynamics [10] and in shape analysis [3, 6, 5, 8].
In this paper, we will focus on the group of diffeomorphisms of finite regularity that are equivalent
to identity at infinity :

DiffCk
0
(Rd) = {id+g, g ∈ Ck0 (R

d,Rd),det(Id + dg) > 0}

This group is an open subset of the Banach space Ck0 (R
d,Rd). The mappings φ,ψ 7→ φ ◦ ψ and

φ ◦ φ−1 are continuous (by using Faà di Bruno’s formula for the computation of the derivatives
of the compositions of mappings, see [6] for example), and for ψ ∈ DiffCk

0
(Rd), the mapping

φ 7→ φ ◦ ψ is linear and continuous, hence smooth. Therefore the group DiffCk
0
(Rd) is a Banach

right half-Lie group. In this case, for l ≥ 0, the space of Cl elements of DiffCk
0
(Rd) is simply

(DiffCk
0
(Rd))l = DiffCk+l

0
(Rd) such that proposition 2.10 holds.

3. Sub-Riemannian geometry on Banach manifolds induced by right-invariant
metrics

3.1. Definition of the shape space. In this section we introduce a Banach manifold Q. We
want to define strong sub-Riemannian structure on Q induced by the action of a family of groups
Gk equipped with a right-invariant sub-Riemannian metric. Let k0 ≥ 0 and {Gk, k ∈ N} a family
of topological Banach groups satisfying the conditions (G.1-5) introduced in definition 2.1. Let
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V a Hilbert space continuously embedded in TeGk0+2. We suppose Gk0 acts on Q and we denote
A the action

A :

∣∣∣∣ Gk0 ×Q −→ Q
(g, q) 7−→ g · q

We suppose that the following conditions are satisfied :

(S.1): Continuity of the action : A : (g, q) 7→ g · q is continuous
(S.2): Infinitesimal action : For all q ∈ Q, the mapping Aq = A(·, q) : g 7→ g · q is C∞, and we
denote ξq = ξ(·, q) = ∂gA(g, q)|g=e its continuous differential in e.
(S.3): Regularity of the action : For l > 0, the mappings

A :

∣∣∣∣ Gk0+l ×Q −→ Q
(g, q) 7−→ g · q and ξ :

∣∣∣∣ TeGk0+l ×Q −→ TQ
(u, q) 7−→ ξq(u) = u · q

are Cl.

Remark 3.1. Since V ↪→ TeG
k0+2, condition (S.3) implies that the mapping ξ : V ×Q → TQ

is also a C1-vector bundle morphism in the sense of [17], meaning that q ∈ Q 7→ ξq ∈ L(V, TQ)
is C1. Furthermore its derivative is locally lipschitz. If G is a finite dimension Lie group, then
ξ is even a C2-vector bundle morphism, but this property does not hold in infinite dimension.

In the following, we consider the general framework of a graded group structure acting on a
Banach manifold that encompasses both (G.1-5) and (S.1-3) conditions :

(GGA): {Gk, k ∈ N} is an admissible graded group structure satisfying the conditions (G.1-5),
Q is a Banach manifold playing the role of a shape space and k0 ≥ 0 is an integer such
that Gk0 acts on Q and satisfies conditions (S.1-3) with V a Hilbert space continuously
embedded in TeGk0+2.

Remark 3.2. In particular, the multiplication of the group Gk0 induces a left action that verifies
(S.1 − 3) conditions. Therefore, the family of groups {Gk, k ∈ N} endowed with its natural left
action verifies the (GGA) conditions, with Q = Gk0 and V ↪→ TeG

k0+2. In this case, the
infinitesimal action is simply the derivative of the right multiplication :

ξg(u) = TeRg(u) = u · g

3.2. Horizontal curves and distance. In this part, we will denote by I the closed interval
[0, 1], and we suppose the hypotheses of the (GGA) framework are satisfied.

Definition 3.3 (Horizontal curves in Q). An absolutely continuous curve q : I → Q is said to
be horizontal if there exists a continuous lift t 7→ u(t) ∈ V such that

∀t ∈ I, q̇(t) = ξq(t)(u(t))

We call an horizontal system such a couple (q, u) ∈ ACL1(I,Q)× L1(I, V ).

Remark 3.4. If q : I → Q is a horizontal curve in Q, there can exist two different controls
u1 ̸= u2 such that

q̇ = ξq(u1) = ξq(u2)

Also, if u ∈ L1(I, V ), we can always integrate u in Q, meaning there always exists an horizontal
curve q : I → Q such that q̇(t) = ξq(t)(u(t)).
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Similarly to propositions 2.6 and 2.8, we can define an evolution map in Q by solving the
corresponding ordinary differential equation.

Theorem 3.5 (Evolution map in Q and regularity). Let q0 ∈ Q, and u ∈ L2(I, V ). There exists
a unique q ∈ ACL2(I,Q) such that q(0) = q0 and

q̇(t) = ξq(t)
(
u(t)

)
a.e. (5)

Furthermore the evolution map in Q

EvolQ : u ∈ L2(I, V ) 7→ qu ∈ ACL2(I,Q)

where qu is solution of equation (5), is C1. For u, δu ∈ L2(I, V ), its derivative δq = Tu EvolQ ·δu
is solution of the linear Cauchy problem

δq̇(t) = ∂q (ξq(u(t)))|q=qu(t) δq(t) + ∂u(ξqu(t)(u))|u=u(t)δu(t), δq(0) = 0 (6)

Proof. This follows from Proposition 2.8. As u ∈ L2(I, V ), and ξ : V ×Q → TQ is C2 (S.3), there
exists by Picard-Lindelof one unique maximal (not necessarily global) solution q of equation (5).
There also exists by proposition 2.8 a unique g = EvolGk0 (u) ∈ ACL2(I,Gk0) such that

ġ(t) = u(t) · g(t)

It is immediate to verify that t 7→ A(g(t), q0) is also solution to equation (5), and thus q(t) =

A(g(t), q0). Therefore we have EvolQ = Ãq0 ◦ EvolGk0 , where Ãq0 is given by :

Ãq0 :

{
ACL2(I,Gk0) −→ ACL2(I,Q)

g 7−→ [t 7→ Aq0(g(t))]

By (S.2), the mapping Aq0 is smooth, and therefore the induced mapping Ãq0 is also smooth [12,
lemma 3.27], with derivative TgÃq0 : ACL2(I, TGk0)→ ACL2(I,Q), g ∈ ACL2(I,Gk0), given by

TgÃq0 : δg 7→ [t 7→ Tg(t)Aq0(δg(t)) = ξg(t)·q0 ◦ (TeRg(t))
−1(δg(t))]

Now as L2(I, V ) ↪→ L2(I, TeG
k0+2) smoothly, then the evolution mapping in Q is also C1 by

composition. For u, δu ∈ L2(I, V ), and δq = Tu EvolQ(δu) = TEvol
Gk0

(u)Ãq0 ◦ Tu EvolGk0 (δu) we
thus have

δq(t) = ξqu(t) ◦ (TeRg(t))−1(δg(t))

where g = EvolGk0 (u), and δg = Tu EvolGk0 (δu) satisfies equation (4). By derivation of this
equation in charts (or adapting the proof of proposition 2.8 and introducing the mapping q, u 7→
q̇ − ξqu) we get that δq is solution of (6). □

In the following, we will denote

Horq0(I) = {(q, u) ∈ ACL2(I,Q)× L2(I, V ), q = EvolQ(u) and q(0) = q0}

the space of all horizontal systems with starting point q0. It is in general not a submanifold of
ACL2(I,Q)× L2(I, V ) but it’s in bijection with L2(I, V ). Now we define the energy and length
of an horizontal system :
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Definition 3.6 (Length and energy). Let (q, u) : I → Q× V a horizontal system. We define its
length and energy respectively by

L(q, u) =
∫
I
|u(t)|V dt and E(q, u) = 1

2

∫
I
|u(t)|2V dt

We can therefore define the sub-Riemannian distance induced by V on Q as the infimum of the
length of horizontal curves :

Definition 3.7 (Sub-Riemannian distance). Let q0, q1 ∈ Q. We define the sub-Riemannian
distance dV (q0, q1) as

dV (q0, q1) = inf
(q,u) horizontal
q(0)=q0,q(1)=q1

L(q, u)

Furthermore, we have the following proposition that will help us find a minimum :

Proposition 3.8. The application dV is a true distance on Q, and the topology induced by the
sub-Riemannian distance is weaker than the intrinsic topology on Q. Furthermore the distance
dV is also equal to the infimum of the energy on horizontal curves, i.e. for q0, q1 ∈ Q :

dV (q0, q1) = inf
(q,u) horizontal
q(0)=q0,q(1)=q1

√
2E(q, u)

where we take the infimum over the set ACL2(I,Q)× L2(I, V ).

Proof. The proof is mostly contained in [2], we include the proof here for sake of completeness.
Let’s prove first that the application dV separates points. Let q0, q1 ∈ Q distinct, a chart
U ⊂ Q → B around q0 with (B, | · |B) Banach space, and ϵ > 0 such that the open ball BB(q0, ϵ)

does not contain q1. Since ξ : U → L(V, TU) ≃ L(V,B) is continuous, there exists an open ball
B′ = BB(q0, ϵ

′) ⊂ BB(q0, ϵ), and a > 0 such that for all q ∈ B′, we have ∥ξq∥L(V,B) ≤ a, i.e. for
all q ∈ B′, u ∈ V

|ξq(u)|B ≤ a|u|V
Now let (q, u) : I → Q × V horizontal system such that q(0) = q0, and q(1) = q1. As q is
continuous, there exists t0 ∈ I such that |q(t0)− q0|B = ϵ′ and q(t) ∈ B′ for t ≤ t0. We get :

L(q, u) ≥ L(q|[0,t0], u|[0,t0]) ≥
∫ t0

0

|u(t)|V dt

≥ 1

a

∫ t0

0

|ξq(u)|Bdt =
1

a

∫ t0

0

|q̇(t)|Bdt ≥
1

a
|q(t0)|B = ϵ′/a

Therefore we conclude that dV (q0, q1) > 0.
To prove the last point, we first see by Cauchy-Schwarz inequality that for (q, u) a horizontal
system, we have :

L(q, u) ≤
√

2E(q, u).

with equality if and only if (q, u) is constant speed (i.e. if |u|V is constant). Now for the reverse
inequality, we approximate horizontal systems by constant speed reparametrization and show the
length stay close. Indeed, let (q, u) horizontal system with u ∈ L1(I, V ). Then for ϵ > 0, we can
consider the increasing absolutely continuous bijection sϵ(t) =

(∫ t
0
|ut|V + ϵt

)
/ (|u|L1 + ϵ), with

inverse s → tϵ(s) such that t′ϵ(s) = (|u|L1 + ϵ)/(|utϵ(s)|V + ϵ. Now we can define ũs = t′ϵ(s)ut(s)
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and see that |ũs|V ≤ |u|L1 + ϵ. Therefore ũ is in L∞(I, V ) ⊂ L2(I, V ), and we also see that if
q̃s = qtϵ(s), then :

˙̃qs = ξq̃s ũs

so that (q̃, ũ) is a ACL2 horizontal system with endpoints q0 and q1. We finally have that

|ũ|L2 ≤ |u|L1 + ϵ

which concludes the proof. □

We finish the section with some geodesic and metric completeness result. We first recall the
definition of geodesics associated to the distance dV :

Definition 3.9 (Geodesics in Q). Let (q, u) ∈ ACL2(I,Q) × L2(I, V ) an horizontal system.
Then

• We say that the curve (q, u) is a geodesic if it minimizes locally the length, meaning for
every t0 ∈ I, and t1 close enough to t0 :

L((q, u)|[t0,t1]) = dV (q(t0), q(t1)) .

• The curve (q, u) is a minimizing geodesic if its total length is equal to the distance between
the endpoints.

Remark 3.10. We already saw in proof of Proposition 3.8 that if (q, u) is a horizontal system
that minimizes the energy, then it’s immediately a minimizing geodesic, and is also parametrized
with constant speed. Conversely, if (q, u) is a minimizing geodesic parametrized with constant
speed, then (q, u) also minimizes the energy, and we have

L(q, u) =
√

2E(q, u) .

We will need another asumption on the action of the groups {Gk, k} to prove that (Q, dV ) is a
geodesic metric space, i.e. that we can join any two points of Q by a minimizing geodesic :

(S.4): For every q ∈ Q, the endpoint mapping endq : L
2(I, V ) → Q, u 7→ Aq ◦ EvolGk0 (u)(1) is

weakly continuous where Q is equipped with some Hausdorff topology

Remark 3.11. In most cases, the endpoint mapping end : L2(I, V ) → Gk0 in Gk0 is weakly
continuous with regards to some Hausdorff topology in Gk0 , and thus we just need to study
continuity of mapping Aq.

Theorem 3.12 (Completeness). (1) The space Q with distance dV is metrically complete.
(2) Moreover, if (S.4) is satisfied, then Q is a geodesic metric space, meaning for q, q′ ∈ Q

such that dV (q, q′) <∞, there exists a minimizing geodesic connecting q and q′.

Proof. We follow the proof from [27] in our more general context. We prove first (Q, dV )
is complete metric space. We consider a Cauchy sequence (qn)n in Q, and we can suppose∑
n dV (qn, qn+1) < ∞. Thus there exists un ∈ L1(I, V ), such that qn+1 = EvolGk0 (un) · qn and

such that |un|L1(I,V ) < 2dV (qn, qn+1). We define a new sequence wn in L1(I, V ) such that

wn =

{
2k+1uk(2

k+1(t− 1) + 2) for t ∈ [ 2
k−1
2k

, 2
k+1−1
2k+1 ], k ∈ {0, 1, .., n}

0 for t ∈ [ 2
n+1−1
2n+1 , 1]
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Intuitively, we just concatenate the paths un, so that qn+1 = endq(wn), and |wn|L1(I,V ) =∑
k≤n |uk|L1(I,V ) <∞ and |wn+1−wn| = |un+1|L1(I,V ). Therefore (wn) is a Cauchy sequence in

the Banach space L1(I, V ), and thus converges to w∞ ∈ L1(I, V ). We denote q∞ = endq0(wn) ∈
Q. We also see that q∞ = endqn(w∞ − wn−1), and thus

dV (q∞, qn) ≤ |w∞ − wn−1| → 0

Therefore (Q, dV ) is a complete metric space.
Now we prove the existence of geodesic between points. Let q, q′ ∈ Q such that dV (q, q′) < ∞,
and let (qn, un) a minimizing sequence for the energy, with un ∈ L2(I, V ). Since (un) is bounded
in L2, we can suppose, up to a subsequence, that (un) converges weakly towards u∞ ∈ L2(I, V ).
We denote q∞ the horizontal curve such that q̇∞ = ξq∞u∞. Since the endpoint mapping endq

is weakly continuous, and qn(1) = q′ for all n, then we also have q∞ = q′. Finally, since
|u∞|L2 ≤ lim inf |un|L2 = dV (q, q

′), we get the result. □

3.3. Sub-Riemannian geodesics and critical points of the energy. The aim of this section
is to characterise geodesics and critical points of the energy in a sub-Riemannian setting, as in
[3].
We fix q0, q1 ∈ Q. We first define and study the space of horizontal systems connecting q0 and
q1 We consider the endpoint mapping

endq0 :

∣∣∣∣ L2(I, V ) (≃ Horq0(I)) → Q
u 7→ qu(1)

The endpoint mapping is C1 as the evaluation q ∈ ACL2(I,Q) 7→ q(1) ∈ Q is smooth (Prop
A.2). The space of horizontal systems with endpoints q0 and q1 is defined as :

Horq0,q1(I) = end−1
q0 ({q1})

This space is not in general a submanifold of L2(I, V ) since the mapping endq0 is not necessarily
a submersion.
We can now define a notion of sub-Riemannian geodesic to characterize the minimizers of the
energy. This was described in particular in [3, 2, 1]. Suppose (q, u) is a miminum of the en-
ergy with endpoints q0 and q1 (i.e. the curve (q, u) is a minimizing geodesic). Therefore the
mapping u 7→ (E(u), endq0(u)) is not surjective from an open neighborhood of u onto an open
neighborhood of (E(u), q1). Therefore the differential (dE(u), d endq0(u)) is also not surjective.
This can lead to three different cases whether the mapping (dE(u), d endq0(u)) has closed range
stricly included in R × TQ or whether it is dense. We will focus only on the case of normal
geodesics when we can define Lagrange multipliers, as they are in particular the critical points
of the inexact matching problem.

Definition 3.13 (Sub-Riemannian normal geodesic). Let (q, u) ∈ Horq0(I) an horizontal system.
We say that (q, u) is a sub-Riemannian normal geodesic (or just normal geodesic) if there exists
Lagrange multipliers (λ0, λ) ∈ R× Tq(1)Q∗, with λ0 not equal to zero such that

λ0dE(u)δu+ (λ | d endq0(u)δu) = 0 (7)
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Remark 3.14. Normal geodesics are in particular geodesics in the sense of definition 3.9, i.e.
they minimize locally the energy [2, Theorem 7]. They correspond to riemannian geodesics in
classic riemannian geometry. In the case where there exists non zero Lagrange multipliers with
λ0 = 0, we call the horizontal system (q, u) a singular curve (cf. [2]). Singular curves can also
be geodesics, and even normal geodesics [21, section 5]

3.4. Hamiltonian flow and normal geodesics. In this part, we want to study the normal
geodesics and determine a geodesic equation through the Hamiltonian formulation.
We introduce the Hamiltonian of the system :

HQ :

∣∣∣∣ TQ∗ × V −→ R
(q, p, u) 7−→ (p | ξq(u))− 1

2 |u|
2
V

By hypothesis (S.3), the mapping ξ : TeGk0+2 ×Q→ TQ given by (q, u) 7→ ξq(u) = u · q is C2.
Moreover, the application ((q, p), (q,X)) ∈ TQ∗ ⊕Q TQ 7→ (p |X) ∈ R is smooth, and therefore
the Hamiltonian HQ : TQ∗ × V −→ R is C2. In local coordinates, the partial derivative is given
by ∂pHQ(q, p, u) :

∀δp ∈ TqQ∗, ∂pHQ(q, p, u)δp = (δp |u · q)
so that ∂pHQ(q, p, u) ≃ u·q = ξq(u) ∈ TqQ. Therefore there exists a (partial) symplectic gradient
∇ωHQ(q, p, u) for every u ∈ V (that we define introducing the Liouville form and its exterior
derivative [4]). In canonical charts of TQ∗, we have :

∇ωHQ(q, p, u) = (∂pHQ(q, p, u), −∂qHQ(q, p, u))

We get the following result :

Theorem 3.15 (Hamiltonian flow). Let q0, q1 ∈ Q.
Then an horizontal system (q, u) ∈ Horq0,q1(I) is a normal geodesic if and only if there exists
t 7→ p(t) ∈ Tq(t)Q∗ in ACL1(I, TQ∗) such that (q, p, u) satisfies the Hamiltonian equations :{

(q̇, ṗ) = ∇ωHQ(q, p, u)
∂uHQ(q, p, u) = 0

(8)

Proof. Let p1 ∈ Tq1Q∗, and we introduce the mapping :

F : u ∈ L2(I, V ) 7→ E(u)− (p1 | endq0(u))

Let p ∈ ACL1(I, TQ∗) be the solution for u ∈ L2(I, V ) of the following linear Cauchy problem :{
ṗ(t) = −∂qHQ(q(t), p(t), u(t)) = −

(
∂q(ξqu(t))q=q(t)

)∗
p(t)

p(1) = p1
(9)

We now compute the differential of the mapping F and we prove that for all δu ∈ L2(I, V ),

dF (u)δu = −
∫
I

∂uH(q(t), p(t), u(t))δudt

Let δu ∈ L2(I, V ), we have

dF (u)δu = dE(u)δu− (p1 | d endq0(u)δu)

=

∫
I

⟨u, δu⟩V dt− (p(1) | d endq0(u)δu)

We recall that δq = ∂uq
uδu satisfies the linear Cauchy problem (6)



16 GGA MODEL

δq(0) = 0, δq̇(t)− ∂q (ξqu(t))|q=qu(t) δq(t) = ξqu(t)(δu(t))

with
d endq0(u)δu = δq(1) .

Now, as t 7→ p(t) is also solution of the linear Cauchy equation (9) and using integration by part,
we find that

(p(1) | d endq0(u)δu) = (p(1) | δq(1))

= (p(0) | δq(0)) +
∫
I

(ṗ(t) | δq(t)) + (p(t) | δq̇(t)) dt

=

∫
I

−
((

∂q(ξqu(t))|q=qu(t)
)∗
p(t) | δq(t)

)
+

(
p(t) | ∂q (ξqu(t))q=qu(t) δq(t) + ξqu(t)(δu(t))

)
dt

=

∫
I

(
p(t) | ξqu(t)(δu(t))

)
dt

Finally this gives us

dF (u)δu =

∫
I

⟨u, δu⟩V dt−
∫
I

(
p(t) | ξqu(t)(δu(t))

)
dt

= −
∫
I

∂uH(q(t), p(t), u(t))δudt

Therefore we have the following equivalence :

dE(u) = d endq0(u)
∗p1 ⇐⇒ ∀t, ∂uH(q(t), p(t), u(t)) = 0 (10)

which concludes the proof by definition of the normal geodesics. □

3.5. Inexact matching. We might want to consider an inexact matching problem by minimiz-
ing on the set Horq0(I) :

J(u) = E(u) + g(qu(1)) = E(u) + g(endq0(u)) (11)

where g : Q → R is a mapping that measures the distance with q1. In this case we minimize on
the whole vector space Horq0(I) ≃ L2(I, V ) and we first start by proving the minimum of J is
attained :

Proposition 3.16 (Existence of minimizers for the inexact matching problem). Suppose (S.4) is
satisfied and g is continuous for the same Hausdorff topology. Then there exists (q, u) ∈ Horq0(I)

such that J(u) is minimal.

Proof. The proof follows the proof of theorem 3.12. We introduce a minimizing sequence
(qn, un) ∈ Horq0(I). The sequence (un) converges weakly to u∞ ∈ L2(I, v), and we denote
q∞ ∈ ACL2(I,Q) such that q̇∞ = ξq∞u∞. Since endq0 is weakly continuous, and g continuous,
we get that g(q∞(1)) = lim g(qn(1)). Moreover, the lower semi-continuity of the L2 norm gives

J(u∞) = |u∞|L2 + g(q∞(1)) ≤ lim inf |un|L2 + lim g(qn(1)) ≤ lim (|un|L2 + g(qn(1)))

Hence the result. □

We can also obtain a characterization of the critical points of J on Horq0(I)
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Theorem 3.17 (Critical points of J). Assume that g is C1. Let (q, u) ∈ Horq0(I). Then if (q, u)
is a critical point of J it is a normal geodesic.

Proof. Let (q, u) ∈ Horq0(I) a critical point of J , i.e, we have :

dJ(u) = dE(u) + dg(q(1))d endq0(u) = 0

Therefore (q, u) is a normal geodesic with momentum p(1) = dg (q(1)) □

In the following, we will therefore only study the case of normal sub-Riemannian geodesics.

4. Intermezzo: Multiscale shape space

As a needed break along the development of the theory and an important illustrative example of
the use of GGA framework in a specific setting, we address in this section the case of multiscale
shape spaces for registration through the action of the product of diffeomorphisms.

4.1. Basic framework. Let Q =
∏

1≤l≤LQl Banach manifold, with L ≥ 0. We also introduce
the group of diffeomorphisms

DiffCk
0
(Rd) =

(
id+Ck0 (R

d,Rd)
)
∩Diff1(Rd)

where Ck0 (R
d,Rd) is the space of Ck mapping whose derivatives up to order k are vanishing at

infinity.

Proposition 4.1. The family of groups DiffCk
0
(Rd) satisfies the conditions (G.1-5) p.4.

Proof. The group DiffCk
0

is an open subset of the affine Banach space id+Ck0 (R
d,Rd), and

therefore Gk is a Banach manifold. Each group DiffCk
0

satisfies conditions (G.1-5) (cf. [6], [15]
for example), and therefore the group DiffCk

0
satisfies those conditions too. □

Remark 4.2. The group DiffCk
0
(Rd) is in particular a half-Lie group.

We suppose that the group DiffCk
0
(Rd) acts on each layer Ql verifying (S.1-3) conditions. We

now want to study sub-Riemannian geometries on Q induced by right-invariant metrics on dif-
feomorphisms groups to define a multi-scale version of Large Diffeormorphic Metric Mapping
(LDDMM). Such approaches were first described in [7, 23, 25]. In those papers, the authors
introduce a family of kernels (Kl)1≤l≤L and define the space of controls as a reproducing kernel
Hilbert space (RKHS) for the associated kernel

∑
lK

l. The matching problem is shown to be
equivalent to

inf
v1,...,vL

1

2

L∑
l=1

∫
I

|vl|2Vl
dt+ g(φ1 · qL0 ) (12)

with dynamic {
φ0 = id

φ̇t = (
∑L
l=1 v

l) ◦ φt
where we suppose that we have a sequence of continuous embeddings V1 ↪→ · · ·VL−1 ↪→ VL ↪→
Cm0 (Rd) associated to each kernel Kl. We can therefore introduce the product space V =

∏
l Vl

equipped with the Hilbert norm defined by |v|2V =
∑L
l=1 |vl|2Vl

for v = (vl)1≤l<L ∈ V . To
deal with problem (12), we introduce another Hilbert norm on V given by |u|A = |Au|V where
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A : V → V linear isomorphism such that Au = v = (u1, u2 − u1, . . . , uL − uL−1). We can now
introduce family of groups

Gk =
∏

1≤l≤L

DiffCk
0
(Rd)

and the matching problem (12) is equivalent to study sub-Riemannian geodesics induced by
the norm | · |A on Gk, but with endpoint constraints only on the finest scale. We define the
Hamiltonian on QL for problem (12)

HQL
(q, p,u) =

(
p | ξq(uL)

)
− 1

2
|Au|2V (13)

We get the following

Proposition 4.3. Let t 7→ (q(t), p(t),u(t)) be a normal geodesic associated to the Hamiltonian
HQL

, and let v = Au. Then we get
vl = Kl

(
ξ∗qp
)

and
uL =

∑
l≤L

Kl
(
ξ∗qp
)

Proof. The proof is mainly included in [7], but we recall it for sake of completeness. We compute
∂uHQL

(q, p,u). We denote Ll = (Kl)−1 for 1 ≤ l ≤ L, and LV : V → V ′ the Riesz canonical
isometry. Let δu ∈ V we get :

∂uHQL
(q, p,u) δu =

(
p | ξq(δuL)

)
− (LV Au |Aδu)

=
(
p | ξq(δuL)

)
−

L∑
l=2

(Llvl | δul − δul−1)− (L1v1 | δu1)

=
(
p | ξq(δuL)

)
−
L−1∑
l=1

(Llvl − Ll+1vl+1 | δul)− (LLvL | δuL)

In particular, the optimality condition ∂uHQL
(δu) = 0 implies{

Llvl − Ll+1vl+1 = 0, 1 ≤ l ≤ L− 1
ξ∗qp = LLvL

and therefore vl = Klξ∗qp for all 1 ≤ l ≤ L. As uL =
∑L
l=1 v

l, we finally get the result. □

More recently in [19], the authors study the case where the dynamic for all scale is controlled,
i.e. the term g(φ1 · qL0 ) is replaced by g(φ1 · q0) with q0 = (ql)l ∈Q :

inf
v1,...vL

1

2

L∑
l=1

∫
I

|vl|2Vl
dt+ g(φ1 · q0) (14)

with dynamic. {
φ1
0 = . . . = φL0 = id

φ̇lt = (
∑l
k=1 v

k) ◦ φlt ∀l ≤ L
This can be reformulated more simply as

inf
u∈V

∫
I

|Au|2V + g(φ1 · q0) (15)



GGA MODEL 19

where φ̇ = u ◦φ. We get for p = (pl)1≤l≤L and q = (ql)1≤l≤L the corresponding Hamiltonian

HQ (q,p,u) =

L∑
l=1

(
pl | ξql(ul)

)
− 1

2
|Au|2V . (16)

We get the following.

Proposition 4.4. Let t 7→ (q(t),p(t),u(t)) a normal geodesic associated to the Hamiltonian
HQ, and let v = Au. Then we get

vl = Kl
(∑

m≥l ξ
∗
qmp

m
)

and ul =
∑
k≤lK

k
(∑

m≥k ξ
∗
qmp

m
)

Proof. The proof is similar to the proof of proposition 4.3 and follows from equality ∂uHQ = 0,
where

∂uHQ (q,p,u) δu =

L∑
l=1

(
pl | ξql(δul)

)
−

L∑
l=2

(Llvl | δul − δul−1)− (L1v1 | δu1)

□

Remark 4.5. Originating from [19], the aforementioned setting could be also compared to an-
other multiscale approach coupling hierarchical multiscale image and diffeomorphism decomposi-
tion in a registration setting [26, 20, 9]. In the later framework, the approach relies on a greedy
sequential decomposition of residuals from coarse to fine scales. The resulting output is a defor-
mation achieved by the composition of a sequence of diffeomorphisms. This approach effectively
integrates image and diffeomorphism decomposition within a well-defined setting specifically de-
signed from image registration. However, it does not align with the sub-riemannian approach
since the scales are considered sequentially in time ratehr than in parallel. The simultaneous
action of all the scales through time is a distinctive feature of the setting (14) and (15) that
allows its integraion into the (GGA) framework and enables the production of time homogeneous
trajectories at different resolutions.

4.2. Adding the action of a finite dimensional Lie group. In classical LDDMM, a first
step is often performed to align source and target objects through rigid motions. In the mul-
tiscale setting, one can actually add rigid motion alignment as an additional layer, a priori the
coarsest layer. However, even for the simple case of rigid motion, the underlying Lie algebra is
not embedded in any Ck0 (R

d,Rb) Banach spaces since the vanishing conditions at infinity are
not fulfilled. More interestingly, the pre-alignment of the target by the action of low dimen-
sional group of symmetries comes essentially to alleviate a nuissance low dimensional group of
transformations from the analysis. As a consequence, it is more natural to consider the group
product

Kk = Gk ×G0

where G0 is a finite dimensional Lie group of transformations a ∈ G0 with the component-wise
action on pairs (qS , qT ) ∈ Q ×Q given by (φ, a) 7→ (φ · qS ,a · qT ) where Q =

∏
1≤l≤LQl .

This fits in our general framework :
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Proposition 4.6. (1) The family of groups {Kk, k ∈ N} satifies conditions (G.1-5) p.4.
(2) If the action of G0 on Q satisfies (S.1-3), then the action of (Kk)k≥1 on Q×Q satisties

(S.1-3).

Proof. (1) The result is straightforward, since DiffCk
0

satisfies conditions (G.1-5), and G0 is finite
dimensional Lie groups so immediately satisfies conditions (G.1-5) (here the family would just
consists in one group {G0}). The result follows immediately as Kk has component-wise law of
composition.
(2) follows immediatly since the Kk has a component-wise action on Q×Q. □

We can, considering the Lie algebra g0 of G0 equipped with a dot product ⟨ , .⟩g0 now define the
matching problem including the action of finite dimensional symmetries a ∈ G0 :

inf
(u,s)∈L2(I,V ×g0)

1

2

∫
I

(
|Au(t)|2V + |s(t)|2g0

)
dt+ g ((φ(1) · qS ,a(1) · qT )) (17)

with dynamic given by {
ȧ(t) = s(t) · a(t)
φ̇ℓ(t) = (

∑ℓ
k=1 v

k) ◦ φℓ(t) ∀ℓ ≤ L
with s(t) ∈ g0. We can therefore introduce the Hamiltonian of the optimal control problem

HQ×Q ((qS , qT ) , (pS ,pT ) , (u, s)) = (pS |u · qS) + (pT |s · qT )−
1

2

(
|Au|2V + |s|2g0

)
with qS = (qℓS)ℓ, qT = (qℓT )ℓ ∈ Q, pS = (pℓS)ℓ,pT = (pℓT )ℓ ∈ Q∗ and u = (uℓ)1≤ℓ≤L ∈∏

1≤ℓ≤L TeG
k. Equivalently, we can assimilate qT with finite dimensional motion a (through

qT (t) = a(t) · qT (0)) and get the equivalent Hamiltonian :

HQ×G0(qS ,a), (pS ,pa) , (u, s)) = HQ
(
qS ,pS ,u

)
+HG0(a,pa, s)

with

HQ (qS ,pS ,u) =

L∑
l=1

(
pℓS |ξqℓ(uℓ)

)
− 1

2
|Au|2V and HG0

(a,pa, s) = (pa | s · a)−
1

2
|s|2g0

. (18)

4.2.1. The example of landmarks. We apply the previous approach on the space of landmarks.
We define the multiscale space as Q =

∏
1≤ℓ≤L(R

d)Iℓ with (Iℓ)ℓ an increasing sequence of index
sets, and the following classical action :

φℓ · (qℓi ) =
(
φℓ(qℓi )

)
for ℓ ≥ 1

We consider the case G0 = Sim+(Rd) = R∗×SO(d) × Rd the group of orientation-preserving
scaling, translation and rotations with the product aa′ = (ρρ′, RR′, τ + τ ′) for a = (ρ,R, τ) and
a′ = (ρ′, R′, τ ′) and the group action of on (Rd)Iℓ defined by :

(ρ,R, τ) · qℓi = ρR(qℓi − qℓc) + qℓc + τ for i ∈ Iℓ

with qℓc =
1

|Iℓ|
∑
i∈Iℓ q

ℓ
i the center of mass. We suppose Sim+(Rd) is equipped with the standard

right-invariant metric associated with the metric on g0 = sim(Rd) = R×so(d)× Rd :

⟨(α, r, σ), (α′, r′, σ′)⟩sim(Rd) = αα′ + ⟨r, r′⟩+ ⟨σ, σ′⟩
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where α, α′ ∈ R, σ, σ′ ∈ Rd, and r, r′ ∈ so(d) skew-symmetric matrices and ⟨r, r′⟩ = Tr(rT r′).
We take a L2 endpoint constraints g(q, q′) = 1

2

∑ℓ
l=0

∑
i∈Iℓ |q

ℓ
i − q′ℓi |2. The control problem

becomes

HQ (q,p,u) =

L∑
l=1

∑
i∈Iℓ

(
pℓi |uℓ(qℓi )

)
− 1

2
|Au|2V .

HSim+(Rd)(a,pa, s) = (pρ|αρ) + (pR|rR)−
1

2
|s|2sim(Rd) + (pτ |σ)

(19)

We recall the solutions of the optimal control problem satisfies the hamiltonian equations
q̇ = ∂pHQ(q,p,u), ȧ = ∂paHSim+(Rd)(a,pa, s)

ṗ = −∂qHQ(q,p,u), ṗa = −∂aHSim+(Rd)(a,pa, s)

∂uHQ(q,u) = 0, ∂sHSim+(Rd)(a,pa, s) = 0

Proposition 4.7. Let qS , qT ∈ Q be the source and target objects and e = (1, 0, Id) be the
neutral element of G0. Then the solution t 7→ ((q(t),a(t)), (p(t),pa(t))) of the optimal problem
starting from (qS , e) with endpoint constraints satisfies

q̇ℓi = uℓt(qi), ℓ ≥ 1

ṗℓi = −
(
duℓt(q

ℓ
i )
)∗
pℓi

ρ̇ = αρ, Ṙ = rR, τ̇ = σ
(ṗρ, ṗR, ṗτ ) = (−αpρ,−rT pR, 0)

with α ∈ R, r ∈ so(d), σ ∈ Rd and u ∈ V satisfying

uℓ =
∑
k≤ℓ

Kk

∑
m≥k

∑
i∈Im

δ
pmi
qmi


where δyx ∈ C0(Rd,Rd)′ is defined by (δyx |u) = ⟨u(x), y⟩ for x, y ∈ Rd. Moreover, we have the
following endpoint conditions for the coadjoint map

pℓi(1) = −qℓi (1) + (ρR)(1)(qℓT,i − qℓT,c) + qℓT,c + τ(1), ℓ ≥ 1

pρ(1) = −
∑L
ℓ=1

∑
i∈Iℓ p

ℓ
i(1)(q

ℓ
T,i − qℓT,c)TRT (1)

pR(1) = −ρ(1)
∑L
ℓ=1

∑
i∈Iℓ p

ℓ
i(1)(q

ℓ
T,i − qℓT,c)T

pτ (1) = −
∑L
ℓ=1

∑
i∈Iℓ p

ℓ
i(1)

(20)

Remark 4.8. In the proposition and in the derivation of (20), we encode R, pR and r as
d × d matrices and consider HSim+(Rd) as a function the variables a ∈ R∗×Rd×Rd×d,pa =

R×Rd×Rd×d and s ∈ R×Rd×so(d) with so(d) ≃ {r ∈ Rd×d | r + rT = 0}, in other words we
consider the extension of the smooth action of Sim+(Rd) to R∗×Rd×d×Rd that coincides with
its restriction to Sim+(Rd).

Proof. The differential equations q̇ℓi,t = uℓt(qi,t) and ṗℓi,t = −
(
duℓt(q

ℓ
i,t)
)∗
pℓi,t follow directly from

the computation of the derivatives ∂pHQ and ∂qHQ. Furthermore, similarly to propositions
4.3 and 4.4, solving ∂uHQ = 0 gives us uℓ(t) =

∑
1≤k≤ℓK

k
(∑

L≥m≥k
∑
i∈Im δ

pmi (t)

qmi (t)

)
. The
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hamiltonian equations for the Sim+(Rd) part can be simply written as
(ρ̇, Ṙ, τ̇) = (αρ, rRT , σ)
(ṗρ, ˙pR, ṗτ ) = (−αpρ,−rT pR, 0)
α = ρpρ, σ = pτ ,
r = (pRR

T −RpTR)/2

One checks immediatly that ρpρ, RT pR and pτ are conserved quantities during the dynamic
(also a consequence of the right invariance of HSim+(Rd) and Noether’s theorem) so that α, σ and
RT rR are conserved. In particular Ṙ(t) = R(t)r(0) = r(0)R(t) and R(t) = expSO(d)(r(0)t).

We finish by proving equations (20), which follows from the endpoint conditions. Indeed, for the
constraint g(q,a) = 1

2

∑L
ℓ=0

∑
i∈Iℓ

∣∣qℓi − ρR(qℓT,i − qℓT,c)− qℓT,c − τ ∣∣2, we have

(p(1),pa(1)) = −dg(q(1),a(1)) (21)

For ℓ ≥ 1, i ∈ Iℓ, and δqℓi ∈ Rd we then have

⟨pℓi,1, δqℓi ⟩ = −∂qℓi g(q(1),a(1))δq
ℓ
i

= −⟨qℓi (1)− (ρR)(1)(qℓT,i − qℓT,c)− qℓT,c − τ(1), δqℓi ⟩

and therefore pℓi(1) = −qℓi (1) + (ρR)(1)(qℓT,i − qℓT,c) + qℓT,c + τ(1).

⟨pR(1), δR⟩ = −∂Rg(q1, τ1, R1)δR

= −
L∑
ℓ=1

∑
i∈Iℓ

⟨qℓi (1)− (ρR)(1)(qℓT,i − qℓT,c)− qℓT,c − τ(1),−ρδR(qℓT,i − qℓT,c)⟩

= −ρ(1)
L∑
ℓ=1

∑
i∈Iℓ

⟨pℓi(1), δR(qℓT,i − qℓT,c)⟩

= −ρ(1)⟨
L∑
ℓ=1

∑
i∈Iℓ

pℓi(1)(q
ℓ
T,i − qℓT,c)T , δR⟩

Similarly, we get pρ(1) = −
∑L
ℓ=1

∑
i∈Iℓ p

ℓ
i(1)(q

ℓ
T,i−qℓT,c)TRT (1) and pτ (1) = −

∑L
ℓ=1

∑
i∈Iℓ p

ℓ
i(1)

Hence the proposition. □

5. Euler-Poincaré equations

In this part, we are back to the general (GGA) framework of a graded group structure acting on
a Banach manifold introduced in section 3 : We study the Hamiltonian equations for the normal
sub-Riemannian geodesics. In particular, the lift of the geodesics on the groups Gk0 satisfies an
integrated version of the Euler-Poincaré equations, and we prove this equation admits a unique
and global solution. This means the geodesics on the Banach space Q is totally determined by the
geodesics in the groups. In practice, this allows us to describe shapes with different spaces while
keeping the same geodesics (cf. corollary 5.4), and we develop some examples of applications in
the next section.
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5.1. Induced metrics on Banach manifold. We recall that V is a Hilbert space continuously
included in TeG

k0+2 and that the map KV : V ∗ → V denotes the inverse of the Riesz isometry
map on V . We consider again the C2 Hamiltonian given by :

HQ :

∣∣∣∣ TQ∗ × V −→ R
(q, p, u) 7−→ (p |u · q)− 1

2 |u|
2
V

In this section we are interested on the normal Hamiltonian equations :{
(q̇, ṗ) = ∇ωHQ(q, p, u)
∂uH(q, p, u) = 0

(22)

We will need the momentum map associated to a couple (q, p) ∈ TQ∗ :

mQ :

∣∣∣∣ TQ∗ −→ (TeG
k0)∗

(q, p) 7−→ mQ(q, p)

where for v ∈ TeGk0 ,
(mQ(q, p) | v) = (p | ξq(v)) = (p | v · q) .

By (S.2), for (q, p) ∈ TQ∗, the infinitesimal action ξq : TeGk0 → TQ is continuous, so that

mQ(q, p) = ξ∗q (p)

and for l ≥ 0 the momentum map mQ(q, p) restricts to a continuous form in (TeG
k0+l)∗ and V ∗.

The last condition of equation (22)

∂uH(q, p, u) = 0 = (p|ξq(.))− ⟨u, ·⟩V

has a unique solution u(q, p) = KV ξ
∗
q (p) = KVmQ(q, p), where to apply KV we are doing a slight

abuse of notation by considering mQ(q, p) as an element of V ∗ through its continuous restriction
to V . Since H is strictly concave in u, we also have that u(q, p) = maxu∈V H(q, p, u). As the
restriction ξ : V ×Q → TQ is a C2 mapping (S.3), the mapping q ∈ Q 7→ ξq |V ∈ L(V, TqQ) is C1

with locally lipschitz derivative, and therefore (q, p) 7→ ξ∗q (p)|V ∈ V ∗ is C1 with locally lipschitz
derivative. Finally the mapping

u :

∣∣∣∣ TQ∗ −→ V
(q, p) 7−→ KV ξ

∗
q (p)

is C1 with locally lipschitz derivative. This allows to introduce the reduced Hamiltonian given
by :

h(q, p) = H(q, p, u(q, p)) = 1

2
|u(q, p)|2V

which is also C1 with locally lipschitz derivative by composition. Its symplectic gradient is given
in charts by

∇ωh(q, p) = (∂ph(q, p),−∂qh(q, p)) = ∇ωH(q, p, u(q, p)),

so that equation (22) reduces to solving

(q̇, ṗ) = ∇ωh(q, p) (23)

From this equation we then retrieve the velocity ut = KV ξ
∗
qt(pt). We get the following theorems

under the (GGA) framework.
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Proposition 5.1 (Existence and uniqueness of the Hamiltonian flow in Q). We have global
existence and uniqueness of the geodesic equation :{

q̇ = ∂ph(q, p)
ṗ = −∂qh(q, p)

(24)

with initial value (q0, p0) ∈ TQ∗. This Hamiltonian flow t 7→ (qt, pt) is C1 on TQ∗.

This Hamiltonian flow can be uniquely lifted as an Hamiltonian flow in the space T ∗Gk0+1 :

Theorem 5.2 (Lifted trajectory and integrated Euler-Poincaré equations). Let t 7→ (qt, pt) ∈
C1(I, TQ∗) be a Hamiltonian flow of (24) and let t 7→ mt

.
= mQ(qt, pt) be the associated mo-

mentum trajectory in (TeG
k0)∗. Then:

(1) there exists a trajectory g ∈ C1(I,Gk0+1) solution of ġt = (KVmt) · gt and satisfying
qt = gt · q0 and hereafter called lifted trajectory;

(2) the momentum map trajectory verifies

mt = Ad∗
g−1
t

(m0) ; (25)

(3) the lifted trajectory t 7→ gt is uniquely defined as the solution in Gk0+1 starting at eGk0+1

of the autonomous differential system

ġ = Gm0(g)
.
= KV Ad∗g−1(m0) · g (26)

with Gm0
: Gk0+1 → TGk0+1 locally Lipschitz.

Remark 5.3. The equation (25) is well defined since m0 ∈ (TeG
k0)∗, the adjoint map Adg−1 :

TeG
k0 → TeG

kk0 is also continuous. This equation is an integrated form of the usual Euler-
Poincaré equations for right invariant metric on Lie groups.

Corollary 5.4 (Uniqueness of the momentum map trajectory). Let Q1 and Q2 be Banach
manifolds such that Gk0 acts on Q1 and Q2 within the (GGA) framework. Let (q10 , p

1
0) ∈ TQ∗

1

and (q20 , p
2
0) ∈ TQ∗

2 such that mQ1(q
1
0 , p

1
0) = mQ2(q

2
0 , p

2
0). Then for all t ≥ 0, we have

mt
.
= mQ1(q

1
t , p

1
t ) = mQ2(q

2
t , p

2
t )

and there is a unique lifted trajectory t 7→ gt satisfying

ġt = KVmt · gt and

 q1t = gt · q10

q2t = gt · q20

Remark 5.5. Following remark 3.2, we can study the case where Q2 = Gk0 so that we come
back to a simple action of Gk0 on Q1 = Q within the (GGA) framework. The momentum map
is simply mt = pG

k0

t · g−1
t and we obtain equivalence between the normal geodesics in the group

Gk0 and the normal geodesics in the shape space Q.
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5.2. Proofs of proposition 5.1, theorem 5.2 and corollary 5.4. We first start by proving
the local existence and uniqueness of solutions of Hamiltonian equations :

Lemma 5.6. We have local existence and uniqueness of the geodesic equation :{
q̇ = ∂ph(q, p)
ṗ = −∂qh(q, p)

(27)

with initial value (q0, p0) ∈ TQ∗. This Hamiltonian flow t 7→ (qt, pt) is C1 on TQ∗ and we have
ut = KVmQ(qt, pt)

Proof. The reduced Hamiltonian h is C1 with locally lipschitz derivative and thus its symplectic
gradient is locally lipschitz. By Picard-Lindelof theorem, we can therefore integrate the equation :

(q̇, ṗ) = ∇ωh(q, p)

and get for any initial data (q0, p0) ∈ TQ∗ a unique Hamiltonian C1 flow t 7→ (qt, pt). □

For the rest of this part, we fix t 7→ (qt, pt) a maximal solution of the Hamiltonian equations,
with initial value (q0, p0). We denote by J the interval of definition of this maximal solution. To
show that J = R, we will first need to lift the flow on the group Gk0 , and study its convergence.
We first define the momentum associated to the flow

mt = mQ(qt, pt)

and we now determine the regularity of the momentum

Lemma 5.7 (Regularity of the momentum map). For all t, mt ∈ (TeG
k0)∗, and the application

t 7→ mt is C1 on (TeG
k0+2)∗

Proof. By definition, we have mQ(q, p) = p ◦ ξq = ξ∗q (p). By hypothesis (S.2), for all t ∈ R, the
action ξqt : TeG

k0 → TqtQ is continuous, and as pt ∈ TqtQ∗, the momentum mt = mQ(qt, pt)

induced a continuous form on TeGk0 .
Furthermore, by (S.3), the restriction ξ : TeG

k0+2 × Q → TQ is C2. Therefore the mapping
q ∈ Q 7→ ξq ∈ L(TeGk0+2, TqQ) is C1 [22, Theorem 5.3]. Consequently the dual mapping
q ∈ Q 7→ ξ∗q ∈ L(TqQ∗, (TeG

k0+2)∗) is also C1. As mt = ξ∗qt(pt) and pt and qt are C1, the
momentum t 7→ mt is C1 in (TeG

k0+2)∗ (and similarly on V ∗ since V is continuously embedded
in TeGk0+2) □

We also lift the Hamiltonian flow on the group. We first retrieve the eulerian velocity ut = KVmt :

Lemma 5.8. The equation
ġt = ut · gt (28)

is well defined on Gk0+1 and has a unique maximal solution C1 on Gk0+1, defined on J . The
solution gt is such that qt = gt · q0

Proof. This is a direct corollary of Proposition 2.6 and Lemma 5.7. We saw that t 7→ mt =

mQ(qt, pt) is C1 in (TeG
k0+2)∗. Moreover, since :

(TeG
k0+2)∗

i∗V→ V ∗ KV≃ V ↪→ TeG
k0+2
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the velocity t 7→ ut = KVmt is C1 in TeGk0+2. By proposition 2.6, there exists gt ∈ ACL1(I,Gk0+1)

satisfying equation (28). Now, since t 7→ ut is C1 and the product

TeG
k0+2 ×Gk0+1 −→ TGk0+1

(u, g) 7−→ u · g

is C1 (G.4), and since gt is continuous, g is therefore C1. □

We can now prove that J = R :

Lemma 5.9. The Hamiltonian flow is defined globally.

Proof. Step 1 : |ut| is constant. To prove that gt is defined on J , we first show that |ut| is
constant. For t ∈ J , we have

d

dt
h(qt, pt) = ∂qh(qt, pt)(q̇t) + ∂ph(qt, pt)(ṗt)

= ∂qh(qt, pt)(∂ph(qt, pt)) + ∂ph(qt, pt)(−∂qh(qt, pt))

= 0 .

But we also have h(qt, pt) = HQ(qt, pt, ut) =
1
2 |ut|

2
V , therefore ut is constant.

Step 2 : J = R
Let b = sup J , and suppose b < +∞. We are going to prove that in that case, the Hamiltonian
flow (qt, pt) converges and thus a contradiction.
We recall that by (G.4), (g, u) ∈ Gk0+1 × TeGk0+1 7→ TeRgu ∈ TGk0+1 is continuous. Then
by [22, Theorem 5.3], the mapping g ∈ Gk0+1 → TeRg ∈ L(TeGk0+1, TGk0+1) is also locally
bounded. Let (U, ϕ) a local chart of Gk0+1 around e, and suppose that there exists K > 0, such
that for all g ∈ U

∥dgϕ ◦ TeRg∥ < K .

Such an open set U always exists since, if we identify TeGk0+1 and the Banach space Bk0+1, the
map g ∈ Gk0+1 7→ dgϕ ◦ TeRg ∈ L(TeGk0+1, TeG

k0+1) is locally bounded. Let t0 ∈ J , and by
translating the curve gt we define g̃t ∈ Gk0+1 :

g̃t = gtg
−1
t0 = Rg−1

t0

gt .

The curve g̃t verifies the Cauchy problem :{
˙̃gt = ut · g̃t = TeRg̃t(ut) ,
g̃0 = e .

(29)

On the open subset J̃ = {t ∈ J, g̃t ∈ U}, we can therefore look at the curve αt = ϕ(g̃t) on the
local chart U , whose derivative is given by α̇t = dg̃tϕ ◦ TeRg̃t(ut). Therefore, for all t ∈ J̃ ,

|α̇t|TeGk0+1 = |dg̃tϕ ◦ TeRg̃t(ut)|TeGk0+1

≤ K|ut|TeGk0+1

≤ K ′|ut|V as V ↪→ TeG
k0+1

and as ut is bounded, by [17] (proposition 1.1, p.68), there exists a, ϵ > 0 independent of t0 so
that the flow αt can be defined on ]t0 − ϵ, t0 + ϵ[∩J and αt ∈ ϕ(U). Therefore, we can take
t0 ∈]b − ϵ, b[, the curve αt will also be defined on ]b − ϵ, b[, is Lipschitz and hence converges
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towards αb ∈ ϕ(U). Thus gt converges towards gb ∈ Gk0+1 when t → b. By (S.1), the action A

of Gk0+1 on Q is continuous, and thus qt = A(gt, q0) converges towards qb = A(gb, q0) ∈ Q.
We also have that pt is solution of the linear differential equation :

ṗt = −∂qh(qt, pt) = − (∂q(ξq(ut))q=qt)
∗
pt

The mapping (q, u) 7→ (∂qξqu)
∗ is continuous and linear with regards to u, therefore there exists

L > 0 and δ > 0 such that in a local chart around qb, and for |u| < δ, we have :

|(∂qξqu)∗|L(Q∗,Q∗) ≤ L

where Q is a Banach model space for Q, and where we identify ((∂qξqu)
∗) with its induced

mapping in the chart around qb. Therefore, for t close to b, we also have :

|(∂qξqut)∗q=qt |L(Q∗,Q∗) ≤ L|ut|/δ = L|u0|/δ

Therefore by Gronwall lemma, p is bounded when t ∈]b − ϵ′, b[ with ϵ′ > 0, and thus ṗ is also
bounded. This implies again that pt converges in TQ∗ towards pb.
Therefore the Hamiltonian flow (qt, pt) converges when t→ b, and then b = +∞. A similar proof
would show that we also have inf J = −∞, hence J = R □

Lemma 5.10. The momentum mt is solution of an integral version of EPdiff, i.e., for v ∈
TeG

k0 :
d

dt
(mt | Adgt(v)) = 0 (30)

Proof. Let v ∈ TeGk0 , we have (mt | Adgt(v)) = (pt |Adgt(v) · qt). We will make all computations
in canonical coordinates on T ∗Q near (qt, pt) (i.e. we locally identify TQ∗ with the trivial bundle
E × E∗ where φ : U → E is a local chart around (qt, pt) for t = t0), and therefore we have

d

dt
(pt |Adgt(v) · qt) =

(
pt |

d

dt
(Adgt(v) · qt)

)
+ (ṗt |Adgt(v) · qt)

where d
dt (Adgt(v) · qt) ∈ TqQ in the charts. We will consider in this proof the mapping

Ã :

∣∣∣∣ Gk0+2 ×Gk0 −→ Q
(g, g′) 7−→ Aq0(gg

′) = gg′ · q0

The mapping Ã is C2 as Aq0 is C∞ (S.2) and by (G.3). Let us first notice that we have the three
equalities

Ã(g, g′) =


Aq0 ◦ Lggt ◦ Lg−1

t
(g′) (Ea)

A(intggt ◦Lg−1
t

(g′), g · qt)) (Eb)

A(g,A(intgt ◦Lg−1
t

(g′), qt)) (Ec)

We start first by computing the derivative ∂1∂2Ã(e, gt)
(
ut, gtv

)
. We have, for g ∈ Gk0+2:

∂2Ã(g, gt)TeLgt(v)
(Eb)
= ∂1A(e, g · qt)Adggt(v)

= ξg·qt(Adggt(v))

and using (Ea), we get also that ∂2Ã(e, gt)TeLgt(v) = TggtAq0 ◦ TeLggt(v). As Aq0 is C∞ on
Gk0 , and g ∈ Gk0+1 7→ TeLggt(v) ∈ TGk0 2.3 is also C∞, then the application g ∈ Gk0+1 7→
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∂2Ã(g, gt)TeLgt(v) is C1 on Gk0+1. Furthermore, since the embedding Gk0+2 ↪→ Gk0+1 is smooth
(G.1) and since s 7→ gs+tg

−1
t is C1 in Gk0+1 with derivative ut at s = 0

∂1,2Ã(e, gt)(ut, gtv) = ∂g(ξg·qt(Adggt(v)))|g=e(ut) =
d

ds
(ξqt+s

(Adgt+s
(v)))|s=0

=
d

dt
(ξqt(Adgt(v)))

(31)

By Schwarz theorem, we also have

∂1,2Ã(e, gt)(ut, gtv) = ∂2,1Ã(e, gt)(ut, gtv)

(Ec)
= ∂2,1A(e, qt)

(
ut, ∂1A(e, qt)Adgt

(
TgtLg−1

t
◦ TeLgt(v)

))
= ∂2,1A(e, qt)(ut,Adgt(v) · qt)

= ∂q(ξq(ut))|q=qt(Adgt(v) · qt)

Therefore we have(
pt |

d

dt
(Adgt(v) · qt)

)
=
(
pt | ∂q(ξq(ut))|q=qt(Adgt(v) · qt)

)
(32)

Since pt is solution of Hamiltonian equation, we get for δq ∈ TqtQ :

(ṗt | δq) = −∂qH(qt, pt, ut)δq =
(
pt | ∂q(ξq(ut))|q=qtδq

)
.

Now for δq = Adgt(v) · qt :

(ṗt |Adgt(v) · qt) = −
(
pt | ∂q(ξq(ut))|q=qt(Adgt(v) · qt)

)
(33)

By summing 32 and 33 we therefore have d
dt (pt |Adgt(v) · qt) = 0 which concludes the proof of

the lemma. □

Now we can complete the proof of the proposition. We have proved that for all v ∈ V , t 7→
(mt | Adgt(v)) is constant, i.e. :

mt = Ad∗
g−1
t

(m0)

We define

Gm0
:

∣∣∣∣ Gk0+1 −→ TGk0+1

g 7−→ KV Ad∗g−1(m0) · g = TeRg(KV Ad∗g−1(m0))

Since ġt = ut · gt = KVmt · gt, the flow gt is therefore solution of the ordinary equation

ġt = Gm0(gt) (34)

on Banach space Gk0+1, and therefore theorem 5.2 is proved. To complete the proof of corollary
5.4, we prove this equation admits one unique solution. We have the following lemma

Lemma 5.11. Let m0 ∈ (TeG
k0)∗. Then the mapping Gm0

is locally-lipschitz from Gk0+1 to
TGk0+1 and the equation 34 admits a unique maximal solution

Proof. We start with the first point. We prove that Gm0
is a locally-Lipschitz mapping. We

have that for g ∈ Gk0+1,

Adg−1 = TgLg−1 ◦ TeRg = (TeLg)
−1 ◦ TeRg
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By proposition 2.3, the mapping g ∈ Gk0+1 7→ TeLg ∈ L(TeGk0 , TgGk0) is locally-Lipschitz.
In a local chart of the bundle TGk0 → Gk0+1 around g ∈ Gk0+1, g 7→ TeLg is the mapping
g 7→ (g, T̂eLg) ∈ V × GL(TeGk0). As GL(TeGk0) is a Banach Lie group, the inverse mapping
inv : GL(TeG

k0) → GL(TeG
k0) is smooth. Thus, the mapping g ∈ Gk0+1 7→ (TeLg)

−1 ∈
L(TgGk0 , TeGk0) is locally-Lipschitz. Furthermore, by (G.4), the mapping (g, u) ∈ Gk0+1 ×
TeG

k0+2 7→ TeRgu ∈ TGk0 is C2, and thus by [22, Theorem 5.3], g ∈ Gk0+1 7→ TeRg ∈
L(TeGk0+2, TgG

k
0) is C1 and thus locally-Lipschitz. By bilinearity of the composition on the prod-

uct L(TgGk0 , TeGk0)× L(TeGk0+2, TgG
k
0), the mapping g ∈ Gk0+1 7→ Adg−1 ∈ L(TeGk0+2, TeG

k)

and then dual mapping g ∈ Gk0+1 7→ Ad∗g−1 ∈ L
(
(TeG

k0)∗, (TeG
k0+2)∗

)
are also locally Lips-

chitz. Therefore
Gk0+1 −→ TeG

k0+2

g 7−→ KV Ad∗g−1(m0)

is locally Lipschitz. Now, since ξ : TeG
k0+2 × Gk+1 7→ TGk0+1 is C1, then Gm0 is locally

Lipschitz, and by Picard-Lindelof, the equation (34) has a unique solution. □

We can now finish the proof of corollary 5.4. Let ((q1t , p
1
t ), u

1
t ) ∈ TQ∗

1 × V and ((q2t , p
2
t ), u

2
t ) ∈

TQ∗
2×V satisfying the conditions of corollary 5.4, and let g1t and g2t be their lifts in Gk0+1. Then

both g1t and g2t satisfies the differential equation in Gk0+1

ġt = Gm0(gt)

with g10 = g20 = eGk0+1 . By (G.5) and lemma 5.11, this equation thus admits a unique solution,
and therefore g1t = g2t

6. Extended diffeomorphisms groups and regularity of the coadjoint map

The usual path on riemannian shape spaces defined from the induced metric by the action of
diffeomorphisms has been following the reduction route: one computes the hamiltonian on the
shape space Q, derives there shooting algorithms encoded from a given initial momenta in the
cotangent space and when needed the lifted trajectory. This happens to be quite effective when
the space space Q supports some sort of discretisation into a finite dimensional space. A common
setting is the case of landmarks where spaces are described as point clouds or various triangu-
lations. If the reduction route can be beneficial from a memory point of view since providing
finite dimensional encoding of the lifted geodesic in the group of diffeomorphisms, interestingly
over-parametrization, or the unreduction route, can be also helpful since it may allow a gain of
regularity in the representation of the momentum compare to the reduced case. We consider in
the following section an illustration of this phenomenon for the group of diffeomorphisms arising
in a common situation of inexact matching for transport of atlases.

6.1. Some extensions of groups of diffeomorphisms. In this part, we define extensions of
groups of diffeomorphisms that satisfy the conditions (G.1-5).

We first recall the definition of the diffeomorphisms group DiffCk
0
(Rd) for k ≥ 1:

Gk = DiffCk
0
(Rd) =

(
id+Ck0 (R

d,Rd)
)
∩Diff1(Rd) .
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Now we introduce two semi-direct products, Hk and Nk:

Hk = DiffCk
0
⋉Ck−1

0 (Rd,R+
∗ )

with group operation given for all (φ, ω), (φ′, ω′) ∈ Hk by

(φ, ω) · (φ′, ω′) = (φ ◦ φ′, ω ◦ φ′ω′)

and
Nk = DiffCk

0
⋉Ck−1

0 (Rd, GLd)

with group operation given for all (φ,A), (φ′, A′) ∈ Nk by

(φ,A) · (φ′, A′) = (φ ◦ φ′, A ◦ φ′A′)

where GLd is the general linear group on R.

Remark 6.1. Clearly, Hk and Nk are (normal) extensions of the group Gk so that Gk can be
seen as a subgroup of bigger groups (providing a natural setting for over-parametrization).

Remark 6.2. Similarly to Gk, we can consider the multiscale versions :

Hk =
∏

0≤l<L

Hk, Nk =
∏

0≤l<L

Nk .

In the following, for φ ∈ Gk, Jφ(x) ∈ GLd is its Jacobian matrix at x ∈ Rq and |Jφ|(x) its
Jacobian determinant.

Proposition 6.3. We have the following properties :

(1) The families of groups (Hk)k≥1, (Nk)k≥1 satisfy the conditions (G.1-5).
(2) The group Gk is embedded in both Hk and Nk through the smooth mappings

iH :

∣∣∣∣ Gk −→ Hk

φ 7−→ (φ, |Jφ|) and iN :

∣∣∣∣ Gk −→ Nk

φ 7−→ (φ, Jφ)

and the differentials of this mappings are given by :

TiH :

∣∣∣∣ TGk −→ THk

(φ, δφ) 7−→
(
(φ, |Jφ|), (δφ, div

(
δφ ◦ φ−1

)
◦ φ |Jφ|)

)
TiN :

∣∣∣∣ TGk −→ TNk

(φ, δφ) 7−→ ((φ, |Jφ|), (δφ, Jδφ))

.

(3) The mapping iH is a morphism of groups (iH(φ′◦φ) = iH(φ′)·iH(φ)) inducing an action
of Gk on Hk by left multiplication (φ · h .

= iH(φ) · h) that satisfy (S.1-3) and such that
we have for any u ∈ TeGk

TφiH(u.φ) = TidiH(u) · iH(φ) .

The same is true for iN and Nk.

Proof. We already saw DiffCk
0

satisfies the conditions (G.1-5). Furthermore, Ck−1
0 (Rd,R+

∗ ) and
Ck−1

0 (Rd, GLd) are Lie groups. Furthermore, for p, l ∈ N, the mapping

Ck−1+l
0 (Rd,Rp)×Gk −→ Ck−1

0 (Rd,Rp)
(a, φ) 7−→ a ◦ φ
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is Cl and C∞ with regards to the first variable. For (φ, ω) ∈ Hk (resp. (φ,A) ∈ Nk), its inverse
is given by (φ, ω)−1 = (φ−1, 1

ω◦φ−1 ) (resp. (φ,A)−1 = (φ−1, A−1 ◦ φ−1) and (G.2) is verified.
Therefore Hk and Nk also satisfy (G.1-5).
We directly see iH and iN are smooth morphisms of groups, and are embeddings. Let’s compute
their derivatives. For (φ, δφ) ∈ TGk we get

∂φ (|Jφ|) δφ = |det(dφ)| tr(dφ−1dδφ)

= |Jφ| tr
(
d
(
δφ ◦ φ−1

)
◦ φ
)

= |Jφ|div(δφ ◦ φ−1) ◦ φ

Thus TφiH(δφ) =
(
δφ, div

(
δφ ◦ φ−1

)
◦ φ |Jφ|

)
and TφiN (δφ) = (δφ, Jδφ).

The last point follows from the chain rule |J(φ′ ◦ φ)| = |Jφ′| ◦ φ|Jφ| which implies iH(φ′ ◦ φ) =
iH(φ′) · iH(φ) □

Since the family of groups Gk act on Hk and Nk satisfying (S.1-3), we can apply proposition 5.1
and corollary 5.4, and we have the following result :

Proposition 6.4. Let k0 ≥ 1, and V ↪→ TeG
k0+2 such that the hypotheses for the (GGA)

framework are satisfied. Let φ0 ∈ Gk0 and pH0 = (pφ0 , p
ω
0 ) ∈ T ∗

iH(φ0)
Hk0 (resp. pN0 = (pφ0 , p

A
0 ) ∈

T ∗
iN (φ0)

Nk0) such that pG0 = (TiH)∗pH0 (resp. pG0 = (TiN )∗pN0 ). Then we have:

(1) The normal geodesic in Hk0 (resp. Nk0) associated to the Hamiltonian equations with
initial value (iH(φ0), p

H
0 ) (resp. (iN (φ0), p

N
0 )) stays in iH(Gk0) (resp. in iG(G

k0)) and
is a normal geodesic in the group Gk0 starting from (φ0, p

G
0 ).

(2) Furthermore, we have the following relation

pGt = (TiH)∗pHt (resp. pGt = (TiN )∗pNt ) (35)

Proof. This is an immediate consequence of Corollary 5.4. We just need to prove the relations
between the co-state variables. Let (φt, pGt ) and (ht, p

H
t ) the corresponding Hamiltonian geodesics

such that
mG(φt, p

G
t ) = mH(ht, p

H
t )

and ht = φt · (φ0, |Jφ0|) = iH(φt), pHt = (pφt , p
ω
t ). Then for δφ ∈ TφtG

k0 , we get(
pGt | δφ

)
=
(
mG(φt, p

G
t ) | δφ ◦ φ−1

t

)
=
(
mH(ht, p

H
t ) | δφ ◦ φ−1

t

)
=
(
pHt | δφ ◦ φ−1

t · iH(φt)
)
=
(
pHt |TiH(δφ)

)
which gives the equality pGt = (TiH)∗pHt □

6.2. Regularity of the momentum. In this section we arguments the introduction of the
groups Hk0 and Nk0 by proving results on the regularity of the momentum. We first start with
this general statement where we consider the Hamiltonian dual variable pt on Q where Q = Gk0

or Hk0 , or Nk0

Proposition 6.5. If the momentum pt is L1 at time t = 1, then it stays L1 for all previous
times t ≤ 1 and given by

pt = p1 −
∫ 1

t

∂q(ξqs(us))
∗psds (36)
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Proof. The proof is done in the case where Q = Gk0 = Diff
C

k0
0
(Rd), the other cases are similar.

We recall pt verifies the Hamiltonian equation with endpoint p1 ∈ L1(Rd,Rd), i.e. pt is solution
of the Linear Cauchy problem : {

ṗ(t) = −∂q(ξqt(ut))∗p(t)
p(1) = p1

which immediately implies we have :

pt = p1 −
∫ 1

t

∂q(ξqs(us))
∗psds

Let q ∈ Gk, u ∈ TeGk0+2 = Ck0+2
0 (Rd,Rd), the linear operator p ∈ L1 7→ ∂q(ξq(u))

∗p is bounded
with image in L1. Indeed, for δq ∈ TqQ = Ck00 (Rd,Rd), we have :

(∂q(ξq(u))
∗p | δq) = (p | ∂q(ξq(u))δq)

=

∫
Rd

⟨p(x), ∂q(ξq(u))δq⟩Rddx

=

∫
Rd

⟨p(x), du(q(x))δq(x)⟩Rddx

=

∫
Rd

⟨du(q(x))T p(x), δq(x)⟩Rddx

Since du ∈ Ck0+1
0 (Rd,Md(R)), therefore (du ◦ q)T p is still in L1, we have :

|∂q(ξq(u))∗p|L1 ≤ |du|Ck+1
0
|p|L1

≤ Cte |u|V |p|L1

and the mapping (u, q) 7→ ∂q(ξq(u))
∗ = (du ◦ q)T ∈ end(L1) is continuous, and therefore the

momentum pt is L1 for all t ∈ [0, 1]. □

Remark 6.6. We can adapt the previous proof and find that if p1 is in Lp, for p ≥ 1 (resp. in
Cl0(R

d,Rd) for l ≤ k), then pt stays in Lp (resp. in Cl0(R
d,Rd)) for all time.

In the following, we will only consider the groups Gk0 and Hk0 . We saw that when we solve the
Hamiltonian equations in both Gk0 and Hk0 , we get the following equality between the momenta

pGt = (TiH)∗pHt (37)

The embedding iH : Gk0 → Hk0 is highly non surjective (the image in Hk0 is not even dense),
and therefore the dual mapping (TiH)∗ : T ∗Hk0 → T ∗Gk0 is not injective.
Let’s compute the dual mapping. Let pG ∈ T ∗Gk0 , pH = (pφ, pw) ∈ T ∗Hk0 , and δφ ∈ TGk0 we
have

(
(TiH)∗pH | δφ

)
= (pφ | δφ)+ (pω | div(δφ ◦φ−1) ◦φ|Jφ|), i.e. we have the following (in the

weak sense) :
(TiH)∗pH = pφ − |Jφ| (dφ∗)

−1∇pω (38)

In particular, if we have pG = (TiH)∗pH , then we get

pG = pφ − |Jφ| (dφ∗)
−1∇pω (39)

Obviously, the momentum (pG, 0) ∈ T ∗Hk0 satisfies equation (39). The non-injectivity of (TiH)∗

allows us to also consider (pφ, pω) to gain regularity. For example, we know that if Ω is a bounded
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regular openset of Rd and p ∈ L2(Ω) with curl(p) = 0, generalisation of the Poincaré’s lemma
[14, 11] gives existence of h ∈ H1

0 (Ω) such that ∇h = p. This suggest a corresponding gain of
regularity in the case φ = eG, between pG and pω solutions of (39).
In the inexact matching setting, we recall that the regularity of the momentum is given by
the endpoint contraint. Suppose that the endpoint constraint is given by the C1 mapping U :

(φ, ω) ∈ Hk0 7→ U(φ, ω) ∈ R, and let φ1 ∈ Gk0 be the endpoint for the geodesic equation. Then
the geodesics momenta for Hamiltonian in both Gk0 and Hk0 have endpoints given by

pφ1 = ∂φU(φ1, dφ1)
pω1 = ∂ωU(φ1, dφ1)

pG1 = (TiH)∗diH(φ1)U = d(φ1,|Jφ1|)U ◦ Tφ1
iH = pφ1 − |Jφ1| (dφ∗

1)
−1∇pω1

Therefore if dU(φ1, ω1) ∈ T ∗Hk0 is L1, the couple (pφ1 , p
ω
1 ) is also L1. However we will see in

next subsection a case where pG1 (and therefore pGt ) has singular parts coming from singularities
from the target. This means the topological and geometric properties of targets and sources
leads to the use of either groups Gk0 or Hk0 .

6.3. An application to transport on atlases. We here give a motivation for using groupsHk0

and Nk0 to compute geodesics induced by the diffeomorphism actions. This will have particular
applications in the special case of atlas (at a tissue scale for example), where the date is given
as an image defined on a set of regions with discontinuities at the boundaries. In the following,
we will consider a metric induced by a Hilbert space V ↪→ Ck0+2

0 (Rd,Rd).
Let X1, X2, . . . , Xn ⊂ Rd open connected pairwise disjoint subsets of Rd with piecewise C1

boundaries such that Rd = ∪ni=1Xi. We denote Σ = ∪i∂Xi the boundary. We consider a
template image I0 : Rd → R such that I0|Xi

is smooth for each Xi, and the sets I0(Xi) are
pairwise disjoint, and a smooth target image I1 : Rd → R. We assume that both I0 and I1 are
square integrable.
We derive the Hamiltonian equations in the space Gk0 : φ̇t = ut ◦ φt

ṗt = −du∗t ◦ φt pt
⟨ut, v⟩V = (pt|v ◦ φt)

(40)

Now we also need to add an endpoint condition to perform inexact matching We define, for I an
image, the endpoint

U(I) =

∫
Rd

(I1 − I)2 (y)dy = |I1 − I|2L2

or equivalently U(φ) = U(φ · I0) =
∫
Rd

(
I1 − I0 ◦ φ−1

)2
(y)dy =

∫
Rd (I1 ◦ φ− I0)2 (x) |Jφ(x)| dx

with φ ∈ Gk0 .

Proposition 6.7. The endpoint constraint U is C1 and the momentum pG
k0

1 at time 1 is given
as a mixture

p1 = −2 (I0 − I1 ◦ φ)∇(φ1 · I0) ◦ φ1|Jφ1|λd + J ◦ φ1

∣∣Jφ1|Σ
∣∣Hd−1

Σ (41)
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where Hd−1
|Σ the d − 1 Hausdorff measure on the boundary, and, for x ∈ φ(Σ), |Jφ1|Σ| is the

Jacobian of φ1 restricted to the tangent bundle of Σ and

J (x) = lim
ϵ→0

((
I1(x)− φ · I0(x+ ϵ

→
n(x))

)2
−
(
I1(x)− φ · I0(x− ϵ

→
n(x))

)2)→
n(x)

with
→
n(x) unit normal vector on φ(Σ).

Proof. We first start by proving U is C1 and we compute its derivative dU . Let (φ, δφ) ∈ TGk0 ≃
Diff

C
k0
0
(Rd)× Ck00 (Rd). Since I1 is smooth, we can differentiate under the integral sign and we

have

dU(φ)δφ =

∫
Rd

2 (I1 ◦ φ− I0) (x) ⟨∇I1 ◦ φ, δφ⟩ (x) |Jφ(x)| dx

+

∫
Rd

(I1 ◦ φ− I0)2 (x) |Jφ| (x) div(δφ ◦ φ−1) ◦ φ(x)dx

=

∫
Rd

2 (I1 − φ · I0) (y)
〈
∇I1, δφ ◦ φ−1

〉
(y)dy +

∫
Rd

|I1 − φ · I0|2 (y) div(δφ ◦ φ−1)(y)dy

Let’s compute the second integral using Stokes theorem. We have :∫
Rd

|I1 − φ · I0|2 (y) div(δφ ◦ φ−1)(y)dy =

n∑
i=1

∫
φ(Xi)

|I1 − φ · I0|2 (y) div(δφ ◦ φ−1)(y)dy

=

n∑
i=1

(
−2
∫
φ(Xi)

(I1 − φ · I0) (y)
〈
∇ (I1 − φ · I0) , δφ ◦ φ−1

〉
(y)dy

+

∫
∂φ(Xi)

∣∣∣I1(y)− lim
ϵ→0

φ · I0(y − ϵ
→
ni(y))

∣∣∣2 〈δφ ◦ φ−1,
→
ni

〉
(y)dHd−1

∂φ(Xi)
(y)

)

= −2
∫
Rd

(I1 − φ · I0)
〈
∇ (I1 − φ · I0) , δφ ◦ φ−1

〉
(y)dy −

∫
φ(Σ)

〈
J , δφ ◦ φ−1

〉
(y)dHd−1

φ(Σ)(y)

Now as p1 = −dU(φ1), we get that :

p1 = −2 (I1 ◦ φ− I0)∇(φ · I0) ◦ φ|Jφ|λd + J ◦ φ
∣∣Jφ|Σ

∣∣Hd−1
Σ . (42)

□

We see that the endpoint constraint can be written as U(φ) = Ũ(φ, |Jφ|) where

Ũ(φ, ω) =

∫
Rd

(I1 ◦ φ(x)− I0(x))2 ω(x)dx

where (φ, ω) ∈ Hk, and we can also compute the corresponding momentum (pφ1 , p
ω
1 ) at time 1

which is L1: {
pφ1 = −∂φŨ(φ1, |Jφ1|) = 2 (I0 − I1 ◦ φ) |Jφ1| ∇I1 ◦ φ
pω1 = −∂ωŨ(φ1, |Jφ1|) = −|I0 − I1 ◦ φ|2

7. Conclusion

In this paper, we generalized the previous work on right-invariant sub-Riemannian structures on
shape spaces induced by the group of diffeomorphisms [2, 3, 1, 4] to metrics induced by more
general groups. In the (GGA) framework, we provided very general assumptions to study new
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group actions and capture more sophisticated deformations.

We also showed that the unreduction route, i.e. the over-parametrization through the use of
extensions of the diffeomorphisms group, allows to gain some regularity on the momenta variables.
Numerically, this disentanglement allows more degrees of freedom and we hope this can stabilize
optimization and yield better solutions. The counterpart is that we need more variables and
hence more memory for the new momenta variables. This gives new perspectives regarding
optimization which are left for future investigations.

Appendix A. Manifold structure on the set of absolutely continuous curves

In this part, we give a more detailed proof of proposition 2.5, and put a Banach differentiable
structure on the space of absolutely curves ACLp([a, b],M), where M is differentiable manifold
modeled on a Banach space B. The proof is actually contained in [16], in a more general setting,
we include it here for the case of absolutely continuous curves for sake of completeness.
Let A be the set of all the α = (aα, Uα, φα) such that there exist a positive integer n = nα, a
family aα = (aαi )0≤i≤n such that 0 = a0 < . . . < an = 1 and two families Uα = (Uαi )1≤i≤n and
φα = (φαi )1≤i≤n such that (Uαi , φ

α
i ) is a chart on M with φαi : Uαi → V αi = φαi (U

α
i ) ⊂ B for

1 ≤ i ≤ n. We will denote Iα = (Iαi )1≤i≤n where Iαi = [aαi−1, a
α
i ].

For any α ∈ A and n = nα, we denote Uα = ACLp(aα;Uα) where

ACLp(aα;Uα) = { η ∈ C([0, 1],M) | η(Iαi ) ⊂ Uαi and φαi ◦ η|Iαi ∈ ACLp(Iαi ,B), 1 ≤ i ≤ n } ,

Eα =
∏n
i=1ACLp(Iαi ;B) and Φα : Uα → Eα the one-to-one mapping defined by

Φα(η) = (φαi ◦ η|Iαi )1≤i≤n .

We denote Nα = Φα(Uα).

Proposition A.1. We can create a differentiable structure on ACLp([0, 1],M) by showing the
two following facts:

(1) For any α ∈ A, Nα is a submanifold of Eα.
(2) For any α, β ∈ A such that Uα,β = Uα ∩ Uβ ̸= ∅, then Φα(Uα,β) (resp. Φβ(Uα,β)) is

an open subset of Nα (resp. N β) and Φα,β = Φβ ◦ (Φα)−1 : Φα(Uα,β)→ Φβ(Uα,β) is a
smooth diffeomorphism.

A smooth atlas is then given by the family of charts (Uαψ ,Φαψ), for any α ∈ A and any chart
(Vψ, ψ) on Nα where Uαψ = (Φα)−1(Vψ), and Φαψ = ψ ◦ Φα.

Remark A.1. In this construction, the family of sets (Uαψ ) defines the manifold topology of
ACLp(I,M), and the sets Uα are open submanifolds of ACLp(I,M).

Proof. We first show (1): For n = 1, the result is trivial. For n > 1, if we introduce the
open set Vα = { η ∈

∏n
i=1ACLp(Iαi ;V

α
i ) | ηi(ai) ∈ φαi (U

α
i+1) ∀1 ≤ i ≤ n − 1} of Eα,

we have Nα ⊂ Vα. Moreover, we have Nα = (σα)−1(0) for σα : Vα →
∏n
i=2 B such that

σα(η) = (φαi+1 ◦ (φαi )−1 ◦ ηi(aαi )− ηi+1(a
α
i ))1≤i<n. Since σα is smooth, it is enough to conclude
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to show that at any point η ∈ Nα, σα is a submersion at η. However, considering the closed
subspace Hn = { (0, δη2, · · · , δηn) | δηi : Iαi → B is contant } of TηVα ≃

∏n
i=1ACLp(Iαi ,B), we

get immediatly that Tησα is surjective and KerTησα ⊕Hn = TηVα so that its kernel splits (see
[17] prop 2.2)

Let us prove (2): Let first remark that there exists a unique γ = (aγ , Uγ) such that range(aγ) =
range(aα)∪ range(aβ), Uα,β = Uγ with Uγk = Uαik ∩U

β
jk

for (ik, jk) the unique pair (i, j) for which
Iγk = Iαi ∩I

β
j . We check that Φα(Uα,β) = Nα∩

∏nα

i=1 Vαi with Vαi = { ηi ∈ ACLp(Iαi ,B) | ηi(I
γ
k ) ⊂

ϕαi (U
γ
k ), k s.t. i = ik } open in ACLp(Iαi ,B) so that Φ(Uα,β) is an open set of Nα.

We consider the continuous linear injectif mapping jα : Eα → Eα,β =
∏

1≤k≤nγ ACLp(Iγk ,B)
defined by jα(η) = (ηik |Iγk

)1≤k≤nγ . We check that jα is an isomorphism onto its image since

Eα,β = jα(Eα) ⊕
∏nγ

k=1{ δηk ∈ ACLp(Iγk ,B) | δηk ≡ c1ik=0 for c ∈ R } so that jα(Eα) splits
(see [17] prop 2.2). Similarly jβ : Eβ → Eβ,α is an isomorphism onto its image. Moreover,
we have a smooth diffeomorphic mapping Ψα,β : Vα,β → Vβ,α between the open set Vα,β =∏nγ

k=1ACLp(Iγk , φ
α
ik
(Uγk )) ⊂ Eα,β and the open set Vβ,α =

∏nγ

k=1ACLp(Iγk , φ
β
jk
(Uγk )) ⊂ Eβ,α

given by Ψα,β(η = (ηk)1≤k≤nγ ) = (φβjk ◦ (φ
α
ik
)−1 ◦ηk)1≤k≤nγ . Since jα(Φα(Uα,β)) ⊂ Vα,β and for

any η ∈ Uα,β we have Ψα,β ◦ jα ◦Φα(η) = jβ ◦Φβ(η) we get that Φα,β = (jβ)−1 ◦Ψα,β ◦ jα|Φα(Uα,β)

so that Φα,β is a smooth diffeomorphism. □

We now want to characterize the tangent bundle of ACLp(I,M). We first start by proving the
following result

Proposition A.2. The evalutation map evt0 : ACLp(I,M)→M, where t0 ∈ I is smooth.

Proof. We prove this result using the previous construction. Let t0 ∈ I, let η ∈ ACLp(I,M),
and let Uα = ACLp(aα;Uα) such that η is in Uα. Let also i ∈ {1, .., n} such that t0 ∈ Iαi , and
thus

evt0(Uα) ⊂ Uαi
It is equivalent to prove the smoothness of the induced evolution mapping ẽvt0 = φαi ◦evt0 ◦(Φα)−1 :

Nα → V αi , and given by :

ẽvt0 :

{
Nα −→ V αi

(η1, . . . , ηn) 7−→ ηi(t0)
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This mapping is the restriction of a linear mapping ẽvt0 : Eα → B, which is continuous since the
evaluation is continuous in ACLp(Iαi ,B) [12], and thus ẽv : Nα → V αi is smooth. □

Now we can finally characterize the tangent bundle of ACLp(I,M), and we prove it is isomorph
to the bundle ACLp(I, TM)→ ACLp(I, TM)

Proposition A.3. Let π∗ : ACLp(I, TM)→ ACLp(I,M) given by

π∗ :

{
ACLp(I, TM) −→ ACLp(I,M)

γ 7−→ π ◦ γ

where π = πTM : TM → M is the tangent bundle of M. Then π∗ : ACLp(I, TM) →
ACLp(I,M) can be taken as the tangent bundle of ACLp(I,M) through the isomorphism

ζ :

{
TACLp(I,M) −→ ACLp(I, TM)

w 7−→ [t 7→ Tπ(w) evt w]
(43)

Proof. Since the evaluation mapping is smooth, the curve γ : t 7→ Tπ(w) evt w is well defined
in TM. Let’s first show that it is an absolutely continuous curve. We denote η = π(w),
and we have η(t) = evt(η) = π(γ(t)). Like previously in proposition A.1, we can define an open
submanifold (Uα,M,Φα,M) ofACLp(I,M), where Uα,M = ACLp(aα, Uα,M) for some open charts
(Uα,Mi , φα,Mi ) of M. We suppose η ∈ Uα,M. We can now also define an induced submanifold
(Uα,TM,Φα,TM) of ACLp(I, TM), where Uα,TM = ACLp(aα, Uα,TM), Uα,TM

i = TUα,Mi , and
φα,TM
i = Tφα,Mi . The diffeomorphism Φα,TM : Uα,TM → Nα,TM is defined as previously with

the diffeomorphisms φα,TM
i . This gives us the following commutative diagram

Uα,M

Φα,M

��

Uα,TMπ∗oo

Φα,TM

��
Nα,M Nα,TM

Since η ∈ Uα,M, and η(t) = π(γ(t)), therefore for all 1 ≤ i ≤ n, γ(Iαi ) ⊂ U
α,TM
i = TUα,Mi , such

that Tφαi ◦ γ|Iαi is in TV αi and for t ∈ Iαi

Tφαi ◦ γ|Iαi (t) = T (φαi ◦ evt)w

= T (φαi ◦ evt ◦(Φα,M)−1)TΦα,Mw

Since w̃ = TΦα,Mw ∈ TNα ⊂
∏n
i=1ACLp(Iαi , V

α
i )×ACLp(Iαi ,B), we thus have Tφαi ◦ γ|Iαi (t) =

w̃(t), and then γ|Iαi ∈ ACLp(Iαi , U
α,TM
i ) and γ is continuous. Therefore γ is in Uα,TM ⊂

ACLp(I, TM), and ζ(TUα,M) ⊂ Uα,TM.
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Let’s prove now ζ : TUα,M → Uα,TM is smooth. According to what precedes, we get the
following diagram

TUα,M

TΦα,M

��

ζ // Uα,TM

Φα,TM

��
TNα,M
� _

��

Nα,TM
� _

��
TEα

∼ // ∏n
i=1ACLp(Iαi ,B× B)

And we can verify that under the identification TEα ≃
∏n
i=1ACLp(Iαi ,B × B), we also have

the identification TNα,M ≃ Nα,TM, and this identification is exactly given by Φα,TM ◦ ζ ◦
(TΦα,M)−1. Therefore ζ : TUα,M → Uα,TM is a smooth bundle isomorphism with base space
Uα,M □

References

[1] S. Arguillere. The general setting for shape analysis. arXiv preprint arXiv:1504.01767, 2015.
[2] S. Arguillere. Sub-riemannian geometry and geodesics in Banach manifolds. The Journal

of Geometric Analysis, 30(3):2897–2938, 2020.
[3] S. Arguillère and E. Trélat. Sub-riemannian structures on groups of diffeomorphisms. Jour-

nal of the Institute of Mathematics of Jussieu, 16(4):745–785, 2017.
[4] S. Arguillère, E. Trélat, A. Trouvé, and L. Younes. Shape deformation analysis from the

optimal control viewpoint. Journal de Mathématiques Pures et Appliquées, 104(1):139–178,
2015.

[5] M. Bauer, M. Bruveris, and P. Michor. Overview of the geometries of shape spaces and
diffeomorphism groups. Journal of Mathematical Imaging and Vision, 50, 05 2013.

[6] M. Bauer, P. Harms, and P. W. Michor. Regularity and completeness of half-lie groups,
2023.

[7] M. Bruveris, L. Risser, and F.-X. Vialard. Mixture of kernels and iterated semidirect product
of diffeomorphisms groups. Multiscale Modeling & Simulation, 10(4):1344–1368, 2012.

[8] M. Bruveris and F.-X. Vialard. On completeness of groups of diffeomorphisms. J. Eur.
Math. Soc., 19(5):1507–1544, 2017.

[9] N. Debroux, C. Le Guyader, and L. A. Vese. A multiscale deformation representation. SIAM
Journal on Imaging Sciences, 16(2):802–841, 2023.

[10] D. G. Ebin and J. Marsden. Groups of diffeomorphisms and the motion of an incompressible
fluid. Annals of Mathematics, 92(1):102–163, 1970.

[11] V. Girault and P.-A. Raviart. Finite element methods for Navier-Stokes equations: theory
and algorithms, volume 5. Springer Science & Business Media, 2012.

[12] H. Glöckner. Measurable regularity properties of infinite-dimensional lie groups. 2015.



GGA MODEL 39

[13] T. Goliński and F. Pelletier. Regulated curves on a Banach manifold and singularities of
endpoint map. I. Banach manifold structure. arXiv preprint arXiv:2112.14690, 2021.

[14] S. Kesavan. On Poincaré’s and JL Lions’ lemmas. Comptes Rendus Mathematique,
340(1):27–30, 2005.

[15] A. Kriegl and P. W. Michor. The convenient setting of global analysis, volume 53. American
Mathematical Soc., 1997.

[16] N. Krikorian. Differentiable structures on function spaces. Transactions of the American
Mathematical Society, 171:67–82, 1972.

[17] S. Lang. Fundamentals of Differential Geometry. Graduate Texts in Mathematics. Springer
New York, 2001.

[18] T. Marquis and K.-H. Neeb. Half-lie groups. Transformation Groups, 23:801 – 840, 2018.
[19] M. Miller, D. Tward, and A. Trouvé. Molecular computational anatomy: Unifying the

particle to tissue continuum via measure representations of the brain. BME Frontiers, 2022,
2022.

[20] K. Modin, A. Nachman, and L. Rondi. A multiscale theory for image registration and
nonlinear inverse problems. Advances in Mathematics, 346:1009–1066, 2019.

[21] R. Montgomery. A Tour of Subriemannian Geometries, Their Geodesics and Applications,
volume 91 of Mathematical Surveys and Monographs. American Mathematical Society, Prov-
idence, RI, 2002.

[22] H. Omori and A. M. Society. Infinite-dimensional Lie Groups. Translations of mathematical
monographs. American Mathematical Society, 1997.

[23] L. Risser, F.-X. Vialard, R. Wolz, M. Murgasova, D. D. Holm, and D. Rueckert. Simulta-
neous multi-scale registration using large deformation diffeomorphic metric mapping. IEEE
transactions on medical imaging, 30(10):1746–1759, 2011.

[24] A. Schmeding. Manifolds of absolutely continuous curves and the square root velocity
framework. arXiv: Differential Geometry, 2016.

[25] S. Sommer, F. Lauze, M. Nielsen, and X. Pennec. Sparse multi-scale diffeomorphic registra-
tion: the kernel bundle framework. Journal of mathematical imaging and vision, 46(3):292–
308, 2013.

[26] E. Tadmor, S. Nezzar, and L. Vese. A multiscale image representation using hierarchical
(BV, L2) decompositions. Multiscale Modeling & Simulation, 2(4):554–579, 2004.

[27] A. Trouvé. An infinite dimensional group approach for physics based models in pattern
recognition. International Journal of Computer Vision - IJCV, 01 1995.

[28] L. Younes. Shapes and diffeomorphisms. Springer, 2019.


	1. Introduction
	2. Graded group structures
	2.1. Admissible graded group structure
	2.2. Adjoint representation
	2.3. Absolutely continuous curves and differentiable structure
	2.4. The example of half-Lie groups

	3. Sub-Riemannian geometry on Banach manifolds induced by right-invariant metrics
	3.1. Definition of the shape space
	3.2. Horizontal curves and distance
	3.3. Sub-Riemannian geodesics and critical points of the energy
	3.4. Hamiltonian flow and normal geodesics
	3.5. Inexact matching

	4. Intermezzo: Multiscale shape space
	4.1. Basic framework
	4.2. Adding the action of a finite dimensional Lie group

	5. Euler-Poincaré equations
	5.1. Induced metrics on Banach manifold
	5.2. Proofs of proposition 5.1, theorem 5.2 and corollary 5.4

	6. Extended diffeomorphisms groups and regularity of the coadjoint map
	6.1. Some extensions of groups of diffeomorphisms
	6.2. Regularity of the momentum
	6.3. An application to transport on atlases

	7. Conclusion
	Appendix A. Manifold structure on the set of absolutely continuous curves
	References

