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Practical Synchronization of Perturbed Networks of Semi-Passive
Systems

Anes Lazri Mohamed Maghenem Elena Panteley Antonio Lorı́a

Abstract— This paper studies heterogeneous networks of
nonlinear systems in the presence of bounded perturbations.
We proposed a framework based on semi-passivity of the
nodes, interconnected according to a static consensus protocol,
to guarantee global uniform ultimate boundedness as well as
global uniform ultimate boundedness. These conclusions allow
us to ensure global practical synchronization when the coupling
gain is allowed to be large. Our may contribution shows that
network-wide input perturbations, that can affect the entire
network, can be handled provided that a single, well-located,
node possesses the right robustness properties. The obtained
results are illustrated in simulation on a network of mobile
robots.

I. INTRODUCTION

During the last decades, nonlinear interconnected systems
have been extensively studied in various fields of research,
including biology [1], sociology [2], and power engineering
[3]. Many properties attract this interest, such as synchro-
nization, consensus, and clustering, to name but a few. The
trajectories of interconnected systems depend on several
factors: the type of interconnection, the coupling gain, and
the properties of the interconnected systems. Regarding the
properties of the various interconnected systems, the theory
of passivity and dissipativity is one of the most considered
aspects for studying the synchronization of interconnected
systems, for example in [4], [5].

The main interest of this paper is to present conditions
for uniform ultimate boundedness of perturbed semi-passive
systems interconnected over directed networks. Such systems
define a passive map outside a given compact around the
origin [6], [4]. Similar properties can be found in the litera-
ture, such as quasipassivity [7], set-passivity [8], and almost
passivity [9]. Semi-passivity is a property of several physical
and biological systems such that conductance-based neuronal
model (Hodgkin-Huxley, Morris-Lecar, FitzHugh-Nagumo,
and Hindmarsh-Rose) [1], robotics [10]. This property is
essential for proving various other network characteristics:
asymptotic stability of the origin and almost global orbital
asymptotic stability —see [11]. In addition, in [12], such
property is essential to find conditions under which the
synchronization set is uniformly globally asymptotically
stable or globally asymptotically practically stable. Note
that perturbations are not considered in the previously cited
works. Furthermore, one of the first works to deal with

M. Maghenem is with University of Grenoble Alpes, CNRS, Grenoble
INP, GIPSA-Lab, France. E-mail: mohamed.maghenem@cnrs.fr; E. Pante-
ley and A. Lorı́a are with L2S, CNRS, 91192 Gif-sur-Yvette, France. E-
mail: elena.panteley@cnrs.fr and antonio.loria@cnrs.fr A. Lazri is with L2S,
CNRS, Univ Paris-Saclay, France (e-mail: anes.lazri@centralesupelec.fr)

the ultimate boundedness of interconnected semi-passive
systems for undirected networks is [4], and the result was
then used to analyze the global asymptotic stability in [13]. In
numerous practical scenarios, however, achieving asymptotic
stability is conservative due to unmodeled dynamics, mea-
surement noise, and disturbances. Consequently, the primary
properties often established for such systems are ultimate
boundedness, indicating that errors persist within a certain
vicinity of the origin over a prolonged period and practical
synchronization. This explains why several papers analyze
ultimate boundedness of semi-passive systems. In [14], the
authors study ultimate boundedness for strongly connected
networked systems. In addition to this work, the authors
of [10] aim to synchronize interconnected robotic systems
with dynamic uncertainties. They propose a control law that
makes the network in closed-loop semi-passive and then
show that it guarantees ultimate boundedness. The central
assumption on the interconnection graph is that it is balanced.

Note that all these works consider the interconnection
graph to be either undirected or directed with certain con-
straints on connectivity: strongly connected or balanced.
Nevertheless, many networks may not meet this criterion, for
example, in control applications [15], in physics [16], or in
opinion analysis [17], which explains the interest in directed
networks with a spanning tree. Moreover, in several practical
cases, interconnection can be disrupted. Consequently, it is
necessary to study the behavior of this type of networks,
considering a perturbation in the interconnection term. In
this paper, we analyze the ultimate boundedness of the
trajectories of a network of semi-passive systems in the
presence of a perturbation, presenting the conditions for
which this property is verified. The same conditions will
subsequently lead to the deduction of the practical asymptotic
stability of the synchronization error.

Regarding the structure of the paper, the following section
presents the formulation of the problem and sets the general
framework for the work that is carried out. Sections IV and V
are devoted to the main results, illustrated with a numerical
example in Section VI. Finally, the last section presents the
conclusions and prospects for the future.

II. NOTATIONS

For x ∈ Rn, x⊤ denotes its transpose, |x| denotes its
Euclidean norm, and, diag{x} ∈ Rn×n denotes the diagonal
matrix whose ith diagonal element is the ith element of x.
For a set K ⊂ Rn, |x|K := min{|x − y| : y ∈ K} denotes
the distance of x to the set K. For a symmetric matrix Q ∈



Rn×n, λi(Q) denotes the ith smallest eigenvalue of Q. A
class K function α : R≥0 → R≥0 is continuous, increasing,
and, α(0) = 0. A class K∞ function α : R≥0 → R≥0

satisfies α ∈ K and α(s) → ∞ as s → ∞. A class L
function σ : R≥0 → R≥0 is continuous, non-increasing, and,
tends to zero as its argument tends to infinity. A class KL
function β : R≥0 × R≥0 → R≥0 satisfies β(., t) ∈ K for
any fixed t ≥ 0, and, β(s, .) ∈ L for any fixed s ≥ 0.
Furthermore α− denotes the inverse function of α. We denote
by 1n := [1 1 ... 1]⊤ the vector of n entries equal to 1.

III. PROBLEM FORMULATION

Consider a group of n dynamical nonlinear systems mod-
eled by1

ẋi = fi(xi) + ui, xi ∈ R, i ∈ {1, 2, · · · , n}, (1)

where fi : R 7→ R is continuous for all i ∈ {1, 2, · · · , n}
and ui is set to

ui := −γ
n∑

i=1

aij(xi − xj) + di(t) ∀i ∈ {1, 2, · · · , n},

(2)

where d := [d1 d2 · · · dn]⊤ is a bounded input perturbation,
for which, there exists d̄ > 0 such that

supt≥0|d(t)| ≤ d̄. (3)

In the case that the systems are heterogeneous (i.e. the
fis are not necessarily equal) and d1 = d2 = · · · = dn =
0, asymptotic synchronization cannot be guaranteed, and
only “practical” synchronization is usually ensured [18]-[19].
Considering this, this paper studies practical synchronization
for perturbed networks by imposing robustness properties on
only a single agent.

A standing hypothesis is that each unit possesses certain
physical properties reminiscent of energy dissipation. More
precisely, we assume the following.

Assumption 1 (State strict semi-passivity): For each i ∈
{1, 2, ..., n}, the input-output map ui 7→ xi defined by the
dynamics (1) is state strict semipassive [4]. Furthermore,
there exists a continuously differentiable storage function
Vi : R → R≥0, a class K∞ function αi, a constant ρi > 0, a
continuous function Hi : R → R, and a continuous function
ψi : R≥0 → R≥0, such that

αi(|xi|) ≤ Vi(xi), V̇i(xi) ≤ 2uixi −Hi(xi), (4)

and Hi(xi) ≥ ψi(|xi|) for all |xi| ≥ ρi. •
Remark 1: This property is called strict quasipassivity in

[7]. The authors of [6] define a similar property without
imposing radial unboundedness of the storage function; see
also [4]. Uniform ultimate boundedness of the trajectories
of networks of semi-passive systems when d(t) = 0 is
demonstrated in [20]. •

1To simplify the notation, we consider each xi to be scalar. The results
apply even when the xis are vectors of the same dimension, as illustrated
in the simulation example.

Now, defining x := [x1 · · · xn]
⊤, and F (x) :=[

f1(x1) f2(x2) · · · fn(xn)
]⊤

, we may write the system in
a compact form as

ẋ = F (x)− γLx+ d(t), (5)

where the entries of the Laplacian L are given by

[L]i,j =


−aij , i ̸= j

n∑
ℓ = 1
ℓ ̸= i

aiℓ, i = j, i, j ≤ n.

Note that (5) corresponds to the dynamics of a networked
system with an underlying topology represented by a graph
G, for which, we assume the following.

Assumption 2: The graph G is directed and contains a
spanning tree. •
Assumption 2 is fundamental because it guarantees that the
Laplacian matrix L has exactly one zero eigenvalue λ1(L) =
0, and, λi(L) > 0 for all i ∈ {2, 3, · · · , n}.

Under Assumption 2, G can be decomposed into a leading
strongly connected subgraph {Gℓ(Vℓ, Eℓ)} with no incoming
links, and, a sub-graph of followers {Gf (Vf , Ef )}. Note
that a single node with no incoming links can also be
considered as a leading strongly connected subgraph. Up
to some permutation, the matrix L can be expressed in the
lower-block triangular form

L =

[
Lℓ 0

−Alf Mf

]
, (6)

where Lℓ := Dℓ−Aℓ ∈ Rnℓ×nℓ corresponds to the Laplacian
matrix of the strongly connected graph Gℓ, the lower-left
block Alf ∈ Rnf×nℓ , nf := n−nℓ, is a non-negative matrix,
and the lower-right block Mf ∈ Rnf×nf is a non-singular
M -matrix. Therefore, the state x may be decomposed into
x := [x⊤ℓ x⊤f ]

⊤ and system (5) takes the cascaded form

ẋℓ = fℓ(xℓ)− γLℓxℓ + dℓ(t), (7a)
ẋf = ff (xf ) + γAℓfxℓ − γMfxf + df (t), (7b)

fℓ(xℓ) :=
[
f1(xℓ1) · · · fnℓ

(xℓnℓ
)
]⊤
,

ff (xf ) :=
[
fnℓ+1(xf1) · · · fnℓ+nf

(xfnf
)
]⊤
.

Equation (7a) governs the dynamics of the leading strongly-
connected component, which is a networked system with
the underlying strongly connected graph Gℓ, and (7b) cor-
responds to the dynamics of the follower component.

At this stage, we assume a certain robustness property for
a single agent of index k ∈ {1, 2, · · · , nℓ}. We will show
that, when such a robust agent takes part of Gl, it allows the
network to handle perturbations affecting any other agents.

Assumption 3: There exists k ∈ {1, 2, · · · , nℓ} and two
positive constants c1 and c2 such that

ψk(|xk|) ≥ c1|xk| − c2, ∀|xk| ≥ ρk,

where (ψk, ρk) are introduced in Assumption 1. •



Under Assumptions 1-2 and when Assumption 3 holds for
a specific choice of (c1, c2), the solutions to (5) can be
proven to be globally uniformly bounded (GUB) and globally
ultimately uniformly bounded (GUUB).

Definition 1 (GUB): The solutions t 7→ x(t) to (5) are
globally bounded, uniformly in γ, if, for every ro > 0 and
γo > 0, there exists R = R(ro, γo) ≥ ro such that, for all
γ ≥ γo and t 7→ d(t) satisfying (3),

|x(0)| ≤ ro ⇒ |x(t)| ≤ R ∀t ≥ 0.

•
Definition 2 (GUUB): The solutions t 7→ x(t) to (5) are

globally ultimately bounded, uniformly in γ, if given γo > 0,
there exists r = r(γo) > 0 such that, for all ro > 0, there
exists T = T (ro, γo) ≥ 0 such that, for all γ ≥ γo and
t 7→ d(t) satisfying (3),

|x(0)| ≤ ro ⇒ |x(t)| ≤ r ∀t ≥ T.

•
In addition to guaranteeing GUB and GUUB of the

trajectories of (5), Assumptions 1-3 will allow us to conclude
global practical synchronization, which corresponds to global
asymptotic stability (GAS) of a neighborhood of the set

A := {x ∈ Rn : x1 = x2 = · · · = xn}.

Definition 3 (Global Practical Synchronization): System
(5) achieves global practical synchronization if, for
each δ > 0, there exists λ∗ > 0 such that, for
each λ ≥ λ∗ and t 7→ d(t) satisfying (3), the set
Bδ(A) := {x ∈ Rn : |x|A ≤ δ} is GAS. •

IV. MAIN RESULT 1: BOUNDEDNESS PROPERTIES

The main result of this section establishes GUB and
GUUB of the trajectories to (5) (see Theorem 1). Based on
such a result, in the next section, we prove global practical
synchronization for (5) (see Theorem 2).

The following Lemma is key to find the right conditions
that (c1, c2) in Assumption 3 need to verify.

Lemma 1: Let Lℓ ∈ Rnℓ×nℓ be the Laplacian matrix
of a directed and strongly connected graph. Let vℓ :=
[v1 v2 · · · vnℓ

]⊤ ∈ Rnℓ such that v⊤ℓ Lℓ = 0. Then, vi > 0
for all i ∈ {1, 2, ..., nℓ}, Ker(VℓLℓ + L⊤

ℓ Vℓ) = Span{1nℓ
},

and Q := VℓLℓ + L⊤
ℓ Vℓ is positive semi-definite, where

Vℓ := diag{vℓ}. □

Theorem 1 (GUB & GUUB): Consider system (5) such
that Assumptions 1 and 2 and (3) hold. Then, the solutions
to (5) are GUB and GUUB according to Definitions 1 and
2, respectively, provided that Assumption 3 holds with

c1 >
2d̄|Vℓ1nℓ

|
vk

. (8)

□

Due to space constraints, a sketch of a proof is provided
in the appendix, the full proof will appear elsewhere.

According to Theorem 1, for each γ ≥ γo > 0, the
solutions to (5) starting from a ball Bro of radius ro > 0
remain bounded, i.e., they remain in a bigger ball BR of
radius R(ro, γo) > 0. Furthermore, those trajectories reach
and remain in a ball Br of radius r(γo) > 0, which does not
depend on ro, after a time T (ro, γo) > 0 which can depend
on both ro and γo. This shows, in particular, that the presence
of input perturbations t 7→ d(t) satisfying (3) cannot render
the trajectories to (5) unbounded, thanks to Assumption 3
establishing the existence of a well-located robust node. In
particular, we show that imposing an appropriate robustness
property on a single agent, belonging to the leading strongly-
connected component of a network whose graph contains a
spanning tree, is enough to handle a class of perturbations
that can affect the entire network.

Remark 2: The proof of Theorem 1 is constructive and
explicit upper bounds of (r(ro), T (ro, γo)), and R(ro, γo)
can be deduced from the proof. Furthermore, we can always
choose R(ro, γo) so that ro 7→ R(ro, γo) is continuous and
non-decreasing. •

V. MAIN RESULT 2: PRACTICAL SYNCHRONIZATION

To analyse practical synchronization, we rely on an equiv-
alent representation of the network dynamics (5), follow-
ing [12]. That is, after Assumption 2, we conclude that
λ1(L) = 0 has multiplicity one, and L admits the Jordan-
block decomposition

L = V

[
0 0
0 Λ

]
V −1,

where Λ ∈ R(n−1)×(n−1) is composed by the Jordan blocks
corresponding to the n positive eigenvalues. Moreover, V
and V −1 correspond to

V =
[
1n U

]
, V −1 =

[
v⊤l
U†

]
,

where U ∈ Rn×n−1, and

v⊤l U = 0, U†U = In.

Now, using V −1, we define the new coordinates[
xm
ev

]
:=

[
v⊤l x
U†x

]
.

In these new coordinates, since V V −1 = 1nv
⊤
l + UU†, the

state vector x can be expressed as

x = 1nxm + Uev. (9)

Therefore, the network dynamics consists of two intercon-
nected dynamics: the “average-state” dynamics (the dy-
namics of xm) and the projected ”synchronization-error”
dynamics (the dynamics of ev). Under this transformation,
we obtain

ẋm = Fm(d, xm, ev) (10a)
ėv = −γΛev +Ge(d, xm, ev), (10b)



where

Fm(d, xm, ev) = v⊤l [F (1nxm + Uev) + d],

Ge(d, xm, ev) = U†[F (1nxm + Uev) + d].

In view of (9), when ev = 0, we conclude that x = 1nxm,
thus,

A = {x ∈ Rn : ev = U†x = 0}.

Consequently, to analyse global practical synchronization for
(5) (i.e., GAS of Bδ(A)), it is enough to analyze global
practical asymptotic stability (GPAS) of the origin {ev ∈
Rn−1 : ev = 0} for (10b). More precisely, based on [21],
we establish the following property.

Property 1 (GPAS of {ev = 0}): For each δ > 0 and
Rm > 0, there exists λ∗ > 0 and β ∈ KL such that, for
each λ ≥ λ∗, the solutions to (10b) satisfy

|ev(t)| ≤ δ + β(|ev(0)|, t) ∀t ≥ 0, ∀ev(0) ∈ Rn−1,

for any t 7→ xm(t) solution to (10a) with |xm(0)| ≤ Rm,
and for any t 7→ d(t) verifying (3). •

Remark 3: In view of the GUB and GUUB properties
established in Theorem 1, when x ∈ Br, then

|ev| = |U†x| ≤ |U†|r =: re,

|xm| = |v⊤ℓ x| ≤ |vℓ|r =: ra.

Similarly, when x ∈ BR, we conclude that

|ev| = |U†x| ≤ |U†|R =: Re,

|xm| = |v⊤ℓ x| ≤ |vℓ|R =: Ra.
(11)

As a result, we conclude that

|ev(t)| ≤ re(γo), |xm(t)| ≤ ra(γo) ∀t ≥ T (ro, γo), (12)
|ev(t)| ≤ Re(ro, γo), |xm(t)| ≤ Ra(ro, γo) ∀t ≥ 0. (13)

•
The inequalities in (12)-(13) are key to verify Property 1,

and thus to establish global practical synchronization of the
network (5).

Theorem 2: Consider the network (5) such that Assump-
tions 1, 2 and (3) hold. Assume further that Assumption 3
holds for (c1, c2) as in Theorem 1. Then the network achieves
global practical synchronization. □

Proof: To prove global practical synchronization of
(5), we verify Property 1. Since the eigenvalues of Λ have
positive real parts, we conclude that the origin for ėv =
−Λev is globally exponentially stable. As a result, there
exists a positive definite matrix P ∈ R(n−1)×(n−1) such that

PΛ + ΛP⊤ ≥ In−1.

Let V (ev) := e⊤v Pev and note that

λm|ev|2 ≤ V (ev) ≤ λM |ev|2,

where λm and λM are, respectively, the minimum and the
maximum eigenvalues of P .

The total derivative of V along (10b) satisfies

V̇ (ev) ≤ −γ|ev|2 + 2λM |Ge||ev|. (14)

Now, we let a solution (xm, ev) to (10a)-(10b) such that
|xm(0)| ≤ Rm. According to Theorem 1 and in view of
Remark 2, (11), and (13), we can write

|ev(t)| ≤ R̄e(|ev(0)|) := Re(Rm + |ev(0)|, γo) ∀t ≥ 0,

|xm(t)| ≤ R̄a(|ev(0)|) := Ra(Rm + |ev(0)|, γo) ∀t ≥ 0.

As a result, we let

Ḡ(|ev(0)|) := R̄e(|ev(0)|) sup

|Ge| :
|d| ≤ d̄

|xm| ≤ R̄a(|ev(0)|)
|ev| ≤ R̄e(|ev(0)|)

 .

Note that Ḡ is continuous and non-decreasing with respect
to its argument. As a result, we obtain

V̇ (ev) ≤ −γ|ev|2 + 2λM Ḡ(|ev(0)|)

≤ − γ

λM
V (ev) + 2λM Ḡ(|ev(0)|).

As a consequence, on the interval [0, T ], we have

V (ev(t)) ≤ exp
−γt
λM V (ev(0))

+
(
1− exp

−γt
λM

) 2λ2MḠ(|ev(0)|)
γ

≤ λM |ev(0)|2 +
2λ2M
γ
Ḡ(|ev(0)|)

= λM |ev(0)|2 +
2λ2M
γ

[
Ḡ(|ev(0)|)− Ḡ(0)

]
+ 2

λ2MḠ(0)

γ
.

Hence, for γ ≥ γo > 0, we have

V (ev(t)) ≤ λM |ev(0)|2 +
2λ2M
γo

[
Ḡ(|ev(0)|)− Ḡ(0)

]
+ 2

λ2MḠ(0)

γ
.

At this point, by letting

κ(a) := λMa
2 +

2λ2M
γo

[
Ḡ(a)− Ḡ(0)

]
,

we conclude that, for each δ > 0, there exists γ∗1 ≥ γo such
that, for each γ ≥ γ∗1 , we have

|ev(t)| ≤ κ(|ev(0)|) + δ ∀t ∈ [0, T ]. (15)

We now focus on the interval [T,+∞). After Theorem 1
and in view of (12), by letting

Ĝ := re sup
{
|Ge| : |d| ≤ d̄, |xm| ≤ ra, |ev| ≤ re

}
,

we conclude that

V̇ (ev(t)) ≤ − γ

λM
V (ev(t)) + 2λM Ĝ ∀t ≥ T.

The latter implies that

V (ev(t)) ≤ exp
−γ(t−T )

λM V (ev(T ))

+
(
1− exp

−γ(t−T )
λM

) 2λ2MĜ

γ

≤ exp
−γ(t−T )

λM V (ev(T )) +
2λ2MĜ

γ
.



Hence, for γ ≥ γo > 0, we obtain

V (ev(t)) ≤ exp
−γo(t−T )

λM V (ev(T )) +
2λ2MĜ

γ
.

At this point, by letting

β̂(a, t) := exp
−γot
λM λMa

2 ≤ exp
−γot
λM κ(a),

we conclude that, for each δ > 0, there exists γ∗2 ≥ γo such
that, for each γ ≥ γ∗2 , we have

|ev(t)| ≤ β̂(|ev(T )|, t− T ) + δ ∀t ≥ T. (16)

As a result, Property 1 is verified for γ∗ ≥ sup{γ∗1 , γ∗2} and
for

β(a, t) := exp
−γot
λM κ(a) expT−t .

VI. NUMERICAL EXAMPLE

To illustrate our theoretical results, we present a numerical
example involving a network of n = 4 nonholonomic mobile
robots, with kinematics given by

ṙxi
= vi cos(θi)

ṙyi
= vi sin(θi)

θ̇i = ωi i ∈ {1, 2, ..., n},

where (rxi
, ryi

) is the position of the center of the ith
robot and θi is its orientation. The inputs vi and ωi are,
respectively, the linear and angular velocities of the ith robot.

To render each system strictly semi-passive, we apply a
preliminary control law and focus on the dynamics of the
position of a point xi located at a distance a > 0 off the
axis joining the wheels. In other words, let

xi :=

[
x1i
x2i

]
=

[
rxi

+ a cos(θi)
ryi

+ a sin(θi)

]
.

Then, we define the preliminary control as,

vi := −
(
x1i(x

2
1i − λi)

x41i + 1
− u1i

)
cos(θi)

−
(
x2i(x

2
2i − λi)

x42i + 1
− u2i

)
sin(θi)

and

ωi :=
1

a

[
−
(
x1i(x

2
1i − λi)

x41i + 1
− u1i

)
sin(θi)

−
(
x2i(x

2
2i − λi)

x42i + 1
− u2i

)
cos(θi)

]
,

where λi > 0. Then,

ẋ1i = −x1i(x
2
1i − λi)

x41i + 1
+ u1i ∀i ∈ {1, 2, 3, 4}

ẋ2i = −x2i(x
2
2i − λi)

x42i + 1
+ u2i ∀i ∈ {1, 2, 3, 4}.

(17)

As a result, the dynamics governing every x1i can be shown
to be strict semi-passive using the quadratic storage function
V (x1i) = x21i. The same property holds for the dynamics
governing the x2is. Hence, Assumption 1 is verified for
network dynamics governing x1 := [x11 x12 x13 x14]

⊤ and
for the dynamics x2 := [x21 x22 x23 x24]

⊤, separately.
Next, we assume that the control inputs (u1i, u2i) are

affected by disturbances and are given by

u1i := −γ
4∑

j=1

aij(x1i − x1j) + ν1i + di(t)

u2i := −γ
4∑

j=1

aij(x2i − x2j) + ν2i + di(t),

where γ > 0 is the coupling gain and aij ≥ 0 are the entries
of the laplacian matrix

L :=


0 0 0 0
−1 1 0 0
−1 0 1 0
0 0 −1 1

 ,
whose graph verifies Assumption 2.

That is, the terms −γ
∑4

j=1 aij(x1i − x1j) + ν1i and
−γ
∑4

j=1 aij(x2i − x2j) + ν2i correspond to the control
law, which is affected by the disturbance di(t). For the
simulations, we set

λ :=
[
0.5 0.3 1.2 0.8

]⊤
, di(t) :=

arctan(t)

π
.

When ν1i = ν2i = 0 for all i ∈ {1, 2, 3, 4}, the network
trajectories are given in Figure 1. Clearly, the trajectories

0 10 20 30 40 50
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Fig. 1. Trajectories of xi = [x1i, x2i], i ∈ {1, 2, 3, 4}, for γ = 1.

diverge as t → ∞. Hence, we do not guarantee GUB nor
GUUB.

Next, we propose to include a robust node to the network
whose state is xc, by interconnecting it with node i = 1, so
that they form the leading strongly-connected component of
the new network; see Figure 2. More precisely, we let

ν1i = ν2i = 0, ∀i ∈ {2, 3, 4}
ν11 = −γ(x11 − x1c), ν21 = −γ(x21 − x2c),



c 1

2

3

4

Fig. 2. The graph representing the new-network interconnections, the red
node is the added robust node. The leading strongly-connected component
is composed of nodes {1, c}.

and we assume that the behavior of xc is governed by

ẋ1c = −x31c + 3x1c + u1c, ẋ2c = −x32c + 3x2c + u2c.
(18)

For the new network (17)-(18), Assumption 1 is verified for
the network dynamics governing [x1c x11 x12 x13 x14]

⊤ and
for the dynamics [x2c x21 x22 x23 x24]

⊤ separately. To see
this, we can simply use the storage function V (x) := x2.
Now, to verify Assumption 2 for the new graph, we let

u1c := −γ(x1c − x11), u2c := −γ(x2c − x21).

Next, we can show that Assumption 3 is verified for k =
c. Indeed, using the storage functions V (x1c) := x21c, we
conclude that (4) holds for Hc(x1c) = ψc(|x1c|) = x21c(x

2
1c−

3). Note that, when |x1c| ≥ ρk = ρc = 3, then ψ1c(|x1c|) =
x21c(x

2
1c − 3) > c1|x1c| for c1 = 2 and c2 = 0. The exact

same properties hold for x2c. As a result, condition (8) in
Theorem 1 holds for γo = 1.

0 1 2 3 4 5
-3

6
0 1 2 3 4 5

-3

6

Fig. 3. Trajectories of the new network for γ = 5.

In Figure 3, the trajectories of the new network are shown
to remain bounded. Furthermore, it can be seen that after a
certain time, the trajectories approach a common point on the
plane. Consequently, a practical synchronisation is achieved.
That is, the error vector ev becomes less and less significant
as the coupling gain increases.

VII. CONCLUSION

This paper studied networks of heterogeneous nonlinear
systems in the presence of bounded input perturbations. We
proposed a framework to guarantee GUUB and GUB of
the solutions. These conclusions are key to ensure global
practical synchronization when the coupling gain γ can

-4 -2 2 4
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2

4

Fig. 4. Phase portrait of the new network trajectories for γ = 5.
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Fig. 5. The behavior of the synchronization errors. In the bottom figure
γ = 5, in the middle figure γ = 15, and in the top figure γ = 50.

be tuned. The presented results show that it is possible
to handle bounded input perturbations, that can affect the
entire network, by making only a single agent robust in a
certain sense. These results will be extended to other forms
of disturbances, not necessarily affecting the input. Further
extensions to systems with nonlinear interconnections will
also be considered in future works.
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APPENDIX

SKETCH OF PROOF OF THEOREM 1

GUUB: First, we show GUUB for the leading dynamics
(7a). After Assumption 1, there exists a storage function Vi
such that, along the trajectories of (1), we have

V̇i(xℓi) ≤ 2u⊤i xℓi −Hi(xℓi), (19)
Hi(xℓi) ≥ ψi(|xℓi|) ∀|xℓi| ≥ ρi.

Now, from (19), we obtain, for all xℓ ∈ Rnℓ ,

Ẇ (xℓ) ≤ 2

nℓ∑
i=1

viu
⊤
i xℓi −

nℓ∑
i=1

viHi(xℓi). (20)

The first term on the right-hand side of (20) satisfies
nℓ∑
i=1

viu
⊤
i xℓi = −γx⊤ℓ L⊤

ℓ Vℓxℓ +

nℓ∑
i=1

vidℓi(t)xℓi. (21)

It follows that

Ẇ (xℓ) ≤ −
nℓ∑
i=1

viHi(xℓi)− γx⊤ℓ [L
⊤
ℓ Vℓ + VℓLℓ]xℓ

+ 2

nℓ∑
i=1

vidℓi(t)xℓi (22)

≤ −
nℓ∑
i=1

viHi(xℓi)− γx⊤ℓ Qxℓ + 2

nℓ∑
i=1

vidℓi(t)xℓi.

Furthermore, using Lemma 1, we can show that

−x⊤ℓ Qxℓ ≤ −λ2(Q)|xℓ|2Aℓ
,

where |xℓ|Aℓ
denotes the distance of xℓ to the set Aℓ :=

{xℓ1 = xℓ2 = · · · = xℓnℓ
} and λ2(Q) is the second smallest

eigenvalue of Q. Next, for a given k ≤ nℓ, note that

2

nℓ∑
i=1

vidℓi(t)xℓi = 2dℓ(t)
⊤Vℓxℓ

= 2dℓ(t)
⊤Vℓ(xℓ − 1nℓ

xk) + 2dℓ(t)
⊤Vℓ1nℓ

xk.

Which we can show that it yields to

Ẇ (xℓ) ≤−
nℓ∑
i=1

viHi(xℓi)− γλ2(Q)|xℓ|2Aℓ
+ θ2|xk|

+ θ1|xℓ|Aℓ
,

where
θ1 := 2(1 +

√
nℓ)d̄|Vℓ|

and
θ2 := 2d̄|Vℓ1nℓ

|.

Next, we let node k be the one used in Assumption 3. Hence,
when |xk| < ρk, using the constant

C1 :=

nℓ∑
i=1

max
|xℓi|≤ρi

{
−viHi

(
xℓi
)}

+ θ2ρk > 0

and (22), we obtain

Ẇ (xℓ) ≤ C1 − γλ2(Q)|xℓ|2Aℓ
+ θ1|xℓ|Aℓ

. (23)

Secondly, when |xk| ≥ ρk,

Hk(xk) ≥ ψ(|xk|) ≥ c1|xk| − c2.

For c1 satisfying the first inequality in (8), and

C2 := c2 +

nℓ∑
i=1 i ̸=k

max
|xℓi|≤ρi

{
−viHi

(
xℓi
)}
,

we obtain

Ẇ (xℓ) ≤ C2 − γλ2(Q)|xℓ|2Aℓ
+ θ1|xℓ|Aℓ

. (24)

Hence, for all xℓ ∈ Rnℓ ,

Ẇ (xℓ) ≤ C − γλ2(Q)|xℓ|2Aℓ
+ θ1|xℓ|Aℓ

, (25)
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where C := max{C1, C2}. In turn, given γo > 0 and ϵ > 0,
for all γ ≥ γo, we show that

Ẇ (xℓ) ≤ −ϵ ∀xℓ /∈ C, (26)

where C := {xℓ ∈ Rnℓ : |xℓ|Aℓ
≤ Re}, and

Re :=

√
θ1 +

√
θ21 + 4γoλ2(Q)(C + ϵ)

2γoλ2(Q)
.

From (26), we can show that xℓ converges to the set C in
finite time. On the latter set, when |xℓ| is larger than a certain
constant, then necessarily every agent must satisfy |xℓi| >
ρℓi. Hence, Hi(xℓi) ≥ ψi(|xℓi|) for all i ∈ {1, 2, ..., nℓ},
and thus the C in (26) becomes negative. Hence, we prove
that Ẇ is negative when ever |xℓ| is larger than a certain
constant, which allows us to conclude GUUB.

We now establish GUUB for the non-leading component
governed by (7b). After Lemma 2, we have that

S := PMf +M⊤
f P, P := diag

{
M−⊤

f 1n

}
diag

{
M−1

f 1n

}−

are symmetric and positive definite. Let pi be the ith diagonal
element of P and Z(xf ) :=

∑nf

i=1 pivix
2
fi. Along the

trajectories of (7b), we obtain

Ż(xf ) ≤ −
nf∑
i=1

piHf,i(xfi)− γx⊤f [PMf +M⊤
f P ]xf

+ 2γx⊤f [PAℓf ]xℓ + 2df (t)
⊤Pxf . (27)

On the one hand, we already established the existence of
rℓ > 0 and Tℓ > 0 such that |xℓ(t)| < rℓ for all t ≥ Tℓ. On
the other, for all |xℓ| ≤ rℓ, we have

Ż(xf ) ≤ Hf − γλ1(S)|xf |2 + 2

(
γp̄rℓ + d̄|P |

)
|xf |, (28)

where p̄ := |PAℓf | and

Hf :=

nf∑
i=1

max
|xfi

|≤ρi

{−viHi

(
xfi
)
}.

Letting θ3 := 2(γp̄rℓ + d̄|P |) and given ϵ > 0, we see that,
for all γ ≥ γo and for all xf and xℓ such that |xℓ| ≤ rℓ and

|xf | > β1 :=

√
θ3 +

√
θ23 + 4γλ1(S)(Hf + ϵ)

2γoλ1(S)
,

we conclude that Ż(xf ) ≤ −ϵ. Hence, GUUB follows.
GUB: Since GUUB holds, then given ro > 0 and γo > 0,

for all γ ≥ γo,

|xℓ(0)| ≤ ro =⇒ |xℓ(t)| ≤ rℓ(γo) ∀t ≥ Tℓ(ro, γo).

Furthermore, integrating (25), on the interval [0, Tℓ(ro, γo)]
we obtain,

W (xℓ(t)) ≤ CTℓ + θ1

∫ Tℓ

0

|xℓ(t)|Aℓ
dt+W (xℓ(0)).

Hence, if we let σℓ := max{W (y) : |y| ≤ ro}, for all t ≥ 0,
it follows that |xℓ(t)| ≤ R̄ℓ, where

R̄ℓ :=
[
min
i
{αi}

]−1 (
σℓ +CTℓ + θ1

∫ Tℓ

0

|xℓ(t)|Aℓ
dt+ rℓ

)
.

As a result |xℓ(t)| ≤ R̄ℓ for all t ≥ 0.
Next, for the solutions to (7b), for any γ > γo and

|xf (0)| ≤ ro, we know that |xf (t)| ≤ rf for all t ≥
Tf (γo, ro). Also, from the previous proof we have

Ż(xf ) ≤ −γλ1(S)|xf |2 + 2

(
γp̄R̄ℓ + |2df (t)⊤P |

)
|xf |+Hf .

As a result, when |xf | ≥ df :=

√
θ4+

√
θ2
4+4γλ1(S)Hf

2γλ1(S) , where

θ3 := 2(γ|PAℓf |R̄ℓ + d̄|P |), then Ż(xf ) ≤ 0. Hence,

Z(xf (t)) ≤ max {σfo, σf} ∀t ≥ 0,

σf := max{Z(xf ) : |xf | ≤ df},
σfo := max{Z(xf ) : |xf | ≤ ro}.

In turn, for each t ≥ 0, we have

|xf (t)| ≤ Rf :=

[( nf∑
i=1

pi

)
min
i
{αi}

]−1

(max {σfo, σf}) .

PROOF OF LEMMA 1

After [22, Theorem C.3.], the matrix Lℓ is irreducible if
and only if the corresponding graph is strongly connected.
Furthermore, since the off-diagonal elements of Lℓ are
nonpositive and Lℓ1nℓ

= 0, we conclude that Lℓ is a
singular M -matrix. Hence, using [23, Theorem 4.31], we
conclude that the only left eigenvector of Lℓ corresponding
to the null eigenvalue has strictly positive entries and the
matrix VℓLℓ + L⊤

ℓ Vℓ is positive semi-definite. Finally, to
show that 1nℓ

spans the kernel of VℓLℓ + L⊤
ℓ Vℓ, we start

noticing that (VℓLℓ+L
⊤
ℓ Vℓ)1nℓ

= 0. Furthermore, each off-
diagonal element of VℓLℓ +L⊤

ℓ Vℓ is given by aijvi + ajivj ,
(i, j) ∈ {1, 2, ..., n}×{1, 2, ..., n}. As a result, VℓLℓ+L

⊤
ℓ Vℓ

is the Laplacian matrix associated with a bi-directional graph
that is as connected as the graph of Lℓ disregarding the
direction of the interconnections. Since the graph of Lℓ

is already a strongly connected graph, we conclude that
rank(VℓLℓ + L⊤

ℓ Vℓ) = nℓ − 1.
The following result is inspired from [23, Section 4.3.5].
Lemma 2: Let M ∈ Rn×n be a non-singular M-matrix.

Then, the matrices

S := RM +M⊤R,

R := diag
{
M−⊤1n

} (
diag

{
M−11n

})−1

are positive definite. □
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