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Combined fit of the τh identification efficiency
scale factor and energy scale in CMS

Océane Poncet

Institut Pluridisciplinaire Hubert Curien

Abstract — This paper presents a new method for the measurement of data-to-simulation scale factors for
the identification efficiency and energy scale of hadronic tau leptons (τh) using the DeepTau identification
discriminators [1]. The analysis is based on pp collision data at a center-of-mass energy of

√
s = 13 TeV collected

in 2018 with the CMS detector. The data analyzed correspond to a total integrated luminosity of L = 59.7 fb−1.
The note outlines the measurement technique employed and provides an overview of the obtained results.

Introduction

Tau leptons, being the heaviest leptons, hold a crucial
role in probing the properties of the Higgs boson dis-
covered in 2012 by the ATLAS [2] and CMS [3] collabo-
rations, due to the proportionality between scalar cou-
plings and fermion squared mass. They are also preva-
lent in other physics analyses, such as Standard Model
(SM) process studies or searches for Beyond Standard
Model (BSM) particles like W’, Z’ bosons, and lepto-
quarks. The tau lepton is not stable at the CMS de-
tector’s scale, having a lifetime of ττ = 2.9 × 10−13 s
[6]. This means that a 20 GeV tau lepton decays af-
ter traveling about 980 µm. Identifying a tau lepton
requires reconstructing and combining its decay prod-
ucts. Tau leptons decay leptonically to a muon or an
electron, plus two neutrinos, in about one third of the
cases. The light leptons produced in the decays are
reconstructed and identified with the usual techniques
for muons and electrons [4, 5]. In the remaining cases,
tau leptons decay hadronically, producing charged and
neutral mesons and a neutrino. The first section of
this study describes the reconstruction and identifica-
tion of these τh, and details the correction factors as-
sociated with their energy scale and identification effi-
ciency. The second section presents the method of the
combined measurement of the τh energy scale and the
identification efficiency factor. The last section pro-
vides results of the scale factor values for each τh decay
mode (DM) and for different pT (τh) bins.

Reconstruction, identification and
calibration of τh

Hadron-Plus-Strip (HPS) Algorithm

Hadrons are reconstructed by the Particle Flow (PF)
algorithm of CMS [7]. They are directly reconstructed
as charged hadrons (π±,K±,p), as neutral ones (K0

L, n)
or as photons in the case of π0 → γγ decay. Charged

hadrons are the starting point of the Hadron-Plus-
Strips (HPS) [8] algorithm which aims to reconstruct
the τh DMs and momenta.

First, the algorithm starts from PF jets, constituted
of charged hadrons, as seeds for τh candidates. Charged
particles forming the τh object must satisfy specific
criteria: a minimum transverse momentum (pT ) of
0.5 GeV and a transverse impact parameter dxy less
than 0.1 cm from the primary vertex (PV).

Secondly, the algorithm focuses on reconstructing π0

candidates, from constituents within the jet. As pho-
tons often convert into electron-positron pairs, the al-
gorithm clusters both electron and photon constituents
into narrow "strips" in the η − ϕ plane. For electrons
and photons, the minimum pT threshold is set at 1
GeV. These strips, initiated by the most energetic elec-
tron or photon candidate, iteratively expand by adding
other compatible candidates within a defined window
around the strip center. The strip momentum is contin-
uously recalculated with each addition of constituents,
optimizing the strip size and position for precise recon-
struction.

Finally, τh candidates are reconstructed by consider-
ing combinations of the highest-energy charged hadrons
and strips, limited to a maximum of six each within the
seed region. The HPS algorithm assigns a DM to the
τh decay based on the count of charged hadrons and
strips within the signal cone. The τh are reconstructed
in the following DMs:

• One charged hadron (τh → h±)

• One charged hadron and one or two strips (τh →
h±π0)

• Three charged hadrons (τh → h±h∓h±)

• Three charged hadrons and one strip (τh →
h±h∓h±π0)

7
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DeepTau discriminator
During the τh reconstruction, there is a significant
background of quark and gluon jets which are misiden-
tified as hadron jets. Additionally, muons and electrons
can be misidentified as τh. Especially they can form
well-isolated single-track jets reconstructed in the h±
DM. The electrons can produce bremsstrahlung radia-
tion, whose experimental signature can resemble that
of a neutral pion in the electromagnetic calorimeter and
can be misidentified as the h±π0 mode. The DeepTau
algorithm based on a Deep Neural Network (DNN) [1]
is used for the τh identification. This algorithm re-
lies on energy deposits of the tau decay products and
other PF candidates, along with a series of kinematic
variables, reconstructed track quality, HPS-DM of the
τh and other properties to provide three discriminant
for identification of jets, electrons, and muons. The
DeepTau score is used as a discriminant variables to
identify genuine τh an reject fake ones. The cuts ap-
plied on this output score are referred to as Working
Points (WP). The WPs are defined to target different
values of the identification efficiency, so the calibration
procedure must be realised for several WPs.

Correction factors
The simulation involves several inaccuracies in model-
ing the data, encompassing differences in pileup, kine-
matic distributions, object identification efficiencies,
but also in the detector (material response...). To cor-
rect for the differences between data and Monte Carlo
(MC), correction factors are applied to the MC, ad-
justing both the identification efficiency and the energy
scale. These correction factors are computed using the
so called "tag-and-probe method" to measure the en-
ergy scale and the identification scale factor of τh in
Z → τµτh events [9]. Isolated, well-identified muons
are used as "tag" objects, while the τh are the "probe"
objects for the correction factor measurements.

τh Energy scale (TES)

The τh energy scale factor (TES) is defined as the ratio
of the τh reconstructed energy in data to that in simula-
tion. The TES is obtained from a maximum likelihood
fit to the distribution of mvis, defined as:

mvis =
√
(Eτh + Eµ)2 − ∥p⃗τh + p⃗µ∥2 (1)

where Eτh , Eµ, p⃗τh , and p⃗µ represent the reconstructed
visible energy and momentum of the visible τh decay
products and of the muon. The distribution is fitted
independently for each DM to extract the TES. To ac-
count for difference in kinematic, measurement have
also been carried independently for each DM and in
different pT (τh) regions.

Identification efficiency scale factor (ID SF)

Differences in τh identification efficiency exist between
the data and the simulation. To correct for this, the τh

identification efficiency scale factors (ID SF) are com-
puted. This scale factor affects the normalization of
the signal. Similar to the TES, the data-to-simulation
scale factor for the identification efficiency is obtained
through a maximum likelihood fit on the mvis distri-
bution. This distribution is separately fitted in various
bins of the τh transverse momentum pT (τh) and in dif-
ferent DMs to extract the scale factors.

Combined fit of the τh energy scale
and the identification scale factor

Selection

In this section, the ID SF and TES are determined us-
ing the following working points of the muons, electrons
and jets discriminator to reduce the τh fake rate: Dµ

Tight, De VVLoose and Djet Medium [1]. Addition-
ally, a cut on the transverse mass of the missing trans-
verse energy and of the muon mT (MET, µ) < 65 GeV
is applied to enhance to enhance the signal-background
separation. Common selection on trigger paths, pT , η,
isolation of muons and τh and opening angle ∆R are
also required and followed the same recommendations
as in the previous analysis [9].

Measurement technique

In the previous analysis [9], both the TES and ID SF
were individually fitted to the mvis distribution within
the signal region, with either the TES or the ID SF
serving as the parameter of interest (POI) for the max-
imum likelihood fit.

The approach presented in this section involves a si-
multaneous fitting of both the TES and the ID SF. This
aims to conduct a single adjustment on the same dis-
tribution with the same systematic uncertainties while
considering the correlation between these two scale fac-
tors. The TES and the ID SF are measured for different
regions, as expressed by the likelihood function:

L(TES, IDSF, θ) ∝ p(data|TES, IDSF, θ) (2)

With θ = {θni=1} the ensemble of the n systematic un-
certainties and statistical model p(data|TES, IDSF, θ)
encodes the probability density for the observed data
parameterized by the parameters of the fit. The likeli-
hood is maximized independently for each region.

The ID SF is defined as one of the POI in a maximum
likelihood fit performed within the signal region. It is
a rate parameter that affects the normalisation of the
Z → µτh events (ZTT). It’s variation is limited to 30%
to stabilize the fit.

The TES is also defined as a POI in the maximum
likelihood fit. It impacts themvis by shifting the energy
of the τh and by changing the shape of the signal distri-
bution. Shape templates are generated for ZTT events,
encompassing discrete variation of 0.001 between 0.970
and 1.030 of the TES for the fit in DMs, and between
0.950 and 1.050 for the fit in DMs and pT (τh). The
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templates are generated for different values of the TES
and then split in the fitted region, which allows to take
in account the bin migration during the TES fit. Hor-
izontal integral morphing [10] is utilized for interpola-
tion between each varied template of ZTT.

The W+Jets scale factors are defined as freely float-
ing parameters (rate parameter) for each fitted region.
Additionally, the DY cross section is also a free param-
eter and estimated with the Z → µµ control region
(CR). Events are selected with two muons, with mµµ

in the range of [70, 110] GeV.

Systematic uncertainties

Systematic uncertainties are incorporated as con-
strained nuisance parameters. They may impact either
the shape or the normalization of the mvis distribution.

The Log-Normal uncertainty (LnN uncertainties) af-
fects the normalization of a process, with the associated
nuisance parameter following a log-normal distribution.
For shape uncertainties, vertical morphing [10] is em-
ployed to interpolate between up and down variation
of the templates, with the corresponding nuisance as-
signed as a Gaussian probability density function. The
rate parameter are free parameters in the fit, affecting
the normalization of the specified processes.

A summary table presenting the parameters of the
fit is provided in Table 1.

Table 1: Summary table of fit parameters.

Parameter Type Variation Applied to
Luminosity lnN ±2.5% all except QCD

Muon efficiency lnN ±2% all except QCD
tt̄ cross section lnN ±6% TT

VV cross sections lnN ±5% VV
Single top cross sections lnN ±5% ST

QCD normalization lnN ±10% QCD
j → τh fake lnN ±15% W, QCD, ZJ,

TTJ, STJ
j → τhfake energy scale shape ±5% ZJ, W, TTJ

l → τhfake rate shape ±1s.d. ZL, TTL
µ→ τh fake energy scale shape ±2% ZL, TTL

Z pT reweighting shape ±10% DY
Bin-by-bin shape - all

DY cross sections rate param. - ZTT, ZL, ZJ
W + jets normalization rate param. - W

ID SF rate param. ±30% ZTT
TES shape ±5% ZTT

Legend: DY: Drell-Yan MC (ZTT + ZL + ZJ); ZTT:
Z → τhτµ, real τh; ZL: Z → ll, l → τh fake; ZJ: Z → llj, j → τh
fake; TT : tt̄ production (TTT, TTL, TTJ): TTT : tt̄→ τh real;

TTL : tt̄→ l, l → τh fake; TTJ : tt̄→ jet, jet→ τh fake; ST:
single top; VV: Di-boson; QCD : QCD multijet production.

Results

Combined fit of the energy scale and the
identification efficiency by DMs

The TES and ID SF are measured separately for each
τh DM. The pre-fit distribution of the invariant mass of
the τh visible decay products 1 with all DMs included
is shown in Figure 1. A summary plot of the results of
the correction factors is given in Figure 2.

Figure 1: Pre-fit observed and expected distributions of
mvis for 2018 for the baseline containing all the DMs.
The uncertainty band only includes statistical uncer-
tainty in the expected events.

To ensure the stability of the measurement, several
sanity checks were conducted in the µτh final state.
Testing different binning widths and ranges displayed
compatible results, with a maximum difference of 1%.
Removing the DY control region and introducing a sys-
tematic uncertainty on the DY cross section resulted in
a minimal variation (up to 0.3%) in the TES measure-
ments. Employing a simultaneous fit across all DM
regions by defining distinct TES and ID SF for each
region allowed scanning the POI in one region while
others were profiled. This allow to constrain the com-
mon nuisance parameters of all the regions. The re-
sults from this simultaneous fit method aligned well
with other approaches.

(a) Energy scale factor

(b) Identification efficiency scale factor

Figure 2: The TES and the ID SF per τh DM for 2018
including systematic uncertainties.
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Combined fit of the energy scale and
the identification efficiency by DMs and
pT (τh)

To accommodate the variations in the TES and iID
SF across different DMS of the τh and its transverse
momentum (pT (τh)), the fit was performed considering
both DMs and the pT (τh) by splitting the fit in DM-
pT (τh) bins. The division of pT (τh) regions aims for

Figure 3: Pre-fit observed and expected distributions
of pT (τh) for 2018.

(a) Energy scale factor

(b) Identification efficiency scale factor

Figure 4: The TES and ID SF per τh DM and pT (τh)
region for 2018. The ID SF for h± and 20 GeV <
pT (τh) < 200 GeV is out of the range but with a value
of 1.0630+0.020

−0.020.

sufficient statistics in the fit while minimizing fluctu-

ations. Based on the pT (τh) distribution in Figure 3,
the range is divided into [20, 40] GeV and [40, 200]
GeV. A more detailed division, was explored, but due
to low statistics, only a two-region division of pT (τh) is
reported in this paper.

The TES and ID SF are fitted for each region and
exhibit fluctuations in their negative log likelihood pro-
file primarily due to Monte Carlo statistics limitations.
These fluctuations might be mitigated in future analy-
ses through increased statistics. Presently, the division
into pT (τh) regions is restricted to two per DM. Be-
cause of these fluctuations, asymmetric parabolae are
fitted to the likelihood profiles values below 5.

The correlation between the ID SF and the TES ex-
hibit low correlations for low pT (τh) (20 < pT (τh) < 40
GeV) but are strongly correlated for high pT (τh) (40 <
pT (τh) < 200 GeV). This correlation results from bin
migration between regions as TES varies, causing nor-
malization changes and correlating TES with identifica-
tion efficiency. This study underscores the importance
of a simultaneous fit for both correction factors, though
the limitation on pT (τh) regions could be improved with
enhanced statistics.

A summary plot of the results for the correction fac-
tors per DMs and pT (τh) region is provided in Figure
4. The results for the DM and pT (τh) regions are com-
parable with the results by DM only, but there is a
significant dependency in pT (τh) for the identification
efficiency.
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Measurement of the CKM angle
γ in B± → D0(→ K0

sπ
+π−π0)K±

decays at LHCb

Jessy Daniel

Université Clermont-Auvergne, CNRS/IN2P3, Laboratoire de
Physique de Clermont-Ferrand (LPC)

Abstract — The observable Universe is mainly made up of matter, while almost all the antimatter disap-
peared in the very early times. One explanation is that the Universe obeys the Sakharov conditions [1], which
means in particular the existence of a C (charge) and CP (charge - parity) symmetry violation. In Standard
Model (SM), the main contribution to CP violation comes from the Cabibbo–Kobayashi–Maskawa (CKM)
mechanism [2] [3]. In particular, the γ angle of the CKM matrix sets a benchmark for CP violation, to be
compared with the SM predictions, leading to possible New Physics discovery. We present here the current status
of one measurement of the γ angle at LHCb detector, using the decay channel B± → D0K± withD0 → K0

sπ
+π−π0.

Introduction

In SM, the CKM matrix can be parameterized by
four independent parameters experimentally measur-
able. One of the key goals of LHCb detector is to con-
strain those parameters and in particular the γ com-
plex angle. Direct measurements of this angle, with
tree-diagram decays, theoretically clean, set a “stan-
dard candle” for the SM. One can then test discrepancy
wih loop-level measurements that could be sensible to
new physics phenomenon. The CKMFitter group has
notably proved that, with a 1◦ precision on direct mea-
surements, one may test the Standard Model up to an
energy scale of at least 17 TeV [4], currently not directly
accessible.

The current direct measurement combination at
LHCb is γ = (63.8+3.5

−3.7)
◦ [5], while the world aver-

age for indirect measurement, more precise, is γ =
(65.5+1.1

−2.7)
◦ [6]. As no analysis currently dominates

the measurement, each additional mode or method to
deal with B(s) → D(∗)X open-charm B decays, that
occurs at tree level, may help to increase the preci-
sion. This is the case of the measurement presented
here, with a binned model-independent analysis of the
mode B± → Dh± with D0 → K0

sπ
+π−π0, which will

be denoted as D0 → f . This is similar to the BPG-
GSZ method [7], the current most precise measurement
at LHCb [8], with an additional π0 meson in the final
state.

CKM mechanism and γ angle

The CKM complex unitary matrix describes the cou-
pling between up-type and down-type quarks through

the weak interaction. It is giving the following
equation : d′s′

b′

 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

ds
b

 (1)

where d′,s′ and b′ are electro-weak eigenstates, while
d,d and b are mass eigenstates. Then, each element
describes the transition probability between quarks
through W± boson exchange. This matrix can be re-
duced to four independent parameters, three mixing
angles and one complex phase, leading to the Wolfen-
stein parameterization, described by :

VCKM =

(
1−λ2

2 λ Aλ3(ρ−iη)
−λ 1−λ2

2 Aλ2

Aλ3(1−ρ−iη) −Aλ2 1

)
+O(λ4) (2)

In addition, the expected unitarity of VCKM in the SM
leads to 6 unitary equations :

3∑
i=1

VjiV
∗
ki =

3∑
i=1

VijV
∗
ik = 0 (3)

Each equation gives a unitary triangle in the complex
plane. In particular the “Bd” triangle, referred as “the”
unitary triangle, is directly linked to CP violation in
B mesons and is experimentally measurable. Notably,
a precise direct measurement of the CKM matrix com-
plex phase γ ≡ arg(−VudV ∗

ub/VcdV
∗
cb) ≡ arg(ρ̄+iη̄) sets

a strong constraint for SM. Discrepancy with indirect
measurement would indeed lead to an “opening” of the
triangle, meaning a violation of the unitary. A scheme
of the unitary triangle, as it has been calculated by

13
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CKMFitter in 2021, is shown in Fig. 1.

Figure 1: The CKM unitary triangle, calculated by
CKMFitter as of Spring 2021.

Analysis formalism and strategy

The angle γ can be directly measured by amplitude
modulation in the interference between the processes
b → cūs and b → uc̄s. This is the case in the B± →
D0K± decay, whose Feynman diagrams are shown in
Fig. 2.

VcbB-

K(*)-

b c
D(*)0

Vub

B-

D̅(*)0b
u

K(*)-




Figure 2: Feynman diagrams of the interference be-
tween b→ cūs and b→ uc̄s processes.

The amplitude AB for the decay from B+ to final
state at a given point in the D0 meson decay phase-
space D is :

AB = Ā+ rBe
i(δB+γ)A, (4)

where δB is the strong phase difference between B →
D0K and B → D̄0K, A (resp. Ā) is the amplitude
for D0 → f (resp. D̄0 → f), and rB is the amplitude
ratio between the suppressed and the favored B decay
channel. The probability density for the whole decay
can then be written as :

PB+ = |Ā|2 + r2B |A|2 + 2
√

|A|2|Ā|2(x+C − y+S), (5)

where x+ = rBsin(δB + γ), y+ = rBcos(δB + γ), C =
cos(∆δD), and S = sin(∆δD), where ∆δD is the strong
phase difference between D0 → f and D̄0 → f . A
similar equation can be written for B− with A ↔ Ā,

γ ↔ −γ, x− ↔ x+, and y− ↔ y+. The information
on γ then lies in the x± and y± observables, whose
measurement depends on ∆δD, which varies over D.
To deal with this variation, in the the absence of an
amplitude model for theD0 decay, a model independent
strategy is employed using a binned map of the D0

decay phase space from Cleo-c study [10], similarly to
what was done by Belle in [9]. One can then calculate
the yield in each bin, for B− and B+ as :

Γ−
i = h−(Ki + r2BK̄i + 2

√
KiK̄i(cix− + siy−)),

Γ+
i = h+(K̄i + r2BKi + 2

√
KiK̄i(cix+ − siy+)),

(6)

where Ki (resp. K̄i) are the fractions of D0 (resp. D̄0)
decaying in the bin i, h± are normalisation factors, and
ci (resp. si) are the average value of C (resp. S) in
each bin.

The strategy will then be the following, from the raw
data set to γ measurement : after a precise selection
to extract signal from the data and a study of resid-
ual backgrounds, a “nominal” fit will be defined on the
B± reconstructed mass to get the signal yields in each
bin. A simultaneous fit will be processed to extract x±
and y± thanks to Eq. 6 and inputs from Cleo-c [10].
Ki and K̄i will be calculated from the corresponding
B± → D0π± decay at LHCb. Then, the γ angle can
be extracted from the values of x± and y±.

The LHCb detector and data set

The LHCb detector [11] is a single-arm forward spec-
trometer covering the pseudorapidity range 2 < η < 5,
designed for the study of particles containing b or
c quarks. It includes a high-precision tracking sys-
tem composed of a vertex detector surrounding the
pp interaction region, and various tracking stations
located upstream and downstream of a dipole mag-
net with a bending power of about 4Tm. The track-
ing system gives an excellent impact parameter resolu-
tion of (15 + 29/pt)µm and measures the momentum
of charged particles with a relative uncertainty from
0.5% at low momentum to 1% at 200GeV/c. Charged
hadrons identification is performed thanks to two ring-
imaging Cherenkov detectors. Photons, electrons and
hadrons are identified, and their energy is measured by
a calorimeter system including an electromagnetic and
a hadronic calorimeter. Finally, muons are identified
by the outer muon stations. The online event selection
is performed by a trigger, which consists of a hardware
stage followed by a software stage for full event recon-
struction.

The data set considered in this analysis consists of
the full Run 1 and 2 data taking periods, correspond-
ing to an integrated luminosity of 9 fb−1 recorded at
LHCb with pp collisions at centre-of-mass energies of
7 TeV (2011), 8 TeV (2012) and 13 TeV (2015-2018).
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Data selection and background
analysis

Taking the “raw” data from LHCb, the first step is to
extract the interesting signal. The goal of the selection
is then to develop a discrimination tool maintaining
the signal efficiency to the highest possible level, while
rejecting the combinatorial and physical background as
much as possible.

The selection is designed and optimized using the
reference decay channel B± → D0(→ K0

sπ
+π−π0)π±,

which is statistically favored compared to B± → D0K±

(B(B± → D0π±) = (12.67±0.43)×B(B± → D0K±)),
with a similar topology and less sensitivity to CP asym-
metry. In order to optimize the selection for each
step, we compare the expected signal from phase-space
Monte-Carlo simulation with the background from data
“side-bands”, where only background is expected, for
some well-defined discriminating variables. The selec-
tion is made in a bottom-up strategy, from the final
particles to D0 and B± mesons, each step being opti-
mized using the output of the previous one. It consists
on a three-step strategy: a first multivariate analysis
(MVA) based on a MultiLayer Perceptron (MLP) on
geometrical and topological variables from the D0 de-
cay; rectangular cuts on K0

s , π0 and D0 mesons recon-
structed masses; a second MVA using an MLP method
on geometrical and topological variables from the B±

decay.
Then, a particle identification (PID) selection is ap-

plied to remove most of the bachelor track mis-
identification background. In particular, in the absence
of such a selection, the B± → D0K± signal would
be flooded under mis-identified pions. Finally, a third
MVA has been developed to choose the best candidate
in case of multiplicity (several candidates for the same
pp collision).

The optimization of this study leads to more than
35% efficiency on the signal with a rejection factor on
combinatorial background of around 103. Concern-
ing the PID selection, one obtains 70.7% efficiency
on B → D0K signal with only 2.6% efficiency on
misidentified events.

After the selection, a deep study of residual physi-
cal backgrounds has been performed. Physical back-
ground is described as the background coming from
real decay channels, which can be mis-reconstructed
or partially reconstructed, in opposition to combina-
torial background, where particles from primary vertex
or other decays are associated to reconstruct a non-real
candidate. Studying an exhaustive set of physical back-
ground decay channels, using Monte-Carlo simulated
samples for every possible one, on which the selection
has been applied, it has been shown that no peaking
background is seen. However, the shapes of the main
backgrounds have been studied to include them in the
nominal fit, in particular in order to take into account
their possible tail under the signal.

Nominal fit and current results
In order to get the signal yields in each bin, a fit is
needed to handle the different sources of background. A
bin-integrated fit of the B± invariant mass distribution
is then computed for both B → Dπ and B → DK
channels on events surviving the whole selection. As
previously, the strategy is to first fit parameters on the
B → Dπ reference channel, which have more statistics,
and then fix most of the fit parameters for B → DK.
We proceed with maximum likelihood fits on the mass
window m(B±) ∈ [5.0, 5.66]GeV/c2.

Note that the reconstructed mass has been processed
through the DecayTreeFitter (DTF) tuple tool [12],
which kinematically refit the signal decay chain with
a number of geometrical and topological constraints,
where in particular D0, K0

s , and π0 mesons masses are
constrained to their PDG values and the B± meson is
constrained to originate from its assigned primary ver-
tex. This DTF methods enables to improve the mass
resolution by approximately 40%.

Here is a list of the several components of the B±

invariant mass fit :

• The signal : Signal shape is extracted from cor-
rected simulation fit with a double-sided Crystal-
Ball distribution. Mean and width, as well as the
right tail, are free parameters for B → Dπ channel
and are fixed accordingly for B → DK channel.

• The combinatorial background is fitted as a sec-
ond order Chebychev polynomial. Note that other
shapes will be tested and the difference will be in-
cluded as a systematic.

• The Physical Background : we consider main con-
tributors from the background study. The shapes
are taken from the simulation corrected for the dif-
ference with data, and the ratio between each back-
grounds is constrained according to their branch-
ing fraction and the efficiency of selection.

• The Cross-Feed : This is the component coming
from the mis-identification of the hadron coming
from the B± meson decay, when the mis-identified
particle survives the PID selection. Due to the
mass difference between a pion and a kaon, a
mis-identified pion event leads to a higher recon-
structed B± mass in B → DK analysis. This is
the opposite for a mis-identified kaon in B → Dπ
analysis. The shape is taken from simulated sam-
ple for B → Dπ and from B → Dπ data with
mis-identification hypothesis for B → DK. The
yields are calculated according to the selection ef-
ficiency and branching fraction difference.

The integrated nominal fits are then shown in Fig. 3
and 4 for B → Dπ ad B → DK channels respectively.
We obtain a yield of 1935± 66 events in B± → D0K±

channel, which is more than twice the statistics owned
by the corresponding Belle analysis [9], with a similar
purity at 2σ around the signal peak of 60.2%. Also
note that, as expected, the global asymmetry between
B+ and B− is consistent with 0.
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Figure 3: mDTF (B
±) distribution fit in data for B± →

D0π± channel, with signal and background compo-
nents.
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Figure 4: mDTF (B
±) distribution fit in data for B± →

D0K± channel. This is the so-called nominal fit.

Prospects

After the selection, the background study and the pa-
rameterization of a nominal fit, the next step will be
to extract the physical parameters from signal thanks
to a simultaneous fit on the nine bins for B+ and B−

categories and for B → DK and B → Dπ channels as
this last one will be used to extract the Ki and K̄i pa-
rameters. Then a final fit will be processed to measure
the γ angle. In addition, a deep study of the systematic
uncertainties is still to be done.

Considering that we have twice the Belle analysis
statistics, and according to the current average value

of rB (which quantifies the sensitivity of a channel to
γ), one can expect a statistical error of about 16− 21◦.

Moreover, it is planned to work on an amplitude anal-
ysis of the D0 decay leading to a continuous map of
∆δD and then a more precise model-dependent γ an-
gle measurement. In addition, as we expect the uncer-
tainty to be statistically dominated, this measurement
precision should benefit from the Run 3 data, which
should give five times more statistics than the current
Run 1+2 dataset.
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B → D∗eνe and B → D∗µνµ at the
LHCb detector
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Abstract — Semileptonic b-hadron decays provide powerful probes for testing lepton flavor universality. In
the standard model the interactions of electroweak bosons with leptons are independent of the lepton flavor,
however, interference between the Standard Model charged weak interaction and hypothetical New Physics
currents can result in violation of this universality. Fundamental couplings of potential New Physics currents can
be extracted from experiments using angular analysis techniques. In particular for B → D∗ℓνℓ decays theoretically
clean angular observables can be constructed. Distributions of angular observables are well defined as a linear
combination of angular functions. Angular coefficients of these terms depend on fundamental couplings and can
be extracted from the fit. Therefore, measurements of angular coefficients are sensitive to a variety of New Physics
contributions to the Lagrangian. However, the analysis suffers from heavy biases due to neutrino reconstruction
and non-linear detector efficiencies. An MC feasibility study of the B → D∗eνe and B → D∗µνµ angular analysis
with the LHCb detector is performed. The sensitivity of such analysis to some New Physics currents is tested.

Introduction

Several intriguing hints on deviations from the Stan-
dard Model (SM) predictions have appeared in the
studies of decays of B hadrons involving leptons [1, 2, 3].
The most striking deviation is the hint of violation of
lepton flavor universality (LFU), which states that the
interactions of the electroweak bosons with the leptons
are independent of the lepton flavor. LFU can be tested
with ratios of branching fractions to final states with
different lepton flavors:

R(D∗)e/µ =
Br(B0 → D∗eνe)
Br(B0 → D∗µνµ)

This value is a convenient probe of the SM because
hadronic uncertainties are largely canceled in the ratio.
To even further reduce the impact of the systematic
uncertainties and understand in more details the un-
derlying physics processes, angular analysis are com-
monly done. Theoretically clean angular observables
can be constructed for B0 → D∗ℓνℓ. The observables
are defined in the B0 rest frame and shown in Fig. 1.

Since the angular dependence is theoretically well-
known [3], angular coefficients can be extracted from
the fit of angular observables. Furthermore, New
Physics (NP) can be characterized in this way be-
cause angular coefficients are directly proportional to
Lagrangian couplings [4].

Such an angular analysis with B0 → D∗eνe and

B0 → D∗µνµ was conducted by the Belle collabora-
tion by measuring the values of angular coefficients
[3, 6]. Initially, in the untagged analysis of Belle data,
some hints for LFU violation were observed, for exam-
ple, ∼ 4σ discrepancy with the SM in the difference
between electron and muon forward-backward asym-
metry ∆AℓFB = AµFB −AeFB . The analysis of the Belle
dataset was updated using B-tagged measurements and
no significant discrepancies with the SM were observed.
However, due to the additional B-tagging, the statisti-
cal uncertainty of the angular coefficients is substan-
tially increased.

Figure 1: Definition of angular observables:
cos θℓ, cos θD, χ. Picture is taken from [8]

The Belle measurement can be cross-checked with
the LHCb detector and one can obtain values of
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forward-backward lepton asymmetry and D* polariza-
tion from the fit. The analysis suffers from biases in
angular distributions caused by non-uniform detector
efficiencies and limited resolution of neutrino recon-
struction. To resolve this bias, a model-independent
template fit approach was implemented [8].

Angular analysis methodology

Differential distributions

Assuming a purely P-wave Dπ final state, the four-
dimensional differential distribution dΓ̂(ℓ)

dq2d cos θℓd cos θDdχ

can be fully described by 12 q2 dependant angular co-
efficients [8]. By integrating two angles out of three,
the following one-dimensional differential distributions
can be obtained:

1

Γ̂(ℓ)

dΓ̂(ℓ)

d cos θℓ
=

1

2
·1+ ⟨A(ℓ)

FB⟩ cos θℓ+
1

4
(1−3⟨F̃ (ℓ)

L ⟩)
3 cos2 θℓ − 1

2
(1)

1

Γ̂(ℓ)

dΓ̂(ℓ)

d cos θD
=

3

4
(1− ⟨F (ℓ)

L ⟩) sin2 θD +
3

2
⟨F (ℓ)

L ⟩ cos2 θD (2)

1

Γ̂(ℓ)

dΓ̂(ℓ)

dχ
=

1

2π
· 1 +

2

3π
⟨S(ℓ)

3 ⟩ cos 2χ+
2

3π
⟨S(ℓ)

9 ⟩ sin 2χ (3)

These projections depend on five q2 integrated angu-
lar coefficients : ⟨A(ℓ)

FB⟩,⟨F̃
(ℓ)
L ⟩, ⟨F (ℓ)

L ⟩, ⟨S(ℓ)
3 ⟩ and ⟨S(ℓ)

9 ⟩.
⟨S(ℓ)

9 ⟩ vanishes in CP averaged measurements. Further-
more, angles are biased due to neutrino reconstruction
effects [9] and non-linear detector efficiencies. Taking
into account heavy biases, projections Eq. (1) to Eq. (3)
cannot be used directly in the binned fit to extract an-
gular coefficients.

To resolve the discrepancies between reconstructed
and true angles, the model-independent fit approach
from [8] was implemented. Angular functions from
Eq. (1) to Eq. (3) were changed to the appropriate
templates hX that include the reconstruction and ac-
ceptance effects:

1

Γ̂(ℓ)

dΓ̂(ℓ)

d cos θℓ
= (

1

2
−

1

8
(1− 3)⟨F̃ (ℓ)

L ⟩)hconst,θℓ+

+⟨A(ℓ)
FB⟩hcos θℓ +

3

8
(1− 3⟨F̃ (ℓ)

L ⟩)hcos2 θℓ

(4)

1

Γ̂(ℓ)

dΓ̂(ℓ)

d cos θD
=

3

4
((1− ⟨F (ℓ)

L ⟩)hconst,θD + (3⟨F (ℓ)
L ⟩ − 1)hcos2 θD

(5)

1

Γ̂(ℓ)

dΓ̂(ℓ)

dχ
= (

1

2π
−

2

3π
⟨S(ℓ)

3 ⟩)hconst,χ+
2

3π
⟨S(ℓ)

3 ⟩h(1+cos 2χ) (6)

Each template is obtained by reweighing the recon-
structed angles with weights

ωX =
fX

IX · fX
, (7)

where fX is the appropriate angular function and IX
is the true angular coefficient generated in MC simula-
tion.

Signal-only fit on MC
An example of the templates for each angular function
in the cos θℓ differential distribution for SM MC is pre-
sented in Fig. 2. The result of a template fit of Eq. (4)
is shown in Fig. 3.

(a) cos θℓ

(b) cos2(θℓ)

Figure 2: Templates for different angular functions
from cos θℓ

Figure 3: Results of a template fit to the SM MC

The comparison of the uncertainties we expect from
a fit of data from LHCb Run 2 taken from 2016 to 2018
with integrated luminosity of 5.7 fb−1 and the statis-
tical uncertainties of angular coefficients obtained from
Belle data is presented in Fig. 4. Results are obtained
from the SM MC template fit of the cos θℓ differential
distribution. The estimated statistical uncertainty is
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lower than the uncertainty in Belle’s result by a factor
of 15. However, the final results on data are expected
to be dominated by systematical uncertainty, the main
contributions to which are the B → D∗∗ℓνℓ background
decay model, MC corrections, and the limited size of
the MC sample for the templates.

(a) B → D∗µνmu

(b) B → D∗eνe

Figure 4: Comparison of expected statistical uncer-
tainty for ⟨A(ℓ)

FB⟩ with Belle results [6]. Estimation
is based on MC studies. SM MC was obtained using
BLPR formfactor parametrisation [7]

Model independence
An essential part of the template fit is model indepen-
dence. Since the weights are calculated as a ratio of an
angular function to the true angular distribution and
then applied to the reconstructed angles, most of the
model dependence should be neglected in this ratio.
This is accurate for a variety of NP contributions to
a certain extent of coupling amplitude. The simplest
way to check model independence is to reweigh the MC
sample in all reasonable NP scenarios with different
amplitudes and obtain templates separately for each
reweighed sample. An example of such templates for
cosθℓ, obtained from a left-handed vector current ad-

dition to the Lagrangian [4] with different amplitudes
is presented in Fig. 5. With increasing amplitude of
left vector current NP coupling VqRIL, discrepancies
between templates become more apparent reaching up
to 20 % at cosθℓ = -1.

(a) Constant

(b) cos θℓ

(c) cos2(θℓ)

Figure 5: Templates variation with different NP cou-
plings amplitudes for cos θℓ distribution

Sensitivity of the angular template fit to
NP couplings
An essential property of the model-independent binned
template fit approach is the sensitivity to different NP
couplings. Each angular coefficient is proportional to
a coupling or to the interference of couplings [4]. This
sensitivity can be tested with reweighted MC. The ex-
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ample of an additional left vector current coupling with
different amplitudes is presented for B → D∗µνµ in
Fig. 6. Results in Fig. 7 show the value and statistical
uncertainty of the angular coefficients.

Figure 6: Distributions of cos θℓ for left vector current
NP contributions with different amplitudes

(a) Angular coefficients obtained from a template fit of
cos θD and χ 1D differential distributions

(b) Angular coefficients obtained from a template fit of
cos θℓ 1D differential distributions

Figure 7: Sensitivity test for a left vector current NP
contribution with different amplitudes for B → D∗µνµ

Conclusions
Precision measurements of angular observables provide
an additional test of the SM which is complementary
to the R(D∗) measurements since it has independent
systematical uncertainties and allows to study the un-
derlying physics processes. Feasibility studies of the an-
gular analysis of B → D∗eνe and B → D∗µνµ with the
LHCb detector are performed using MC. The analysis
is performed using a model-independent binned tem-
plate fit of 1D angular differential distributions. The
model independence of the approach and the sensitiv-
ity to NP effects are proven for a limited number of
NP couplings. The expected statistical uncertainty for
angular observables is estimated based on the statisti-
cal reach taken from data. The measurements can be
competitive with the angular coefficients measurement
from the Belle detector. It will be the first angular
analysis at LHCb for B → D∗eνe.
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Abstract — In anticipation of the High Luminosity phase of CERN’s Large Hadron Collider, the ATLAS
experiment is upgrading its core components with a new silicon tracker (ITk) to enhance track measurement
accuracy and data processing speeds. However, this upgrade alone is insufficient to handle the expected
luminosity increase and has to be coupled with significant improvements in the tracking software to main-
tain realistic computing requirements. This study is focused on the track seeds reconstruction for the ITk
detector and explores the possibility to use hashing techniques to improve the seed reconstruction efficiency,
manage the combinatorial challenges, and eventually reduce overall computational time. The code developments
are done within the ACTS framework, an experiment-independent toolkit for charged particles track reconstruction.

Introduction

Motivation

To prepare for the High Luminosity phase of the Large
Hadron Collider at CERN (HL-LHC), the ATLAS ex-
periment is replacing its innermost components with a
full-silicon tracker[1, 2], the Inner Tracker (ITk) detec-
tor, improving the spatial resolution of the tracks mea-
surements and increasing the data readout rate. This
upgrade of the tracker will extend its pseudorapidity
coverage from |η| ≤ 2.7 with the current Inner Detec-
tor to |η| ≤ 4.0 for ITk. The tracker will then be able
to detect particles in a region uncovered before, and
the granularity of the detector will also be increased.
The luminosity is linked to the number of collisions per
seconds. Due to the current luminosity at the LHC,
it is not possible to resolve each collision separately.
Therefore the collisions pile-up in an event, and the
corresponding hits are superimposed in the detector.
The average number of collisions in an event, denoted
µ, will increase from around 34 in Run 2, up to 200 for
the HL-LHC. The complexity of the tracking problem
will then significantly increase with the HL-LHC phase.
The tracker upgrade alone will not be sufficient to cope
with the tremendous increase of luminosity, and signif-
icant improvements have to be incorporated at every
step of the existing software to keep the required com-
puting resources at a realistic level.

Tracking chain

The standard track reconstruction chain is shown in
Figure 1.
It starts by converting the hits in the detector into
space points and clusters. The second step consists
in finding triplets of space points compatible with a

Figure 1: Steps of the track reconstruction chain. Cred-
its: Noemi Calace

particle coming from the interaction point, forming a
seed. Each seed is then expanded with the remaining
space points using a Combinatorial Kalman Filter
(CKF), forming the track candidates. To address the
issue of overlapping track candidates, a final step is
necessary to solve the ambiguities. This step also
involves removing incorrect combinations of space
points (“fake tracks”) and duplicated tracks.

This work focuses on the track seeds reconstruction,
exploring the possibility to use hashing techniques to
improve the reconstruction efficiency, limit the combi-
natorics and eventually reduce the computing time.

ACTS Framework

The framework used is A Common Tracking Software[5]
(ACTS). It is an experiment-independent toolkit for
tracking. It includes a fast tracking detector sim-
ulation, Fatras, based on the ATLAS fast track
simulation[7], but can also be combined with other
common simulation softwares such as Geant4[6] or
Pythia8[8].
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ACTS Configuration
In this study, we use samples of 100 tt̄ events gener-
ated with Pythia8 and propagated with ACTS Fatras.
No secondary particles are included. The preselection
applied to the particles are referenced in the Table 1.
Those particles correspond to the reconstructible par-
ticles. Different samples are generated for the pile-up
values µ = 50, 100 and 150. The detector used is the
generic detector from ACTS, a detector based on the
TrackML[9] detector, this model represents only active
detector elements, no other material is defined.

Variable Value
|η| ≤ 4.0
pT > 1 GeV
number of hits > 9

Table 1: Preselections applied on the particles.

The last step of the tracking chain, the ambiguity res-
olution step, is not used in this study.

Evaluation
The evaluation is performed at the level of the track,
after the CKF algorithm. The quantities used to eval-
uate the performances are:

efficiency =
# tracks matched to a truth particle

# reconstructible particles

fake rate =
# tracks not matched to truth particle

# reconstructed tracks
duplication rate = # reconstructible particles with > 1 track match

# reconstructible particles

CPU time

Performances
In order to reduce the number of seeds to expand as
track candidates, a maximum number of seeds sharing
the same middle space point (maxSeedsPerSpM cut)
is applied in ACTS, keeping only the ones with the
best quality score. The quality score is linked to the
number of compatible measurements with the seed and
the estimated interaction point.

For this study, the value of the maximum number of
seeds sharing the same middle space point is set to 1
to favour timing performance.

The impact of the maxSeedsPerSpM cut on the per-
formance is shown on the Figure 2. The ratios of the
tracking efficency, fake rate and duplication rate, of the
tracking chain without the maxSeedsPerSpM cut and
with the default configuration are shown as a function
of the pseudorapidity η. A value higher than 1 means
that the maxSeedsPerSpM cut has an impact on this
pseudorapidity range.

In the transition regions between the barrel and the
endcaps (around |η| = 2), as well as in the new forward

region to be covered by the ITk detector (|η| > 2.7), the
efficiency is negatively affected by the maxSeedsPer-
SpM cut. These regions exhibit a different behavior
compared to the barrel region. The transition regions
are mainly influenced by pile-up, indicated by increas-
ing ratios with higher pile-up values. A high number
of seeds in the transition regions leads to keeping fake
tracks with higher quality scores than those of true par-
ticles. This trend is not observed in the forward region.

For the duplication rate, the whole barrel region is
influenced by pile-up while the forward region is not.

Regarding the fake rate, the impact of the
maxSeedsPerSpM cut is minimal in the forward region,
suggesting that most seeds in this region corresponds to
true particles. However, in the barrel region, filtering
out low-quality seeds reduces the number of fake tracks
reconstructed.

The barrel region then benefits from a small value
of the maxSeedsPerSpM while the new region benefits
from a high value. For the transition regions, a com-
promise as to be found between efficiency and fake rate.

Hashing

To maintain the timing performance, the explored
approach keeps the maxSeedsPerSpM limit while at-
tempting to mitigate its negative impacts. This is done
by clustering similar space points into buckets and per-
forming the seeding separately on each bucket. The
Annoy[10] algorithm is used to perform the clustering.

Clustering algorithm: Annoy

Annoy is a Machine Learning algorithm of the k-
Nearest Neighbors family. It approximates the neigh-
borhood of a given point by expanding the search us-
ing distances between groups of points rather than di-
rect distances between points. This process begins with
the random selection of two points, then, a hyperplane
is created between them, dividing the space into two
sections. This division process is recursively applied
to each section until each of them contains a maximal
number of points. Internally, Annoy’s splitting method
is structured like a binary tree. The approximation of
the neighborhood depends on the quantity of randomly
generated trees.

When searching for the neighbors of a point, Annoy
first considers the distances between the points in the
same section across different trees, then expands the
search to adjacent sections, starting from the ones
with the smallest inter-section distance.

Searching for neighbors requires defining the distance
between the space points, a metric is therefore neces-
sary. The bucket size, which determines the number of
neighbors, significantly impacts the clustering process.
A larger bucket size increases the combinatorics, affect-
ing timing performance, whereas a smaller size may fail
to cluster sufficient space points from the same particle,
compromising physics performance.
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Figure 2: Physics performance ratios of the tracking chain in the default configuration without/with the
maxSeedsPerSpM cut.

Metric and Bucket Size

The combination of the metric with the bucket size
defines then the performance of the algorithm. At
fixed recall performance (the fraction of space points
of a track retrieved), the better the metric is, the lower
the requirement on the bucket size.

The metric used is ∆φ. It corresponds to the angle
difference between the projections on the unit circle of
the space points. It is well suited for radial tracks, the
ones coming from the center of the detector and which
are almost straight. As the influence of the magnetic
field on high pT tracks is minimal, it tends to keep ∆φ
small, making the metric works well for those tracks.

To maintain good physics performance while reduc-
ing the combinatorics, the bucket size is chosen such
that the total tracking efficiency is (almost) indepen-
dent of the pile-up. Based on Figure 3, the bucket size
is set to 100 space points. For this bucket size, the
total tracking efficiency with Hashing reaches back the
efficiency without Hashing for the values of µ up to 100.

Figure 3: The total tracking efficiency as a function of
the bucket size for different values of µ.

Super buckets
In the Hashing approach, space points that are close
to each other are frequently in each other’s bucket,
thereby introducing overlaps between these buckets. A
seed might then be reconstructed several times as it can
be entirely found in several buckets. In practice, a seed
is reconstructed 14 times on average, which ends up
doubling the running time of the tracking chain with
Hashing.

To reduce the overlaps between the buckets, a bin-
ning along the z axis is performed on the first layer
of the detector, as shown in the Figure 4 (Left). The
buckets corresponding to the space points found inside
the same bins are merged together into a Super bucket,
illustrated in the Figure 4 (Right). The number of Su-
per buckets corresponds then to the number of z bins
used.

Figure 4: Visualization of the Super bucket construc-
tion with (Left) the position of the bins inside the de-
tector and (Right) an illustration of the merging of the
buckets inside a bin.

When this approach is applied using a single bin and
a large enough bucket size, all space points are con-
tained within the Super bucket, hence, corresponds to
the configuration without Hashing.

Results & Discussion
The results of this study are shown on the Figure 5.

Binnings according to z (left column of the figure)
and φ (right column of the figure) are compared.



24

Figure 5: Timing (Top Row) and Physics (Bottom Rows) performance with binning along z (Left Column)
and along φ (Right Column). The default configuration is shown with one bin. The ∆φ metric and a bucket
size of 100 are used for all of those results.

While the binning according to z almost doubles the
total running time (Figure 5 (Top Row) (Left)), the
binning according to φ keeps similar timing with re-
spect to the default configuration (Figure 5 (Top Row)
(Right)).

The running time is related to the number of seeds
found, as processing more seeds takes more time on
average. The binning according to z then finds more
seeds than the binning according to φ. This is due to
the binning in z being unrelated to the metric used,
regrouping then buckets with small overlaps between
them, resulting in bigger Super buckets than the ones
with a binning along φ, regrouping buckets with large
overlaps between them as the metric depends on ∆φ.

In the endcaps, both binnings improve the total
tracking efficiency (Figures 5 (Bottom Row)), indicat-
ing that the seeds corresponding to truth particles have
been recovered. This improvement confirms that this
approach circumvent the maxSeedsPerSpM limit in the
regions which benefit from it.

Conclusions & Outlook

This first study has shown that the Hashing approach
leads to comparable performance with the default
configuration with a slight improvement in the end-
caps. It allows to have a trade off between timing and

performance (z binning vs φ binning). However, the
timing is not better than the standard approach with
the current implementation.

The upcoming step is to switch to the more realistic
geometry of the ITk detector. The geometry being
more granular, considering metric learning approaches
might be necessary in order to improve the perfor-
mance. Varying the bucket size with respect to the
detector region might also be considered as different
behavior has been observed between the barrel and the
endcaps.

A more realistic simulation including secondaries and
more events is also needed to get closer to the HL-LHC
conditions. The overall approach can also be extended
by performing, not only the seeding, but also the track
finding on the buckets, reducing further the combina-
torics of the tracking chain. Finally, an hybrid software
approach might be considered by selecting either the
standard approach or the Hashing approach with re-
spect to the detector region allowing to retain the best
performance of both.
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Mathieu Markovitch

Laboratoire de Physique des deux infinis Irène Joliot-Curie – Université Paris-Saclay

Abstract — Vector boson scattering processes probe the fundamental structure of electroweak interactions
and provide a high sensitivity to new physics phenomena affecting gauge and Higgs couplings. These processes
are among the rarest ones in the Standard Model[1] and were observed during last years in the Large Hadron
Collider[2]. Vector boson scattering is sensitive to trilinear and quartic gauge couplings, which can be studied
in the framework of the Effective Fields Theories to set model-independent constraints on Beyond Standard
Model physics. The semileptonic final state, where one of the scattered gauge boson decays hadronically into
a quark/antiquark pair and the other boson decays leptonically into electrons, muons or neutrinos, has good
statistics and allows to study several different couplings since it is inclusive. This process is expected to be
observed. The various and complementary Vector boson scattering analyses performed in the ATLAS experiment
allow to start a combination of the different results in order to set limits on dimension-8 operators.

Introduction

The description of elementary particles and their fun-
damental interactions is given by the Standard Model
(SM)[3]. Despite its great prediction power, the SM has
several outstanding problems: it does not include grav-
itation, cannot explain naturally why the Higgs boson
mass is so low, does not exhibit dark matter candi-
dates, cannot explain the predominance of matter over
antimatter... These issues could be solved by modifi-
cations or extensions of the SM, that may lead to ob-
servable effects. Experimental searches and measure-
ments in the ATLAS experiment at the Large Hadron
Collider (LHC) exploit many processes obtained from
high-energy protons collisions in order to find signs of
Beyond Standard Model (BSM) physics. Among these
measurements, Vector boson scattering (VBS) allows
to probe the most fundamental structure of the elec-
troweak (EW) interaction.

VBS phenomenology

VBS are among the rarest processes of the SM, with
typical cross-sections at the femtobarn level. It con-
sists on the electroweak production of vector bosons
associated with jets:

qq′ → V3V4jj

where the Vi are Z, W or γ. This is like a vector bo-
son collision: high energy is needed. Figures 1 and
2 show different VBS Feynman graphs. A lot of dif-
ferent couplings can be involved: triple gauge couplings
(TGCs), quartic gauge couplings (QGCs) and couplings
with the Higgs boson. Without the Higgs boson, the
cross-section of VBS processes would violate unitarity
when this one increases, but adding diagrams with the
Higgs boson cancels the divergence and gives a finite

Figure 1: VBS graphs involving only gauge bosons
(wiggly lines). The quarks are represented by straight
lines.

Figure 2: VBS graphs involving Higgs boson (dashed
lines).
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cross-section that makes the process visible. VBS ob-
servation is thus one of the proofs of an electroweak
symmetry breaking and then an important corrobora-
tion of the SM[4]. However, since Higgs diagrams re-
duce the cross-section at high energy, they also make
the process difficult to observe. TGC and QGC vertices
are shown in Figure 3 Not all couplings are allowed in

Figure 3: TGC (left) and QGC (right). X and Y are
EW bosons such that charge is conserved.

the SM: EW neutral couplings, such as ZZγ or ZZZZ,
are forbidden. We can then search for deviations from
SM in gauge couplings. VBS (and triboson) processes
are the only ones that are sensitive to QGCs at tree-
level. Thus they provide a unique way of probing BSM
physics affecting these couplings. Alteration of QGC
existing in the SM and addition of new QGC are called
anomalous quartic gauge couplings (aQGC) and they
can be studied in the Effective Field Theories (EFT)
framework[5].

EFT study of gauge couplings

If BSM physics exists, the fact that we have not seen
it yet can be due to the fact that it is too weakly cou-
pled or hidden in SM backgrounds (hence we need to
increase statistics and improve theory predictions) or
to the fact that it is at too high energy for the current
accelerators (hence we need to increase the probed en-
ergy). EFT provide a model-independent way of look-
ing at effects coming from BSM physics at an energy
scale (Λ) that is not directly accessible. The idea is
to expand the SM Lagrangian (mass dimension 4) to
higher dimensions to get an effective Lagrangian:

LEFT = LSM +
1

Λ
L5+

1

Λ2
L6+

1

Λ3
L7+

1

Λ4
L8+ ... (1)

written as sum of dimension-n terms:

Ln =
∑
i

Cni Q
n
i (2)

where Cni are the Wilson coefficients and Qni are the
dimension-n operators that form a complete basis and
are uniquely associated to the Wilson coefficients. In
the SM there is no high dimension term hence Wilson
coefficients are zero. Odd-dimension operators violate
lepton or baryon number conservation and are usually
ignored. Wilson coefficients associated to dimension-
6 operators are constrained since dimension-6 can be
probed with many analyses (i.e. different final states).

Dimension-8 operators are not well known and can in-
duce aQGCs, hence they constitute a VBS opportu-
nity and we focus on them. In order to confront the-
ory and measurement, we need to compute observables
from EFT. They can be constrained using VBS pro-
cesses. For instance we can predict cross-section from
dimension-8 (squared) amplitude:

A2 = |ASM |2 + 2
∑
i

Ci
Λ4
Re(A∗

iASM ) + 2
∑
i

C2
i

Λ8
|Ai|2

(3)

+2
∑
i ̸=j

CiCj
Λ8

Re(A∗
iAj)

(4)

where we can identify:

• A pure SM term |ASM |2.

• An EFT-SM interference term linear in the Wilson
coefficients

∑
i
Ci

Λ4Re(A∗
iASM ).

• A quadratic EFT term
∑
i
C2

i

Λ8 |Ai|2.

• An EFT interference term between operators∑
i ̸=j

CiCj

Λ8 Re(A∗
iAj).

The Eboli Model [6] provides a complete classification
of dimension-8 operators with gauge bosons in initial
and final states and respecting given symmetries. A
valid dimension-8 operator can be built by combin-
ing different elements: four covariant derivatives of
the Higgs field (e.g. (DµΦ)

†DνΦ(D
µΦ)†DνΦ) mak-

ing a scalar operator, four field strength tensors (e.g.
BµνB

µνBαβB
αβ) making a tensor operator, or two

covariant derivatives of the Higgs field and two field
strength tensors (e.g. BµνB

µν(DβΦ)
†DβΦ) making a

mixed (while dimension-6 operators can be obtained for
instance by combining two covariant derivatives of the
Higgs field and one field strength tensor or three field
strength tensors). There are two useful scalar opera-
tors, to which we refer as fS0 and fS1, seven useful
mixed operators, to which we refer as fM0, fM1, fM2,
fM3, fM4, fM5 and fM7 and eight useful tensor opera-
tors, to which we refer as fT0, fT1, fT2, fT5, fT6, fT7,
fT8 and fT9. We often use the operator notation for
the associated Wilson coefficient. The structure of each
operator tells on which vertices this operator can have
an impact (Table 1). The main problem for dimension-

SM Not SM
Operators WWWW WWZZ WWγγ WWγZ ZZZZ ZZZγ ZZγγ Zγγγ γγγγ
fS0, fS1 X X X

fM0, fM1, fM7 X X X X X X X
fM2, fM3, fM4, fM5 X X X X X X

fT0, fT1, fT2 X X X X X X X X X
fT5, fT6, fT7 X X X X X X X X
fT8, fT9 X X X X X

Table 1: QGCs and operators impacting them.

8 VBS studies is the unitarity violation: at high energy,
aQGCs lead to interaction amplitudes that give prob-
abilities higher than one. To prevent this, we usually
introduce a cut-off (clipping) scale beyond which the



29

Wilson coefficient is set to zero. Analyses can chose dif-
ferent clipping points but measured limits should beat
unitarity limits. We can see in Figure 4 that the limit
given by unitarity for the ZZjj ATLAS analysis[7] is
better than observed limits at energies higher than one
TeV.

Figure 4: Expected, observed and unitarity limits for
fT0 operator in ZZjj analysis as function of clipping
energy.

Search for VBS in semileptonic fi-
nal state
Various analyses from LHC experiments study VBS.
They focus on a dedicated final state e.g. WWjj or
ZZ(→ llll)jj. The semileptonic final state focus on
the inclusive case where one gauge boson (W or Z)
decays hadronically to a quark pair and the other one
decays leptonically to a lepton pair:

• V → qq̄′, Z → νν̄ (0-lepton channel)

• V → qq̄′, W → lν (1-lepton channel)

• V → qq̄′, Z → l+l− (2-leptons channel)

where lepton is understood as charged lepton. These
decays are interesting because the V → qq̄′ branching
ratios are larger than the leptonic ones, allowing to ob-
serve more events. Moreover, the jets coming from the
qq̄′ pair can be well reconstructed in the high energy
regime, which is more sensitive to aQGC. The main dif-
ficulty of the analysis is that these decays also have an
important background of diboson QCD production as
shown in Figure 5, Z production accompanied with jets
(mainly in 0 and 2 leptons channels), W production ac-
companied with jets (mainly in 0 and 1 lepton channels)
and top quark events (mainly in 1-lepton channel). The
VBS signal (Figure 6) cannot be separated from other
EW (non-VBS) diboson productions (Figure 7). We
want to observe these signals in regions where VBS is
enhanced. Multivariate techniques (RNN) are used to
separate signal from the different backgrounds. Differ-
ent objects need to be selected for this analysis: a pair

Figure 5: Two graphs for diboson QCD production.

Figure 6: VBS signal. The central ball represents the
different possible gauge couplings and propagators.

of VBS tagging jets (hadronization of the quarks ac-
companying the scattering) that should be in opposite
hemispheres and have transverse momentum pT > 30
GeV, invariant mass mjj > 400 GeV and decay prod-
ucts of the gauge bosons. For the leptonically decaying
boson:

• 0-lepton channel: missing transverse energy
Emiss

T > 200 GeV (only neutrinos).

• 1-lepton channel: one electron or muon with pT >
30 GeV, Emiss

T > 80 GeV (for the neutrino) and an
additional b-quark veto.

• 2-leptons channel: two electrons or muons with
pT > 27 GeV and invariant mass windows around
Z mass.

For the hadronically decaying boson:

• Resolved regime: the two quarks lead to two small
(radius parameter R = 0.4) jets.

• Merged regime: in case of high boost, the two
quarks lead to one large (radius parameter R = 1)
jet. In that case we use boosted jet tagging tech-
niques based on jet substructures to identify the
original boson.

The signal regions (SRs) of the analysis are de-
fined based on the hadronically decaying boson: re-
solved, merged with purity (tight boson tagger work-
ing point) and merged with low purity (loose boson

Figure 7: Non-VBS EW signal.
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tagger working point), for each channel, which makes
nine SRs. The control regions (CRs) are: V+jets
resolved and V+jets merged (for each channel i.e.
V=W for 1-lepton and V=Z for 2-leptons) and three
top regions with a b-jet requirement instead of a b-
veto (1-lepton channel only), which makes nine CRs.
We then fit the signal strength parameter µ (µ =

σobserved
VBS /σSMpredicted

VBS ) as parameter of interest (POI).
The standard fit is one POI for all channels and re-
gions. Different systematics enter as nuisance parame-
ters (NPs):

• Experimental systematics: reconstruction efficien-
cies of electrons and muons, jet energy scale and
resolution, Emiss

T , tracks, b-tagging, luminosity,
pile-up reweighting, boson tagging.

• Background systematics: modelling uncertainties,
QCD and PDF on V+jets, diboson and top, initial
and final state radiation on top, mtag

jj reweighting
and normalization

• SM signal systematics: QCD scale, PDF uncer-
tainty, EW/QCD interference and parton shower

Other uncertainties are statistical and Monte-Carlo un-
certainties. For aQGC searches, we have dedicated
EFT samples in addition to the data and Monte-Carlo
SM samples. EFT is then treated as signal and the
SM EW signal is treated as background. QCD and
PDF signal systematics apply on EFT signal. A uni-
tarization procedure, as described in Section 9 of [8],
is performed with clipping points 1.5, 2, 3, 5 TeV +
no-clipping. As we have an inclusive analysis, all the
operators from the Eboli model can be constrained. We
fit one operator and one clipping point at a time.

Results
The analysis is currently unblinded and the statistical
analysis is done. We expect EW production of vec-
tor bosons in semileptonic final states associated with
jets to be observed with a significance higher than 5σ
and a signal strength parameter compatible with 1 (SM
value). The RNN distribution in one of the SRs (1-
lepton resolved) is shown in Figure 8. We can see
that the sum of Monte-Carlo SM backgrounds (mostly
W+jets, tt̄ and diboson+jets but also some Z+jets
and single t) and signal (EW V V jj) fits the data very
well. The dominant systematics are the theory sys-
tematics on signal. The next step of the analysis is
the fiducial cross-section measurement and the final-
ization of aQGC interpretation. For now we have some
un-unitarized contraints on the operators, as shown in
Table 2.

Conclusion and outlook
VBS processes probe the fundamental structure of EW
interactions. They are very rare and provide high sen-
sitivity to BSM physics affecting gauge and Higgs cou-
plings, which can be studied in a model-independent

Figure 8: RNN distribution in the 1-lepton resolved
(tight) signal region (log scale).

Coefficient/Λ4 Expected limits [TeV−4] Observed limits [TeV−4]
fS1/Λ

4 [-6.8, 6.8] [-8.1, 8.1]
fM0/Λ

4 [-1.1, 1.1] [-1.1, 1.2]
fT0/Λ

4 [-0.17, 0.15] [-0.12, 0.18]
fT1/Λ

4 [-0.16, 0.17] [-0.15, 0.14]

Table 2: Expected and observed limits on four Wilson
coefficients without clipping.

way in the EFT framework through anomalous gauge
couplings. The semileptonic final state analysis allows
to study a lot of couplings and to set good limits on
operators affecting quartic gauge couplings. It will be
part of a future ATLAS Run-2 aQGC combination,
with WW , ZZ(→ llll), ZZ(→ llνν), WZ, Wγ and
Zγ VBS analyses and WWW and Wγγ triboson anal-
yses. These final states have the opportunity to ac-
cess QGC and allow to constrain dimension-8 opera-
tors (most studies previously focused on dimension-6
before). This combination is very promising but chal-
lenges are expected: we need to understand all the
subtleties of the different analyses and to harmonize
them since each analysis has its own regions, models
and strategies. We plan to finish this effort next year.
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Abstract — Type Ia supernovae (SNe Ia) are both the tool that made the first measurement of the Hubble
constant possible and the key to a new era of cosmology, dominated by systematics instead of statistics. SNe Ia
absolute magnitudes naturally exhibit a 0.4 mag scatter, that can be reduced using what is called "standardisa-
tion", a process in which correlations between SN Ia magnitudes and lightcurve properties (colour and stretch)
are exploited to minimise that scatter. Using the standardistation process reduces the scatter to a level down to
around 0.15 mag. We analyse these standardisation relations in light of the new ZTF DR2 volume-limited sample.
Thanks to its unprecedented statistics, we find that the stretch-residuals relation, previously thought to be linear,
exhibits a strong (10.3σ) non-linearity. However, the colour-residuals relation appears linear. We also look at
the stretch and colour distributions. The stretch distribution exhibits the expected bimodal behaviour seen in
the literature. The colour distribution has a very red (c ∼ 0.5) tail, not seen in previous surveys. By making
appropriate environmental cuts, we are able to extract a "dust free" SNe Ia sample, where SNe are less affected by
dust than in the full sample. This might be a promising avenue to mitigate dust-related issues in Type Ia cosmology.

Introduction

The current standard cosmological model is the so-
called ΛCDM model, where CDM stands for Cold Dark
Matter, representing ∼ 25 % of the energy content of
the Universe, while Λ is a cosmological constant, re-
sponsible for the main (∼ 70 %) energy content of the
Universe, Dark Energy. While this model reproduces
very well most observations of the Universe with only
six free parameters, it still has some issues, two of them
being the unknown nature of both Dark Matter and
Dark Energy.

One of the most debated issue in relation to ΛCDM is
the tension over the speed at which the Universe is ex-
panding, called the Hubble constant. Indeed, the value
measured by Type Ia Supernovae (SNe Ia) anchored on
Cepheids stand at H0 = 73.04± 1.04 km/s/Mpc [1, 2],
whereas Planck Collaboration [3] measured 67.4 ± 0.5
km/s/Mpc using the CMB. This is often described as
a late Universe vs primordial Universe issue, and could
hint either at the need for a new model or at biases in
one or both of the measures.

SNe Ia are a crucial tool in this debate. SNe Ia en-
abled the discovery of the expansion of the Universe
[4], and later the acceleration of this expansion [5, 6].
They are "standardisable" candles. Indeed, when un-
corrected, they exhibit a natural scatter of ∼ 0.40 mag.
In the early 1990s, Phillips et al [7] discovered a cor-
relation between SN Ia magnitude and their lightcurve
stretch x1 (a measure of how fast or slow a SN Ia is
declining). A few years later, Tripp et al [8] found a
similar relation between SNe Ia magnitudes and their
color c. Correcting for those relations, the scatter re-
duces to ∼ 0.15 mag, dubbed as intrinsic scatter.

SNe standardisation

SN standardisation is the process of reducing SN Ia
magnitude scatter. This is done by making use of the
relation between SN magnitude and their properties.
We first correct the observed peak magnitude in B-band
mB for SN colour (c) and stretch (x1). We also add an
extra standardisation term, accounting for the depen-
dence of SNe Ia magnitudes on their host environment
after colour and stretch standardisation [9, 10, 11, 12].
This term is usually called a mass step, as it is just
adding or removing a constant γ depending on if the
SN host mass is above or below a given value. It is not
discussed here, but a full investigation of its value and
dependency on environment proxy used is presented in
Ginolin et al (2024a). The observed distance modulus
is thus defined as:

µobs = mB −M0 − βc+ αx1 + pγ (1)

Here pγ is the mass step term discussed above (γ is
the amplitude of the mass step and p = ± 1

2 depending
on which side of the mass cut a SN is), and M0 is the
absolute SN Ia magnitude, which is degenerate with
H0. In this proceeding, we only focus on residuals, so
the value of M and H0 do not matter. Finally, we
compute the residuals of the cosmology fit, defined as:

∆µ = µobs − µcosmo (2)

To compute µcosmo, we use the flat ΛCDM cosmology
from astropy [13, 14], with Ωm from Planck [3]. The
redshifts used are part of the ZTF Cosmo DR2 release,
described in the next section. We do not need to add
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any bias correction, as we are using a volume-limited
sample.

Data

Zwicky Transient Facility
Zwicky Transient Facility the survey operated with the
camera mounted on the Samuel Oschin Telescope lo-
cated in Palomar Observatory (Southern California)
[15, 16, 17]. This survey is optimised for transients,
and in particular SNe Ia, combining a large field of
view (47.7 deg2) with short (30s) exposures, allowing
for a full scan of the sky each night. It operates in
three bands: g and r for the public survey and i for a
private partnership. The median depth of the survey
is 20.4 mag in r-band, corresponding to a z ∼ 0.1 SN
Ia. There is a spectrograph associated with the sur-
vey, called SEDmachine [18], mounted in the P48 in
Palomar. This spectrograph is also optimised for SNe
Ia, with a low resolution ( λ

∆λ ∼ 100), sufficient for SN
classification, but allowing for 1h exposures. All SNe
below the magnitude limit of the spectrograph (∼ 19.5
mag) thus have a spectra.

Volume-limited sample DR2
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Figure 1: Top: Redshift histogram of all SNe Ia. The
decrease at z ∼ 0.07 is the signature of Malmquist bias,
ie objects missing because they are too faint. Middle:
SN colour vs redshift. There are fewer objects in bot-
tom right part of the plot because red (high c) objects
are fainter than blue objects. Bottom: Same as the
middle plot but for stretch vs redshift. Here the fast
decliners (low x1) are fainter than slow decliners. The
red line going through all the plots is the redshift cut
used to get a volume-limited sample, at z = 0.06.

We use data from the Cosmo-DR2 sample, which
spans all of ZTF I (March 2018 to the end of 2020). It

is described in detail in Rigault & Smith et al. (2024).
The lightcurves are fitted with SALT2.4 [19]. The
spectra taken by SEDm are reduced with a dedicated
pipeline [20], and then fitted by SNID [21]. Redshifts
are either coming from SNID or from a spectroscopic
redshift when a host galaxy is found. Host association
is performed using the DLR (Directional Light Ratio,
a normalised measure of distance between the centre
of a host and a SN) technique [22, 23]. All objects
(lightcurve and spectra) have been visually checked by
at least two people, in a collaboration effort to obtain
the subtypes of each SN. Indeed, some Ia subtypes are
usually not included in Hubble diagrams, as they are
not standardisable in the same way as normal Ias (e.g.
Ia-91t, SuperChandras...). The whole data set is com-
prised of 1178 spectroscopically typed SNe Ia.

In this analysis, we use the volume limited version of
the DR2 data set. The effect of the slower-brighter and
bluer-brighter relations is illustrated Figure 1. Indeed,
we see that red SNe and fast-declining SNe start miss-
ing after a given redshift. This is due to their lower
magnitude, combined with the magnitude limit of the
survey. This in turn biases the sample, with the so-
called Malmquist bias. One thus has to be very careful
when looking at samples affected by selection effects.
By doing an appropriate redshift cut, we get a volume-
limited sample, ie a sample where no SNe in the corre-
sponding volume are missed (or are missed due to ran-
dom effects unrelated to the objects, e.g. bad weather,
technical issue on the telescope...). We use the red-
shift cut prescribed by Amenouche et al. (2024), at
zmax = 0.06. A simple check of the robustness of that
cut is to look at the redshift histogram in the top plot of
Figure 1. Indeed, the histogram is increasing for all of
the redshift range we use, and only starts to decreased
due to missed objects at z ∼ 0.07. After doing a few
more quality cuts (described in details in Ginolin et al,
2024a,b), we get to our final sample of 725 SNe.

Results

Stretch distribution

We plot in Figure 2 the stretch distribution of the
volume-limited sample. It exhibits a clear bimodal
shape, as expected from Nicolas et al. [24]. We fit
the whole distribution with a double Gaussian. The
parameters of the two Gaussians are all compatible at
the 1σ level with the ones presented in Nicolas et al
[24] obtained from 114 SNe Ia from SNFactory [25].
We then split the sample into two using local (2 kpc
around the SN) (g − z) colour from PanSTARRS [26],
used as a proxy for SN Ia progenitor age. Old popu-
lation SNe (locally red environment, (g − z)local > 1)
populate both stretch modes, while young population
only exist in the high stretch mode. For the old popula-
tion, the ratio between the high-stretch and low-stretch
mode is ∼ 50%. For the low-stretch mode, we see a
small fraction (∼ 8%) of SNe in the low-stretch mode.
This is consistent with Briday et al [27], who predicts
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3 2 1 0 1 2
Stretch x1

Full sample
low + high

(g z)local > 1 (g z)local < 1

Figure 2: Adapted from Figure 1 of Ginolin et al
(2024a). In grey is the stretch distribution for the
whole sample, fitted with a double Gaussian (grey line).
In red/blue are stretch distribution for SNe in locally
red/blue environments (local colour (g− z) ≶ 1)), with
the respective double Gaussian fits (red/blue lines).

a small contamination due to tracer inaccuracy.

Linearity of the stretch-residuals relation
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Figure 3: Adapted from Figure 6 of Ginolin et al
(2024a). Residuals against stretch, binned by equal-
sized stretch bins. The dotted line is the usual linear
relation fitted, and the full line is the broken-α model
we study. The red points are binned residuals for SNe
Ia in locally red environments.

The first assumption we are able to challenge with
the unprecedented statistics of the ZTF Cosmo DR2
is the linearity of the stretch-residuals relation. When
plotting Hubble residuals binned by stretch, they do
not fall on the linear Phillips relation, but rather ap-
pear to have a broken shape. We thus construct a new
model, replacing the single α term in Eq. 1 by a term
A(x1), defined as follow:

A(x1) =

{
αlow if x1 < x01
αhigh if x1 ⩾ x01

(3)

This adds two extra parameters to our model, the
second α and the breaking point x01.

Fitting this model to our data, we find αhigh =
0.071± 0.011, αlow = 0.240± 0.012, a difference in α of
∆α = 0.169± 0.016, a 10.3σ significance.

As stretch and environment are tightly correlated, as
explained in the previous paragraph, this could be an
effect of environment. To investigate this hypothesis,
we also plot in Figure 3 the Hubble residuals binned
by stretch only of SNe Ia residing in a locally red envi-
ronment. We use red environment SNe Ia because they
span the whole stretch range, contrary to blue environ-
ment ones. When only using the red environment SNe
Ia, we still see the broken line, and fitting the broken-α
model gives ∆α = 0.149 ± 0.024, a 6.3σ significance.
This indicates that the broken-α effect is not due to
environment. Looking at the fitted breaking point, we
have x01 = −0.48± 0.10, which corresponds to the gap
between the high and the low-stretch modes in Figure
2. This may hint at a physically motivated difference
between the two stretch modes, for example in the for-
mation process.

Colour distribution

Full sample (798 SNe)
Intrinsic colour + dust fit

0.2 0.0 0.2 0.4 0.6 0.8c

Dustless sample (162 SNe)
Dusty sample (636 SNe)
Intrisic colour + dust fit

Figure 4: Adapted from Figure 1 of Ginolin et al
(2024b). Top: Colour distribution for the full sample,
fitted with the model from Brout & Scolnic [28] de-
scribed in the corresponding section. Bottom: Colour
distributions for the "dust free" sample (SNe in low
stellar mass regions and away from their host galaxy
centre) and the dusty sample (objects not in the dust
free sample).

In the top plot of Figure 4, we plot the colour distri-
bution for the full sample. The shape is clearly asym-
metric, with a red tail extending to colours as red a
c ∼ 0.6. This was already noticed in Brout & Scol-
nic [28] when looking at the Pantheon+ data set [29].
Following the literature [30, 31, 32], we fit the colour
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distribution with a convolution of a Gaussian (thought
to be the intrinsic colour distribution) with an expo-
nential decay (thought to represent dust reddening),
parameterised as:

P (c) = N (c | cint, σc) ∗

{
0 if c ≤ 0
1
τ e

−c/τ if c > 0
(4)

Looking at the whole sample, we find cint = −0.085±
0.005, σc = 0.0501± 0.0035 and τ = 0.156± 0.007.

Disentangling dust and intrinsic colour is crucial for
cosmology, as dust not only reddens SN Ia, but also
dims them. This thus has an impact on the estimation
of distances with SN Ia magnitudes, ultimately biasing
fitted cosmological parameters. An avenue to contain
dust-related issues is to observe SNe Ia in the IR, where
dust reddening is lessened [33, 34]. Using a "dust free"
sample of objects might be another way of dealing with
such issues.

Here, using the environmental proxies in the DR2, we
apply to our sample a combination of cuts designed to
isolate a "dust free", or at least less dusty sample. Note
that these environmental cuts introduce a selection
bias, which needs to be kept in mind were this sample
used to do cosmology. We chose to combine a DLR cut
with a local (2 kpc around the SN) stellar mass cut. We
chose to use DLR= 0.8 as the cutting value, to isolate
objects in the outskirts of galaxies, while still keeping
a reasonable number of objects. The cutting value for
the local stellar mass is log(M⋆/M⊙)local = 8.9, which
is the median value for the full sample. Those com-
bined cuts isolate 162 objects. Their colour distribu-
tion is plotted in the bottom of Figure 4, along with the
colour distribution of the other part of the sample. The
"dust free" colour distribution has a reduced red tail,
confirming that our cuts were well tailored to target
dusty environments. However, it is still slightly asym-
metric, showing that it is not fully dust free. This is
also visible when fitting for the dust model. Indeed, the
dust parameter τ , while significantly smaller than for
the whole sample (τdustfree = 0.084 ± 0.010, 5.9σ away
from the full sample value), is still not compatible with
0. Interestingly, we find cint,dustfree = −0.081 ± 0.009,
σc,dustfree = 0.046 ± 0.006, both compatible with the
parameters for the full sample, with a respective differ-
ence of 0.09σ, 0.059σ. This strengthen the claim that
the Gaussian distribution fitted indeed represents the
intrinsic SN Ia colour distribution.

Linearity of the colour-residuals relation

In this section, we perform the same test of linearity
of the colour-residuals relations as we did for stretch.
The residuals vs colour relation is plotted in Figure
5. Unlike for stretch, this relation appears to follow
the linear Tripp relation. We further confirm that by
fitting a broken-line model. We find ∆β = 1.21± 0.88,
(with βhigh = 3.66±0.06 and βlow = 4.87±0.87), a 1.4σ
difference. The error on βlow is high because the fitted
breaking point is ∼ 0, with most of the SNe being on
the right side of the cut.

0.2 0.1 0.0 0.1 0.2 0.3
c

1.00

0.75

0.50

0.25

0.00

0.25

0.50

0.75

1.00

m
B

co
sm

o
+

x 1
+

p

Tripp relation
'Broken line' fit
(g z)local > 1

Figure 5: Adapted from Figure 3 of Ginolin et al
(2024b). Same as Figure 3 but for the colour-residuals
relation. The difference between the two slopes is not
significant.

Conclusion
Concerning the stretch distribution, we confirm the bi-
modality seen in Nicolas et al [24]. Local colour is
used to separate young and old progenitor populations.
The stretch distribution for the young progenitor pop-
ulation is almost exclusively in the high-stretch mode,
with an 8% contamination, compatible with predic-
tions from Briday et al [27]. The stretch distribution
of SNe from old progenitors has an half/half fraction
of high/low stretch modes. Looking at the stretch-
residuals relation, we find it to be non-linear, with
αhigh = 0.071 ± 0.011, αlow = 0.240 ± 0.012, a 10.3σ
difference. This non-linearity is not caused by environ-
ment, as it is also present when looking at SNe Ia in
locally red environments only. The colour distribution
exhibits a very red tail, going out to c ∼ 0.6. It is well
described by a model including an (intrinsic) Gaussian
and a exponential decay (due to dust). We define a
"dust free" sample of 162 objects. The red tail is in-
deed reduced, with τdustfree being 5.9σ away from the
full sample value, but there is still a slight asymmetry
remaining that could be a signature of remnant dust.
Nonetheless, the parameters of the Gaussian concep-
tually representing the intrinsic SN colour distribution
are compatible with those of the full sample. Look-
ing at the colour-residuals relation, we see no deviation
from linearity (∆β = 1.21±0.88). All results as well as
more thorough investigations of stretch and colour dis-
tributions and standardisation processes are presented
in Ginolin et al (2024a,b).
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Development of an ultra fast, likelihood-based,
distance inference framework for the next
generation of supernova surveys

Dylan Kuhn

Laboratoire de Physique Nucléaire et de Hautes Énergies

Abstract — Context: Type Ia supernovae are an extremely powerful tool to probe the expansion of the universe.
However, supernovae surveys are magnitude limited which induces a selection effect called “Malmquist bias”. This
bias needs to be corrected to measure the Dark Energy equation of state with precision at the percent level.
Method: We build a distance estimator based on the minimization of a single likelihood function. This likelihood
encapsulates all the physical quantities describing the truncation of surveys at high redshifts, the standardization
of type Ia supernovae as well as their uncertainties.
Results: We show that our method allows to reconstruct unbiased distances and standardization coefficients when
the selection function is perfectly known, which is the case of photometric surveys. Work is in progress to include
the estimation of the selection function in the estimator.

Introduction

Type Ia supernovae are defined as the product of
carbon-oxygen white dwarf explosions. They are char-
acterized by a high intrinsic luminosity which make
them appear as bright as their host galaxy itself. Plot-
ting their intrinsic luminosity in B-band with respect to
time reveals (see figure 1) that they also are autosim-
ilar events. Indeed, Tripp showed in 1998 that cor-
recting the light-curves by two linear relations known
as “brighter-bluer” and “brighter-slower” allows to de-
crease the dispersion at peak luminosity from 45% to
15% [7]. The residual dispersion is referred to as “in-
trinsic dispersion”.

Figure 1: Non standardized (top panel) and standard-
ized (bottom panel) light-curves from the Carnegie Su-
pernovae Project dataset.

Both characteristics make type Ia supernovae ideal can-
didates to estimate distances at large scales. Moreover,
building their Hubble Diagram (see figure 2), which
maps the luminosity distance-redshift relation, showed
that the Universe is actually not only expanding but
also that its expansion is accelerated [4].
This led to the introduction of a new type of energy to
counter the effect of gravity. We call this energy “Dark
Energy” as we do not know its nature yet. However,
we are able to measure its equation of state parameter
w which links its density to its pressure by fitting the
Hubble diagram with a cosmological model. For exam-
ple, in the flat-wCDM model, the luminosity distance
is written as:

dL =
c

H0
(1 + z)

x

∫ z

0

dz′√
Ωm(1 + z′)3 + (1− Ωm)(1 + z′)3(1+w)

(1)

where H0 is the current expansion rate of the Uni-
verse and Ωm is the matter energy density. The fa-
mous ΛCDM model is a particular case where w = −1,
making Dark Energy compatible with a cosmological
constant. Currently, the uncertainty on w when we
constrain it with type Ia supernovae only is about 10
to 20%. We reach a precision of approximately 5%
when we combine supernovae data with other probes
like CMB (see figure 3).
As we enter a precision era in cosmology, our aim is
to reach eventually the percent level. For this we need
to work on both statistic and systematic sources of er-
rors. The errors related to statistics are about to be
well handled by the introduction of two upcoming sur-
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Figure 2: Hubble Diagram built from the Joint Light-
curve Analysis dataset [1].

Figure 3: Confidence contours on w and Ωm at 1 and
2σ from [1]. The blue contours represent the measure
of both parameters using type Ia supernovae only.

Figure 4: Deviation from the flat-ΛCDM model an-
chored to Cosmic Microwave Background when we vary
w by 2% and 10%.

veys in the Hubble Diagram. First, the Zwicky Tran-
sient Facility (ZTF) survey is expected to add approx-
imately 3000 type Ia supernovae at very low redshift
(0.005 ⩽ z ⩽ 0.09). The Subaru/Hyper Suprime-Cam
(HSC) goes deeper as it will add approximately 400
more supernovae at high redshift (0.4 ⩽ z ⩽ 1.2). The
figure 4 shows that a precision of 3 mmag on the dis-
tances is required to probe variation of w of 2%. Con-
sidering an intrinsic dispersion of 15%, we obtain this
precision for O(5,000) type Ia supernovae, which is per-
fectly reasonable when comparing to the merge between
current worldwide statistics [5] and ZTF/HSC.
The estimation of distances is also affected by system-
atics, with one of the most important after calibration
being a selection effect called “Malmquist bias”. Be-
ing able to see only the most luminous supernovae at
high distances decreases the apparent mean magnitude
of the population and, therefore, negatively biases the
estimation of distances at high redshifts.
In current analyses, the value of this bias is deter-
mined by time-consuming simulations based on either a
Bayesian framework or a multiple-time fitting approach
[6, 3]. As a faster alternative, we propose a maxi-
mum likelihood-based method relying on a fast com-
putation of the truncated likelihood function and its
first-order derivatives. This new method allows us, for
a given survey, to simultaneously estimate the luminos-
ity distances of supernovae and the selection function
of the survey. This prevents the distances from being
biased and eases the propagation of uncertainties as
all the parameters of the model are fitted at the same
time. Eventually, the inference of luminosity distances
is faster by a few orders of magnitude when compared
to a classic Bayesian framework. This is essential to
be able to deal with the 30-fold increase of statistics
expected within the next decade.

Modeling of the Malmquist bias

The effect of the Malmquist bias can be illustrated on
a toy model without standardization. First, we ap-
proximate the Hubble Diagram by an order-1 spline
and compress the individual distances into binned dis-
tance moduli ξ which become the parameters of inter-
est. Then, denotingM∗ the absolute magnitude of type
Ia supernovae (i.e. their apparent magnitude is they
were at 10 pc from observer), µ = Ξξ the distances
moduli and σ the intrinsic dispersion, one can write for
a specific supernova:

m∗
i =M∗ + µi + ϵi with ϵi ∼ N (0, σ2) (2)

Thus, for each supernovae i, denoting mlim the limit
magnitude of the survey and σd the parameter which
model the fluctuations of the observation conditions:

mi = m∗
i if m∗

i ⩽ mlim + κi with κi ∼ N (0, σ2
d) (3)

and mi is unobserved otherwise. The negative log-
likelihood function associated to this model is the fol-
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lowing:

Γ =
∑
i

ln(2π) + 2 ln(σ) +
1

σ2
r2i+

2 ln

(
Φ

(
mlim −M∗ − µi√

σ2 + σ2
d

))
−

2 ln

(
Φ

(
mlim −mi

σd

))
(4)

where:

Φ(z) =
1

2

(
1 + erf

(
z√
2

))
(5)

The novelty here is the addition of the two last terms,
which take into account the truncation of the survey. In
practice, type Ia supernovae are stardardized, meaning
equation (2) becomes:

m∗
i =M∗ + µi +

∑
i

αiYi + ϵi (6)

where for example the parameters Yi can be the
shape and the color. Therefore, type Ia super-
novae are also affected by a measurement noise η ∼
N (0,Cov(m,Y1, ..., Yn)) = C. Our model then be-
comes:


m∗

i

Y ∗
1 i

Y ∗
2 i
...

Y ∗
n i

 =


µi(z, θ)

0
...
0



+



α1 α2 α3 · · · αn
1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 0 0
...

... 0
. . . 0

0 0 0 0 1




X∗

1 i

X∗
2 i

X∗
3 i
...

X∗
ni

+


ϵi
0
...
0

 (7)

where the Xi are latent parameters we choose to fit to
unbias the estimation of the αi. The truncation effect
is modeled in a similar way as in equation (3):

Yi = Y ∗
i + ηi with η ∼ N (0, C) if mi ⩽ mlim + κi

with κi ∼ N (0, σ2
d) (8)

and Yi is unobserved otherwise. The negative log-
likelihood function also changes slightly and can be
written as:

Γ = − ln(|W |) + r†Wr

+
∑
i

2 ln

(
Φ

(
mlim − µi − α1X

∗
1 i − · · · − αnX

∗
ni√

σ2
d + σ2

))

− 2 ln

(
Φ

(
mlim −mi√
σ2
d + f(Ci)

))
(9)

f is a function which depends on the covariance matrix
of the observables. It makes the last term non com-
putable in a general case when the observations are cor-
related. We are currently searching for approximations
to compute the cumulative distribution function Φ in
this specific case. Moreover, Whereas the described
likelihood allows to unbias the standardization coeffi-
cients, its main drawback is that the dependancy of
W in σ forces us to invert a (3N, 3N) matrix at each
iteration of the minimization denoting N the number
of supernovae in the survey. Fortunately, this depen-
dancy is simple enough to decompose W with the Schur
complement technique. Writing:

W =

(
Cmm + σ2IN C1

C†
1 C2

)−1

(10)

and S−1 = Q(Λ + σ2IN )−1Q† and writing r = (r1, r2)
to match the structure ofW , the χ2 term can be written
as:

r†Wr = r†1S
−1r1 − 2r1S

−1C1C
−1
2 r2

+ r†2C
−1
2 + r†2C

−1
2 C†

1S
−1C1C

−1
2 r2 (11)

and the determinant of W can be written as:

− ln(|W |) = ln(|C2|) +
∑
i

ln(Λi + σ2) (12)

The computation of the likelihood function is then in
O(N2). To go even faster, we decided to fully write
the minimization procedure in JAX. JAX is a Python
librairy which allows auto-differentiation as well as
GPU/TPU computation. At the end of the day, deriv-
ing unbiased distances from O(1000) supernovae only
last for approximately 5s.

Characterization of the estimator

We compare the bias of two estimators: firstly, the clas-
sic maximum likelihood estimator (MLE) associated to:

Γ = − ln(|W |) + r†Wr (13)

which does not take into account the truncation and
secondly, the truncated maximum likelihood estima-
tor (TMLE) we described in the previous section with
a Monte-Carlo simulation. In both cases, we fit the
binned distances ξ, the standardization coefficients αi,
the latent parameters X∗ and the intrinsic dispersion
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σ. However, for the TMLE, we suppose the parame-
ters of the selection function mlim and σd are known
and fix them to avoid degeneracies. The results of the
Monte-Carlo simulation are compiled in figure 5.
When the magnitudes of the supernovae are not well
measured (i.e. αiσX∗

i
∼ σ) and the number of degrees

of freedom is high, the estimation of the variance is
strongly biased (see figure 6). This is a well known
statistics result. Denoting n the number of data and k
the number of degrees of freedom:

E(σ̂) =
n− k

n
σ (14)

To deal with this issue, we implemented a version of
a restricted maximum likelihood estimator (ReMLE)
inspired by [2].

Figure 5: Bias on the distances when using the MLE
(orange), the TMLE (blue) and the TMLE with fixed
intrinsic dispersion (green). The bias of the MLE is
expected when we add a truncation on the simulated
data. However, we also observe a small bias on the
TMLE when fitting the intrinsic dispersion. This bias
is due to the bias of the variance estimator itself.

Conclusion

In this work, we successfully managed to build an un-
biased estimator for distances. We decided to call it
EDRIS, french for “Distance Estimator for Truncated
Supernova Surveys”.
However, our model still presents some weaknesses
which lead to two major open questions. To begin with,
we highlighted the fact we supposed that the selection
function was known in our simulations. Indeed, there a
degeneracy between the limit magnitude of the survey
and the distances. To prevent this degeneracy, we chose
to put apart binned distances to fit the Hubble Diagram
with a continuous cosmology. This said, we still have
to check that every parameter in this approach is re-
constructed without bias.
Also, we are currently on the process of building a full
simulation pipeline from light-curves to cosmology to

Figure 6: Profile of the negative log-likelihood function
depending on the error on the color. The continuous
case corresponds to a scenario where the error on the
color is not constant but varies according to a continu-
ous distribution.

support a future analysis featuring the upcoming data
from ZTF/HSC. This pipeline, which aims to be as re-
alistic as possible, will be a given opportunity to study
the behaviour of the TMLE when we deviate from ini-
tial hypothesis. For example, we could see what hap-
pens when the selection function depends on the filters
used for observations or when we train a light-curve fit-
ter with a truncated survey.
The answer to these questions we be treated in detail
in a future paper.
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21-cm line signal from molecular cooling
collapsing clouds in the Dark Ages
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Abstract — We present the CHEMFAST code, that we developed to compute the cosmological 21-cm neutral
hydrogen line inside collapsing matter overdensity. We precisely track evolution in the abundances of ions,
atoms and molecules through a network of chemical reactions. Computing the molecular thermal function, due
to the excitation of the rotational levels of the H2 molecule, we find it strongly affects the gas temperature
inside collapsing clouds from 106 to 108 M⊙ . The gas temperature falls at end of the collapse, when the
molecular cooling takes over the heating due to gravitation. We find that the 21-cm brightness temperature
inside the collapsing cloud presents an emission feature, different from the one predicted in expansion scenario.
It moreover follows the same behavior as the gas temperature, as it is also strongly affected by the molecular cooling.

Introduction

Probing the Universe history between the Cosmic Mi-
crowave Background (CMB) up to the light of the first
stars in Cosmic Dawn, during the so-called Dark Ages,
is very challenging because almost no signals are emit-
ted from these times. During this epoch, baryonic mat-
ter predominantly existed in a neutral state, as the
Compton coupling with radiation waned with cosmic
expansion.

The 21-cm hydrogen line, arising from hyperfine spin-
flip transitions in neutral hydrogen atoms, offers a
promising avenue to probe the Dark Ages [1, 2]. Theo-
retical predictions indicate an absorption feature, which
only depends of the cosmological model and the ther-
mal history. This property makes it a very powerful
tool to constrain the evolution and nature of our uni-
verse. Observations can yield the global signal, aver-
aged across the sky, and the 21-cm power spectrum,
which probes fluctuations on various scales. Unfortu-
nately, observing the 21-cm line during the Dark Ages
is exceptionally challenging due to foreground contam-
ination orders of magnitude more intense. A lot of
efforts are put into space or moon-based experiments
(e.g. [3, 4]), which are all in very preliminary stages.

The formation of large scale structure is today an
outstanding problem in cosmology. Structure forma-
tion initiates from the growth of small positive density
fluctuations. The linear theory of perturbation, applied
to the uniform isotropic cosmological situation, is now
well understood. But as these fluctuations grow, their
density contrast δ = δρ

ρ̄ (where ρ is the matter energy
density) approaches unity, and their behavior differs
from the linear perturbations theory. These overdense
regions evolve non-linearly, and are expected to drop
out of the expansion of the universe (see e.g. [5, 6]).
They collapse from their own gravity, forming the first

bound structures of the universe, and setting the con-
ditions for the appearance of the first stars [7, 8, 9, 10].
One of the most important consequence of the existence
of a significant abundance of molecules is the crucial
role the play on the dynamical evolution of the first
collapsing structures at temperatures below a few hun-
dred Kelvins. They contribute to the cooling of the
baryonic gas and encourage fragmentation in the pri-
mordial clouds.

The understanding of the formation of these early
structures is a fundamental question, and the observa-
tion of the 21-cm hydrogen line is a promising probe for
mapping the distribution of matter over a large redshift
interval. To do this, it is necessary to develop a detailed
study of the dynamics in the first collapsing structures,
as well as the signature we can expect to observe from
them.

We have developed the code CHEMFAST initiated by
Denis Puy, Daniel Pfennigger and Patrick Vonlanthen
[11, 12, 13]. The initial intention of this code is to
compute the abundances of atomic and molecular
species in the context of cosmological expansion of
the universe. We incorporated the computation of the
global 21-cm line signal arising from atom collisions
during the Dark Ages.
Then, by changing the equations of dynamics in the
code, we follow a collapse scenario of overdense regions
of 106 to 109M⊙ using a simple homogeneous spherical
model, including the gas pressure [14, 15]. We focus
on the cooling effects on the baryonic gas arising
from molecules during the collapse. We additionally
compute the 21-cm signal from the forming primordial
cloud, highlighting its distinct features compared to
the global signal of the expanding universe.
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21-cm hydrogen line in homoge-
neous expanding universe

The main goal of the CHEMFAST code we developed is
to compute the abundances of atomic and molecular
species in the context of cosmological expansion of a
homogeneous universe, without considering any pertur-
bations of its components. To do so, we need to solve
a set of stiff differential equations. We used a chemical
network containing 48 reactions between the species.
Computing the rates of these reactions along the red-
shift evolution, we are able to follow the revolution of
the numerical densities of each species. However these
rates depend of CMB radiation temperature Tr, baryon
kinetic temperature Tk, and their average numerical
density nb. It is necessary to simultaneously solve the
differential equations ruling these quantities variation
in order to track the abundance of atomic and molecu-
lar species throughout the Universe’s evolution. In the
following subsections, we describe the three outputs of
CHEMFAST : the species abundances, the thermal evolu-
tion, and the 21-cm line computation in a homogeneous
expanding universe.

Recombination and abundances Recombination
processes become dominant when the reactions of pho-
toionization are negligible. We define the redshift of
recombination zrec, as the time at which the abun-
dance of a neutral specy is equal to the one of its
corresponding ion. On the top panel of Figure 1, we
find the successive redshifts of recombination of H2+

e

( zrec,He
2+ ∼ 5977), H+

e (zrec,H+
e

∼ 2556), D+ and
H+ (zrec,D+ = zrec,H+ ∼ 1387). The flatness of the
abundances at z < 100 is caused by the inefficiency of
collisional reactions due the expansion of the Universe
which causes a decrease of species densities. On the
bottom panel of Figure 1 we follow the formation of
the most abundant molecules H2,HD and HeH

+. Their
maximum abundance is reached far after the successive
recombinations, around z ∼ 200−300, in the Dark Ages
period.They can contribute to a molecular thermal pro-
cess affecting the gas temperature, that we describe in
the second section.

Thermal evolution The thermal evolution depends
on the tight coupling between radiation and matter,
resulting on Compton scattering of CMB photons on
free electrons. The expansion of the Universe induces a
dilution of the matter which causes a loss of efficiency
in matter-radiation coupling. This allows the cosmo-
logical recombination, the decreasing of free electrons
abundance and accelerates the decoupling. We have
plotted the evolution of mean temperature of radiation
Tr and of kinetic gas temperature Tk, where thermal
decoupling is clearly visible (see Fig. 2). We introduce
a decoupling redshift zdec,1% for which the kinetic tem-
perature is equal to 99% of the radiation temperature
Tk(zdec,1%) = 0.99Tr(zdec,1%). The value of this red-
shift, zdec,1% ∼ 596. This redshift tells us that the ther-
mal decoupling is progressive and not instantaneous at
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Figure 1: Top : Atomic species relative abundances
nξ/nb as a function of redshift, with nξ the numerical
density of the specy, and nb the total baryon numeri-
cal density. The four successive recombination (He2+,
He+then D+ and H+) are indicated with vertical dot-
ted line.
Bottom : Evolution of the molecular relative abun-
dances as a function of redshift.

cosmological recombination, as both temperatures are
still strongly coupled by this time. Far from the recom-
bination, z < 100, the radiation temperature evolves in
(1+z) while the kinetic temperature evolves in (1+z)2.

21-cm line A neutral hydrogen atom can undergo a
hyperfine splitting of its 1S ground state in a state of
alignment between the proton and electron spins, and
a state of anti-alignment. The observed physical quan-
tity of the 21-cm signal is a contrast between hydrogen
clouds and the CMB at a given frequency (or redshift).
This is known as the brightness temperature :

Tb(z) = Ts(z)−Tr(z)
1+z

(
1− e−τ21(z)

)
∼ 3hc3

32π
A10

kBν2
0

nH(z)
H(z) (1+z)

(
1− Tr(z)

Ts(z)

)
.

(1)

Where τ21 the 21-cm optical depth. h is the Planck
constant, c the speed of light, kB the Boltzmann con-
stant, A10 define the spontaneous decay rate of the 21-
cm spin-flip transition from excited to ground state, ν0
is the rest frequency of the 21-cm line, nH is the hydro-
gen numerical density, andH(z) the Hubble parameter.
Ts is the excitation temperature of the line or spin

temperature. Several mechanisms compete in the exci-
tation of the hyperfine level. The two mechanisms of
interest during the Dark Ages are the following :

• Absorption and stimulated emission of photons
from the CMB radiation redshifted at the 21-cm wave-
length. This makes the spin temperature tend towards
Tr.

• Collisions with other hydrogen atoms, free electrons
and protons. This makes the spin temperature tend
towards Tk.

We have plotted, in Fig. 2 (top), the evolution of spin
temperature along with the radiation and kinetic tem-
perature. On the bottom, we show the 21-cm bright-
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Figure 2: Top: Evolution of radiation temperature Tr
(dashed line), baryons temperature Tk(full line) and 21-
cm spin temperature Ts (dash-dotted line) as function
of redshift. zdec,1% corresponds to the redshift at which
gas and radiation temperatures are decoupled at 1% :
Tk(zdec,1%) = 0.99Tr(zdec,1%).
Bottom: Global brightness temperature as a function
of redshift.

ness temperature. Their evolution can be separated in
three distinct behaviors :

• Before matter-radiation decoupling, the spin tem-
perature is also equal to the background one Ts =
Tr. Differential brightness temperature Tb is at
zero.

• Around z ∼ zdec,1% matter and radiation are
slowly decoupling. Baryons are dense enough for
the the collision mechanism to dominate in the 21-
cm photons production. The spin temperature is
thermalized to the baryon temperature Ts → Tk,
and the brightness temperature reaches a mini-
mum of Tb ∼ −44 mK at z closed to 89, see Fig.
2 (bottom). This value is in accordance with the
state of the art literature (eg. [16], [17] [2]).

• Due the expansion of the universe, the baryons get
more and more diluted, and the collision mecha-
nism becomes ineffective. The spin temperatures
relaxes to the background one Ts → Tr and the
brightness temperatures turns back to zero.

Discussion With CHEMFAST, following differential
equations for quantities in a homogeneous universe, we
find back two important results.

Firstly, the complex chemistry that takes place dur-
ing and after the successive recombinations allows the
first molecules to be formed, in particular H2. Their
appearance is crucial in explaining the cooling of the
gas during the formation of the first structures.

Moreover, by following the thermal history of the
universe and the chemical reactions, it is possible to
estimate the intensity of the global 21-cm signal due
to the collision process during the Dark Ages. Esti-
mating this signal is of great interest for cosmology.

Its characteristics (shape, intensity, temporality) are
totally independent of the astrophysical processes at
work later, from Cosmic Dawn onwards. Its only de-
pendence is, therefore, on cosmology [1] [2], and to the
IGM thermal history, which is very sensitive to pro-
cesses leading to an additional heating or cooling (e.g
dark matter-baryon scattering [18] or millicharged dark
matter [19]).

21-cm hydrogen line in collapsing
clouds

In the context of the homogeneous expansion seen in
the first part, the influence of molecules on the gas tem-
perature is minimal, due to their very low abundance
compared with other species. Their contribution is
completely drowned out by the adiabatic cooling of the
gas and the Compton heating associated with matter-
radiation coupling. However, we know that the universe
is not in fact homogeneous, but has small fluctuations
in density, which explains the structures present today.

In this section, we focus on the evolution of a mat-
ter overdensity. When a density perturbation grows
enough due to gravity in order to reach a density con-
trast δ = δρ

ρ̄ comparable to unity, it can’t be described
anymore by the linear theory of perturbations. To fol-
low the evolution of these non-linear perturbations, we
consider a spherical collapse model with basic hypoth-
esis. The model we use is based on the work of [14], ex-
tended by [15]. As in the homogeneous expansion case,
we need to solve differential evolution equations for the
baryonic density, radiation temperature, gas tempera-
ture, and every reaction from the reaction network. We
additionally follow the evolution of the cloud’s radius.
In the following, we firstly describe the collapsing model
implemented in CHEMFAST. We then introduce the ther-
mal process induced by the presence of molecules, and
highlight its importance in the description of the ther-
mal evolution inside a collapsing overdensity. The final
subsection is dedicated to the discussion of its impact
on the 21-cm line signal.

Collapsing model We assume that the over-dense
region we follow is isothermal, spherical, and without
rotation. This matter sphere will first follow the expan-
sion, before slowing due to the excess mass until the
point when it starts to collapse back on itself.Following
[14], we assume that the spectrum of mass is given by

δρ

ρ̄
=

(
M

M0(z)

)α
=

(
M

M0(0)

)α
(1 + z)−1 (2)

where M0 is defined as a characteristic mass-scale with
M0(z = 0) = 1015M⊙ which is the typical mass of a
super-cluster today. Assuming a linear t2/3 growth of
the fluctuations with the expansion of the Universe, we
take the power index α = −1/3 (see [20]).

We consider a single collapsing mass M . We follow
the collapse starting from the turnaround point, defined
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when gravity takes over the expansion, and the pertur-
bation starts to increase in density, as it was only di-
luting slower than the background before this moment.

Molecular thermal functions The formation of
primordial molecules such as H2 generates thermal re-
sponse due to the excitation of rotational levels of
molecules. Rotational level populations depend on col-
lisional reactions, and radiative processes (CMB radia-
tion absorption or induced and spontaneous emission).

The expressions of the energy per volume unit that
can by gained Γmol (heating) or lost Λmol (cooling) by
the medium due to rotational level transitions help us
to define the thermal molecular function :

Ψmol = Γmol − Λmol (3)

Thermal evolution We focus on the analysis of an
example collapse of mass 108M⊙, which is a medium
mass in the context of our model.

The gas kinetic temperature follows this differential
equations [11] :

dTk
dt

= −2Tk
r

dr

dt
+

2

3nbkb
(Ψmol + ΛCompton) (4)

• The first term corresponds to heating due to gravi-
tational contraction. It gets stronger as the radius
r of the halo decreases and the collapsing velocity
increases.

• ΛCompton correspond to the Compton coupling be-
tween matter and radiation.

• Ψmol represents the molecular thermal function.
Here it contributes to cool the gas. Initially neg-
ligible, this contribution increases sharply as the
density of the molecules increases and the gas tem-
perature grows, until it becomes significant at the
end of the collapse.

Compared to the expansion scenario, the molecular
thermal function has a strong influence on the gas tem-
perature.

Results In Figure 3 (top) we show again the gas, ra-
diation and 21-cm spin temperatures, in the collapse
context. In the first part of the collapse, the gas tem-
perature (lined curve) remains stable. Compton cou-
pling, which is still important, acts against gravita-
tional heating due to the collapse of the cloud, and
brings Tk back towards the radiation temperature (dot-
ted curve). The gravitational heating term is ∝ ṙ

r and
provides an acceleration of the heating that takes over
the diminishing Compton coupling during the collapse.
Finally, in a last phase of the collapse, Tk reaches a
maximum around 1000K. From this point, the molec-
ular thermal function cools the medium more than it
heats up by contraction. The gas temperature de-
creases despite the ongoing collapse. In this new con-
text of collapse, we can again calculate the spin tem-
perature Ts of the 21-cm hydrogen line. In Figure 3, Ts

(dashed line) closely follows Tk throughout the collapse.
Indeed, the species densities are actually increasing,
therefore the collisional coupling is important and dom-
inates the 21-cm line production. In the lower panel,
we display the brightness temperature, computed by
the equation (1). Tb is positive this time, which means
that the signal is in emission, unlike the signal in the
expansion scenario in Figure 2 which showed and ab-
sorption feature. This is because during the entire col-
lapse, Ts is always greater than Tr. The term

(
1− Tr

Ts

)
in equation (1) therefore stays between 0 and 1.
Moreover, we observe in Tb the same kind of peak than
for Tk, caused by molecular cooling. Indeed, since the
spin temperature completely follows Tk, it is sensitive
to the same thermal processes, which is transmitted to
Tb.

Conclusion

We have developed a calculation of the signal from
the excitation of the hydrogen 21-cm line, taking into
account only the collisional excitation that dominates
during the Dark Ages. We first applied our code in the
simple framework of an expanding homogeneous uni-
verse. Following the cosmological parameters ΛCDM
from [21], we find the successive recombinations of
H2+

e ,H+
e and H+/D+ at redshifts zH2+

e
∼ 5977, zH+

e
∼

2556 and zH+/D+ ∼ 1387. We computed as well the 21-
cm line brightness temperature during the Dark Ages,
taking into account the collisional excitation. It shows
an absorption peak with an intensity of -40 mK at z ∼
89.

Finally, we computed the 21-cm line brightness tem-
perature within collapsing halos. The signal has a very
different signature from the homogeneous case. It is an
emission feature, and is also affected by molecular cool-
ing, in the same way as the gas temperature to which
the brightness temperature is coupled. These partic-
ular signatures could present an observational interest
at the smallest scales of the 21-cm power spectrum in
the context of forthcoming HERA of SKA radio obser-
vations.
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Search for a heavy scalar X decaying to a scalar
S and the Higgs boson in the X → SH → bb̄γγ
channel with ATLAS Run 2 data

Maxime Fernoux

Aix-Marseille Univ, CNRS/IN2P3, CPPM, Marseille, France

Abstract — A search for the resonant production of a heavy scalar X decaying into a Higgs boson and a new
lighter scalar S, through the process X → S(bb̄)H(γγ), where the two photons are consistent with the Higgs
boson decay, is performed. The search is conducted using 140 fb−1 of the Large Hadron Collider (LHC) Run 2
data recorded by the ATLAS detector. The search is performed for ≤ mX ≤ 1000 GeV and 15 ≤ mS ≤ 500 GeV.
Parameterised Neural Networks (PNN) are used to enhance the signal purity and to achieve continuous sensitivity
in a domain of the (mX , mS) mass plane. A log-likelihood fit is performed on the PNN score distribution to look
for an excess with respect to the expected background compatible with a X → S(bb̄)H(γγ) signal. If no excess is
found, model independent upper limits will be set on the cross section times branching ratio.

Introduction

The discovery of the Higgs boson in 2012 by the CMS
[1] and ATLAS experiments [2] was a remarkable suc-
cess for the Standard Model of particle physics (SM).
However, it does not mean the end of the story as many
mysteries remain to be solved in the domain of elemen-
tary particles. A lot of phenomena such as the prob-
lem of dark matter, the neutrino oscillations or the de-
scription of gravity are not explained in a satisfactory
manner by the Standard Model. That is why several
theories (regrouped under the global Beyond Standard
Model (BSM) label) predict the existence of additional
scalar particles, especially in the Higgs sector (i.e in-
volved in the Higgs mechanism explaining the existence
of the mass of fermions and weak interaction bosons).
Such particles could potentially be produced and ob-
served at the Large Hadron Collider (LHC) at CERN.
In these proceedings based on the work presented in [3],
an overview of the search for two additional scalar par-
ticles X and S through the process X → S(bb̄)H(γγ)
with the ATLAS experiment [4] is presented. The
search probes masses between 170 and 1000 GeV for X
and 15 to 500 GeV for S using an integrated luminos-
ity of 140 fb−1 ATLAS Run 2 data from proton-proton
collisions at a centre of mass energy of

√
s = 13 TeV.

The Feynman diagram of the main production mode of
the process is drawn in Figure 1.

Those scalar particles X and S are predicted in mod-
els where the SM Higgs sector is extended such as the
two-Higgs-doublet model (2HDM) [5] or the Next-to-
Minimal Supersymmetric Standard Model (NMSSM)
[6]. In order to be as general as possible, the search
is model-independent and the only assumption made
is that the X → SH resonance has a total width
much smaller then the experimental resolution. Some

g

g

b

b̄

γ

γ

X

S

H

Figure 1: Feynman diagram of the gluon-gluon fusion
(ggF) production of a heavy scalar X decaying into a
scalar S and the SM Higgs boson in the bb̄γγ final state.

research for those particles has already been done by
other analyses at LHC, either in a similar [7] or differ-
ent final state such as bb̄bb̄ [8] or bb̄τ+τ− [9]. However,
the present work is the first to probe small values of
mX and mS , below 200 GeV and 50 GeV respectively.

Event selection

The initial event selection is identical to the one used
in the SM HH → bb̄γγ analysis [10]. The requirements
are :

• at least two isolated photons satisfying the ATLAS
tight identification criteria. The leading photon
must have a transverse impulsion pT > 0.35mγγ

and the subleading photon pT > 0.25mγγ

• The invariant mass of the two leading photonsmγγ

must be between 105 and 160 GeV.
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• No identified electrons or muons. This criteria is
known as the lepton veto.

• The number of central jets (i.e with a pseudora-
pidity |η| < 2.5) is between 2 and 5 included.

A challenging situation arises for signals with mS <<
mX . In that case, the S boson is boosted and the b-jets
originating from its decay will be really close to each
other. This can lead the angular separation between
the jets to get below the standard size of jets in ATLAS
∆R = 0.4. They will then be reconstructed as only one
jet as illustrated in Figure 2.

Figure 2: Sketch illustrating the collimated b-jets re-
sulting in their reconstruction in a single jet when
mS << mX (right) as opposed to the separated b-jets
(left).

.

To tackle this issue, two search regions are defined
with either exactly one or two b-tagged jets and called
merged and resolved region respectively. The regions
are orthogonal to each other and no event with more
than 2 b-tagged jets is selected in order to ensure or-
thogonality with other ATLAS searches with a large
number of b-jets in the final state such as X → SH →
bb̄bb̄. The selection efficiency on the different simulated
signals is used to determine which region is used for
which signal mass point. The fraction of signal events
with two resolved b-tagged jets is found to get below
50% when the ratio mS/mX is < 0.09.

Analysis strategy
The invariant mass of the two leading selected photons
mγγ is used to make a first distinction between signal
and background events. The signal mγγ distribution
peaks around mH ≈ 125 GeV because of the character-
istic H → γγ decay. The background processes can be
divided into two categories : resonant background, also
called single-Higgs processes as they involve the same
H → γγ decay and, in opposition, non resonant back-
ground which is composed in majority of SM γγ + jets
events.
A signal region (SR) is therefore defined to select
events around the Higgs mass peak with 120 < mγγ <
130 GeV. Events in the initial selection but outside the
signal region form control region sidebands (SB) that
are used to control and constrain the γγ + jets events
normalization. The signal region criteria is the same
for both the merged and resolved regions. The expected
number of events in the signal regions of both selections
is summed up in Table 1.

To distinguish signal from background inside the sig-
nal region, a multivariate analysis is used in the form

1 b-tagged 2 b-tagged
HH 1.80± < 0.01 1.66± < 0.01
ttH 11.38± 0.02 8.11± 0.01
ZH 7.36± 0.02 3.62± 0.01
ggH 47.4± 0.2 5.35± 0.07

Other single Higgs 20.05± 0.17 2.55± 0.07
γγ+jets 3279.6± 7.2 284.1± 2.1

Other non resonant bkg 21.08± 0.42 9.73± 0.19
Total 3388.6± 7.2 315.1± 2.1

mX ,mS = (250, 110) - 9.47± 0.12
mX ,mS = (1000, 70) 33.33± 0.22 -

Table 1: Expected number of events in the signal region
with the 2 b-tagged and 1 b-tagged selections with sta-
tistical uncertainties. For signal, cross-section of 1 fb
are used.

of parameterized neural networks (PNN) [11].
PNNs are deep sets neural networks that take as input
a vector of event features x̄ and a vector of parameters
θ̄ and give as output a score which is function of θ̄. One
of the interest of the PNN is that it allows us to train
only one network and have an output on all mass points
instead of having to train a dedicated network for each
of the points, therefore allowing us to search in a large
mass space.
Two PNNs are trained, one for each of the search re-
gions. In the resolved region the parameters are the
masses of the signal particles θ̄ = (mX ,mS) whereas
in the merged region the parameter is only θ̄ = (mX).
This is because the invariant mass of the single b-tagged
jet is not properly calibrated, meaning that no infor-
mation on mS can be obtained from it. The events
input features used to train the network are directly
reflecting the masses of the X and S bosons we look
for. In the resolved region, the invariant mass of the
two b-jets and the modified invariant mass of both
the two b-jets and the two photons x̄ = (mbb̄,m

∗
bb̄γγ

)

are taken. The modified invariant mass is defined by
m∗
bb̄γγ

= mbb̄γγ − (mγγ − 125 GeV) in order to remove
correlations between the PNN score and mγγ . In the
merged region, the pT of the only b-tagged jet and
the modified invariant mass of the photons and the
jet are used instead : x̄ = (pbT ,m

∗
bγγ) where similarly

m∗
bγγ = mbγγ − (mγγ − 125 GeV). The transverse mo-

mentum of the single jet is used because the invariant
mass calibration is not assured as discussed before.
The training samples consist in simulated events from
all available signal mass points and main sources of
background as detailed in Table 1. : γγ + jets, tt̄H,
ZH and ggF single Higgs processes. In the merged re-
gion, the VBF single H and the Higgs pair production
(HH) are also included since they are more important
with this selection.
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Experimental systematic uncer-
tainties
The uncertainties on the different physical quantities
measurements in the ATLAS detector affect the analy-
sis in a various number of ways.
The number of events of signal and background samples
in the selection and signal region is affected by the un-
certainties on the variables used to make the selection
like the pT and the invariant masses. This first way of
impacting the analysis is labelled as the uncertainty on
normalization. Later on in the analysis, the PNN score
distribution will also be affected by the uncertainties
on the pT or the position and width of the peak in the
mγγ , mbb̄ and m∗

bb̄γγ
distributions : this is called the

uncertainty on the shape.
The impact of the experimental systematic uncertain-
ties on the yields in the signal region for the 2 b-tagged
jets category for the main background samples and two
probed signals is assessed in Table 2. The uncertainties
are grouped on categories based on the object they af-
fect, either the jets, the flavour of the jet or the photons.
The yield uncertainty on the γγ + jets sample is not
taken into account as it is controlled by the sidebands
normalization.

Yield uncertainty (%)
Source ttH ZH HH ggH

Event-
based

Photon Trigger 1.0 1.0 1.0 1.0
Pile-up reweighting 0.9 0.8 0.6 0.4

Photon

Photon Energy Res. 0.4 0.4 0.3 0.4
Photon Energy Scale 0.2 0.2 0.1 0.1
Photon ID 1.6 1.6 1.4 1.6
Photon Isolation 1.6 1.6 1.5 1.6

Jet Jet Energy Scale 1.4 0.9 0.6 1.8
Jet Energy Res. 7.3 4.6 2.9 7.5

Flavour-
tagging

b-jet efficiency 2.1 3.0 2.5 3.1
c-jet efficiency 0.4 0.7 0.1 1.7
light-jet efficiency 0.8 0.4 0.4 2.7

(mX ,mS) = (250, 110) (600, 170)

Event-
based

Photon Trigger 1.0 1.0
Pile-up reweighting 1.1 0.5

Photon

Photon Energy Res. 0.6 0.3
Photon Energy Scale 0.5 0.4
Photon ID 2.0 1.8
Photon Isolation 1.7 1.4

Jet Jet Energy Scale 1.2 0.4
Jet Energy Res. 5.8 2.5

Flavour-
tagging

b-jet efficiency 3.7 2.2
c-jet efficiency 0.1 0.0
light-jet efficiency 0.4 0.5

Table 2: Uncertainty (in %) on the yield in the SR
for major backgrounds (top) and two probed signals
(bottom) in the 2 b-tagged category.

The leading uncertainties on the background are

found to be the ones related to the jet energy resolu-
tion and flavour tagging. Their magnitude is moderate
since the effect on the normalization of a single sample
remains below 8%.
For the signal, the uncertainty depends on the mass
point considered. Some of them, like photons uncer-
tainties are largely independent from the probed signal
masses (mX ,mS) whereas others such as flavour tagging
systematics are widely depending on them. This is due
to the b-tagging efficiency uncertainty being smaller in
the high mX region or when mX >> mS .
The analysis is also affected by other types of uncer-
tainties, labelled as theoretical ones. They regroup the
uncertainties on the physical constants that will affect
the cross sections of the different processes (such as
the strong interaction coupling αS), and uncertainties
on the modelling of the physical objects in the simula-
tions. The shape uncertainty of the γγ + jets events is
the dominant uncertainty on this side.

Results

The results of the analysis are obtained with a binned
maximum log-likelihood fit on the PNN distribution for
every probed signal. The parameter of interest of the
fit is the cross section of the signal X → SH → bb̄γγ
process. If no excess is observed, upper limits are set
on the cross section using the CLs method under the
asymptotic approximation. The fit is simultaneously
made over the signal region and the sidebands. The
likelihood function is comparing in each bin the ob-
served number of event to the expected number which
are obtained from background simulated samples using
a Poisson distribution. The binning used in the fit is
constrained to have at least one expected background
event in every bin. This is particularly relevant in the
most signal-like bins where the asymptotic approxima-
tion could not be valid anymore if the number of back-
ground events is too low. Experimental systematic un-
certainties as well as other sources of uncertainties are
included in the fit as nuisance parameters.
Figure 3 presents the blinded expected limits on all
considered points.

The expected limits range from 27 fb at mX =
170 GeV to 0.14 fb at mX = 1000 GeV. At low mX , the
sensibility of the analysis is affected by a lower signal
selection efficiency due to a larger proportion of b-jets
falling below the jet pT reconstruction threshold. On
the other hand, the sensibility of the analysis is increas-
ing with higher mX values because of the lower back-
ground whereas the signal selection efficiency remains
constant.

Impact of experimental systematic un-
certainties

The impact of the experimental systematic uncertain-
ties on the analysis final results can be evaluated by
comparing the upper limits obtained when they are
taken into account and when they are not i.e when no
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Figure 3: Blinded expected limits of the X → SH →
bb̄γγ process for (a) low and (b) high mX . Points inside
red rectangles are in the merged region.

nuisance parameters related to experimental uncertain-
ties is included in the fit. Figure 4 show the ratio be-
tween those two limits for all points in the mass space.

The impact is largely depending on the region as ex-
pected because the normalization impact of the uncer-
tainties on signal was already depending on the mass
point. In the low mX region, the impact on the limit
can reach up to 18% due to both jet energy resolu-
tion and flavour tagging uncertainties being important.
However for large values of mX the impact is really
small and remains below 1%.
Overall, the impact of the experimental systematic un-
certainties is moderate and the leading uncertainties
of the analysis are the theoretical ones, and especially
the uncertainty on the modelling of the diphoton back-
ground whose impact on the limit is mostly between 5
to 10% and can reach up to 20%.

Conclusion

A search of a Beyond the Standard Model resonant
particle X decaying into another BSM particle S and
the Higgs boson in the X → S(bb̄)H(γγ) final state
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Figure 4: Ratio between blinded expected limits with
and without taking into account experimental system-
atic uncertainties for (a) low and (b) high mX .

is performed with the ATLAS detector Run 2 data.
Two distinct research regions are defined depending on
whether the S → bb̄ decay is boosted or not. In each
region, a parameterized neural network depending on
the probed masses of X and S is used to distinguish
signal from background.
Expected upper limits on the signal cross section range
between 27 fb at low mX and 0.15 fb for large mX val-
ues. Experimental systematic uncertainties are found
to have a moderate impact on the results as their im-
pact on the limit is mostly below 10% and even below
1% at high mass.
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Search for new Z ′ boson in the dileptonic
channel with missing transverse energy with the
ATLAS detector at LHC.

Tom Cavaliere
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Abstract — A study is conducted to explore the existence of dark matter particles associated with a new
neutral vector boson. The investigation uses proton-proton collisions at a center-of-mass energy of

√
s = 13 TeV,

corresponding to a total integrated luminosity of 140 fb−1, collected by the ATLAS detector at the Large Hadron
Collider. The analysis focuses on the decay of a Z ′ boson into same-flavor light leptons (e+e−/µ+µ−) for Z ′ masses
exceeding 200 GeV. No noteworthy deviation from the Standard Model prediction is observed. The findings of
this exploration are interpreted within various scenarios, including dark-Higgs and light-vector benchmark models.
Cross-section limits are established for each benchmark scenario, along with constraints on the coupling of the Z ′

boson to leptons.

Introduction
Since the second half of the 20th century, scientists have
successfully validated the Standard Model (SM) by dis-
covering all predicted particles, culminating in the iden-
tification of the Higgs boson at the Large Hadron Col-
lider (LHC) in 2012 [1]. However, unresolved mysteries
persist. Initially assumed to be massless within the SM,
neutrinos were revealed to have a small yet measurable
mass with the Super-Kamiokande experiment in 1998
[2]. Persistent puzzles include matter-antimatter asym-
metry and the origin of the universe’s mass, lacking
satisfactory explanations. Notably, the discrepancy in
galaxy rotation curves, first observed by astronomers
Vera Rubin and Kent Ford in the 1970s, pointed to
unseen mass, prompting the concept of dark matter.
Consequently, an extension of the SM is necessary to
address these unresolved questions.

Weakly Interacting Massive Particles (WIMPs) [3]
stand out as promising candidates for dark matter.
The possibility arises that these particles could be pro-
duced in proton proton (pp) collisions taking place at
the LHC. Detecting their presence involves observing
a momentum imbalance, known as missing transverse
energy (EmissT ), associated with SM particles recoiling
from the interaction.

Signal model In this paper, two models defined
in Ref [4] are used as benchmark for the search: the
light vector and the dark higgs model. The associated
Feynman diagrams at the leading order are shown at
the top and bottom of Figure 1, respectively. These
two models include a new Z ′ boson which appears in
many BSM theories. It couples to fermions but not
to other SM bosons. In addition, each model has a
new dark sector. For the dark higgs model, a new

dark higgs boson hD is introduced. It has coupling
to the Z’ boson and to a pair of new dark matter
particle candidates χ, in which it can decay and give
the EmissT contribution. In the light vector model,
the Z ′ boson has an off-diagonal coupling to the new
dark sector, composed of two dark matter particle
candidates, χ1 and χ2. In this model, the χ2 decays
into a χ1, which gives the EmissT contribution, and into
the Z’ boson which decays subsequently into a pair of
leptons. These two models introduce each six new free

q

q̄ χ1

χ1

`−

`+Z ′ χ2

Z ′

q

q̄

χ

χ

`+

`−

Z ′
Z ′

hD

Figure 1: Feynman diagrams of the dark higgs (top),
and the light vector (bottom) models.

parameters and, following the recommendation in Ref
[4], two benchmark scenarios are considered for each
model: the heavy and the light dark-sector. Typical
benchmark values of each of these parameters are
shown in Table 1. Previously, a search of a Z’ boson
decaying into a pair of lepton (e+e−/µ+µ−) was done,
but no deviation was found [5]. Including a final state
featuring additional EmissT helps enhance the sensitiv-
ity to the discovery of a new Z’ boson by effectively
suppressing background contributions and provides a
complementary signature. If the Z’ boson decay results
in undetected particles, the presence of EmissT can help
capture those events, which might otherwise be missed.
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Table 1: benchmark values of the parameters intro-
duced by the dark higgs and the light vector, in the
light and heavy dark sectors. gD, gq and gl are the
couplings between the Z ′ boson and the dark sector
particles (Z ′Z ′hD or Z ′χ1χ2), the quarks and the lep-
tons respectively.

Dark Higgs Light Vector
Z ′ m′

Z > 180GeV
gD = 1, gq = 0.1, gl = 0.01

Light mχ = 5GeV mχ1 = 5GeV
dark sector mhD

= 125GeV mχ2 = mχ1 +mZ′

+25GeV
Heavy mχ = 5GeV mχ1 = 5GeV

dark sector mhD
= mZ′ mχ2 = 2mZ′

The statistical analysis described in the last section,
aims to search for dilepton (e+e−/µ+µ−) resonances in
the invariant high mass spectrum.

ATLAS detector

ATLAS, as described in Ref [6], is a versatile detector
characterized by a symmetrical cylindrical configura-
tion relative to the LHC beam axis. The tracking de-
tectors within the innermost layers operate within the
pseudorapidity range of |η| < 2.5. Encircling this inner
detector (ID) is a thin superconducting solenoid gener-
ating a 2 T axial magnetic field. The ID is further sur-
rounded by electromagnetic and hadronic calorimeters,
spanning |η| < 4.9. The outer layers of ATLAS incor-
porate an external muon spectrometer (MS) within |η|
< 2.7, featuring three large toroidal magnetic assem-
blies, each with eight coils. The toroids’ field integral
ranges between 2.0 and 6.0 Tm across most of the ac-
ceptance range. The MS is equipped with precision
tracking chambers and rapid triggering detectors. To
manage data load, a two-level trigger system reduces
the recorded event rate to an average of 1 kHz.

Analysis

Signal Region This analysis looks at possible sce-
narios where a new Z ′ boson decays into two
oppositely-charged leptons along with undetected par-
ticles, making the observation only possible through a
significant amount of missing transverse energy in the
event. To ensure this, we set a requirement for the
missing transverse energy to be greater than 55 GeV.
Two discriminating variables are used to define the sig-
nal regions (SRs) in this study: the mass of the lepton
pair (mll), and the transverse missing energy signifi-
cance (Emiss,sigT ). This last object is defined with this
formulae :

Emiss,sigT =
|pmissT |√

σ2
L(1− ρ2LT )

(1)

where σL is the longitudinal component of the total
transverse momentum resolution for all objects in the
event while ρLT is the correlation factor between the
parallel and perpendicular components of the trans-
verse momentum resolution for each object. It is used
to discern events where EmissT arises from undetected
particles in the final state versus those where it origi-
nates from limited pT resolution and identification in-
efficiencies. Since all signal models focus on Z ′ masses
significantly larger than the Z mass, a cutoff is set at
mll > 180 GeV to exclude events involving Z −→ ll.
A veto on b-jets is also applied in the SR to reduce the
background coming from top quark decays.
To improve the search’s effectiveness, three different
SRs are defined, covering various Emiss,sigT ranges. This
helps because different signal models predict different
distributions of missing transverse energy. We label
these regions as SR 1, SR 2, and SR 3, with SR 1 rang-
ing from 5 to 8 GeV, SR 2 from 8 to 12 GeV, and SR 3
for Emiss,sigT greater than 12 GeV.
The full set of selection is presented in Ref [8].

Background estimation A set of regions in the
invariant mass spectrum is defined to have a good
control on the contribution of each background. These
regions are called Control Region (CR) and Validation
Region (VR). They are orthogonal to each other, as
well as to the SRs. This means that, considering the
selection performed in each of them, an event cannot
be assigned to more than one region. CRs are used to
have a good estimation of the backgrounds in the SR.
For each background, a CR is built and a normalization
factor extracted with a background-only fit on the
data. These normalization factors are then propagated
into the corresponding background samples in the VR.
In order to conserve a similar kinematics, the selection
to make a CR orthogonal to a SR needs to be as close
as possible as the selection made in the SR. CRs need
also to be relatively pure in the background that it
targets and to have a low signal contamination.
VRs are defined to validate the good modeling of the
backgrounds. No fit is performed into them, only the
propagation of the best-fit values of the normalization
factors. If they show good agreement between the
Monte-Carlo simulations and the Data, the normaliza-
tion factors can then be propagated into the SRs. The
requirements to define them are the same than the
CRs : orthogonality, purety, and kinematically similar
to the SRs.

The main irreducible backgrounds considered in this
analysis are: top quark, Drell-Yan (DY) and diboson
backgrounds. A CR and a VR for each background
are constructed. Their definitions are present in Table
2. The estimation of the background coming from top
quark decays is done in an eµ final state to achieve a
very high purity. A sketch of these regions can be seen
in Figure 2.



63

Table 2: Definition of the DY, diboson and top CRs
and VRs.

CR-DY CR-Top CR-Diboson
Channel ee, µµ eµ ee, µµ
mll [GeV] > 180 > 180 [70,95]

Num. b-jets 0 - 0
Emiss,sigT 1-3 5-8 > 12

VR-DY VR-Top VR-Diboson
Channel ee, µµ eµ ee, µµ
mll [GeV] > 180 > 180 [95,120]

Num. b-jets 0 0 0
Emiss,sigT 3-5 > 8 > 8
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Figure 2: Sketch of the set of SRs, CRs and VRs in the
mll and meµ versus Emiss,sigT planes.

Statistical Analysis

Data The analysis uses the data collected during the
Run 2 of the LHC, spreading between 2015 and 2018.

Simulated sample Signal samples are generated
with a Z ′ mass spacing of 100 GeV in the range be-
tween 200 GeV and 1 TeV with MadGraph v2.9.9 [9],
and Pythia 8.230 [10] for the parton shower and the
hadronization. For these samples, a simulation with a
fast parametrization of the calorimeter response is ap-
plied in order to speed up the process. These generated
signal samples are used to obtain signal distributions
of the variable of interest mll, at the intermediate Z ′

pole mass values using a morphing approach based on
a RooFit function [11]. For the backgrounds, Sherpa

2.2.11 [12] is used to do both the generation and the
parton shower and the hadronization of the DY and di-
boson samples. For the top sample Powheg-Box [13] is
used for the generation and Pythia 8.230 for the parton
shower and the hadronization.

Binned statistical analysis model The Likelihood
function L provides the probability of the observed
data. It can be writen as follow :

L(n⃗|θ⃗, k⃗) =
∏
i

P (ni|Si(θ⃗, k⃗)+Bi(θ⃗, k⃗))×
∏
j

G(θj) (2)

where P stands for Poisson distribution, n⃗ are the data,
θ⃗ the nuisance parameters (NPs), k⃗ the parameters
of interest (POI), ni the number of events in bin
i, Si(θ⃗, k⃗) + Bi(θ⃗, k⃗) the prediction of signal plus
background yield in bin i, and G(θj) is the modeling of
the NP j with a gaussian pdf. Here, there is only one
parameter of interest : the strength of the signal. The
symbol µ will be used to refer to it. The Likelihood
function can be rewritten in a simplified manner like
this: L(µ,θ̂).
This likelihood function is fitted on the data in the
SRs and CRs.
The fits are evaluated under the signal+background or
background-only hypothesis in the mll SR spectrums,
which are defined by 40 logarithmic bins. All of the
limits presented in the next section are computed
using the Asymptotic approximation [14].
To determine the local significance under the
background-only hypothesis, a profile-likelihood-
ratio-test statistic [15] is used.

Results

The full version of the results is provided in Ref [8].
This section presents a representative set of the results
in the light vector model within the light-dark sector
for both the ee and µµ channels.
The result of the fit of the likelihood function L(µ, ˆ̂θ)
on the data is shown in Figure 3, with the electron
channel at the top and the muon channel at the bot-
tom. The statistical and systematic uncertainties are
shown together with dashed lines. The normalizations
factors for each background extracted from the fits in
the CRs are applied. The ratio in both channels show
good agreement between the data and the Monte-Carlo
simulation.
Local significance is independently computed for each
channel and collectively. No excess over the SM pro-
cesses is observed, as illustrated in Figure 4.
Upper limits on the signal cross section are computed
in function of the Z ′ pole masses. The observed and
expected limits, along with the 1σ and 2σ bands, are
shown in Figure 5. The expected theoretical cross-
sections for gf equal 0.1, 0.05 and 0.01 are also shown.
It can be noted than none of the signal samples are ex-
cluded when gf is equal to 0.01. Finally, limits on the
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lepton couplings are extracted from the cross section
limits. The observed and expected limits are shown in
Figure 6.
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Figure 3: Results of the Signal+Background log likeli-
hood fit on the data in the SR1 for both channel in the
light vector model within the light dark-sector.
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Conclusion

A search for a new Z ′ boson in the dilepton channel
with large missing transverse energy probing a dark
sector is presented. The results are based on the in-
tegrated luminosity collected during the Run 2 of the
LHC with the ATLAS detector, representing 140 fb−1

of data. Two models, the dark higgs and the light vec-
tor model, are used as benchmarks for the search. No
excess over the SM backgrounds is found and upper
limits on the signal cross-section and on the lepton cou-
pling are set.
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Figure 5: Cross-section upper limit results for the light
vector model within the light dark-sector, for the elec-
tron channel (top) and the muon channel (bottom), to-
gether with the expected theoretical cross-sections for
gf equal 0.1, 0.05 and 0.01.
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Abstract — A search for massive long-lived particle decaying to a top quark in proton-proton collisions at
√
s

= 13 TeV is presented in this paper. New long-lived particles are predicted in several extensions of the Standard
Model. In the R-parity violated Minimal SuperSymmetric Model considered, the lightest SuperSymmetric particle
is long-lived and decays into a top and a virtual stop quark which couples to a down and strange quark pair.
Machine learning is used to distinguish signal displaced tracks from Standard Model prompt tracks for the
reconstruction of displaced vertices.

Introduction

Many extensions of the Standard Model (SM) pre-
dict the existence of long-lived particles through weak
couplings and/or high masses states making the pro-
duction for these new particles to be highly sup-
pressed. However, long-lived particles (LLP) are highly
motivated by the R-Parity Violated Minimal Super-
Symmetry Model (RPV-MSSM) [1, 2, 3, 4], Split-
SuperSymmetry [5, 6, 7, 8, 9, 10], Stealth SuperSym-
metry [11, 12], weakly interacting massive particles
(WIMPs) [13, 14, 15], Gauge Mediated SuperSymme-
try Breaking (GMSB) [16, 17, 18] and the hidden sector
[19, 20, 21].
In this analysis, we search for long-lived neutral Super-
Symmetric (SUSY) particles decaying in the tracker of
CMS into SM particles, as allowed by the RPV-MSSM.
These long lived SUSY particles are pair-produced from
slepton decays in proton-proton collisions at a center-
of-mass energy of 13 TeV. The CMS experiment col-
lected an integrated luminosity of 137 fb−1 in 2016-
2018. This analysis looks for displaced vertices coming
from the decay of the pair-produced long-lived parti-
cles where the latter decay into SM particles producing
jets and tracks in the tracker volume. The event topol-
ogy, as well as the tracks and the secondary displaced
vertices can be used to discriminate the displaced sig-
nature from SM backgrounds.

Signal Process

The signal process is shown in Fig.1 and characterized
by the production of a Z/γ∗ boson from proton-proton
collisions at the LHC. Then, the boson produced
couples to a pair of sleptons, being the Next-to-
Lightest SuperSymmetric-Particle (NLSP), where

the considered sleptons are the smuons. Since the
slepton is the NLSP, it decays into a muon and the
LSP that is the neutralino. The branching fraction
for this decay is set to 100% in order to reduce the
complexity of the model. The neutralino can only be
a bino-like neutralino to allow the decay through the
λ

′′
RPV-coupling to lead to violation of the baryonic

number and the production of a top quark in the final
state. The sleptons are short-lived particles leaving
prompt leptons as final state particles that can be
used to trigger the signal events. Since the muons can
be easily triggered on and easier to identify, the muon
channel is chosen. The selectron channel can be added
in the analysis in the future and the stau channel could
also be considered in theory but is not studied in this
analysis due to the complexity of the tau decay and
the consequences on the event reconstruction.

Figure 1: Neutralino production and decay from
proton-proton collision at the LHC

The long-lived neutralino is assumed to decay into
the tracker volume into a virtual stop and a top quark.
The latter follows its SM decay channel where both
hadronic and leptonic decays are considered for the W
boson. The stop couples to SM quarks with the λ

′′

RPV-coupling where the specific decay is given by λ
′′

312

67
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with 3, 1 and 2 being the generations of quarks consid-
ered. The stop couples to a down and a strange quark
giving a heavy hadronic activity in the final state of the
signal process. No mixing between particles of differ-
ent generations is considered in the mixing matrices of
sleptons and squarks, and mass states are in an equal
proportion of left-handed and right-handed states also
to reduce the complexity of the model. Full details
about the model are given in [22].

For our signal, we consider a wide range of com-
bination of values between the following parameters
: the mass of the smuon Mµ̃, the mass of the neu-
tralino Mχ̃1

0
, the proper lifetime of the neutralino cτ ,

the RPV coupling λ
′′

312 and the mass of the virtual stop
Mt̃. The envisaged combinations are described in Ta-
ble.1. The upper limit on Mµ̃ is due to a low cross
section (∼ 0.1fb) but could be extended with more
data-taking and the lower limit is due to the request of
production of a top quark in the decay channel of the
neutralino and also from previous experimental limits
[23, 24, 25, 26, 27, 28, 29]. The cross-section of the
pair-production of µ̃ is entirely determined by Mµ̃ as
shown in Fig.2. For simplicity, all other RPV-couplings
are null.

Parameter Range Value
βγcτ(cm) 0.1 to 100
Mµ̃ (GeV) 200 to 500
Mχ̃1

0
(GeV) 180 to 480

Mt̃(GeV) >1000
λ

′′

312 10−3 to 10−1

Table 1: Masses of the SUSY particles and the associ-
ated couplings considered in this analysis

Figure 2: Cross-section of the smuons pair production
as a function of the smuon mass. [22]

Reconstruction of background dis-
placed vertices
This analysis aims at reconstructing displaced vertices
from the decay of a neutral long-lived particle in the

tracker of CMS. An important part of this analysis
is devoted to the selection of displaced tracks coming
from the decay of the neutralino. However, there are
other sources of displaced tracks coming from Stan-
dard Model backgrounds such as V 0 candidates (K0

S

and Λ0), photon conversions and nuclear interactions
within the material of the tracker of CMS. A veto is
applied on the tracks associated to the reconstructed
background vertices.

V 0 candidates
V 0 candidates stands for two hadrons : the K0

S meson
and the Λ0 baryon that are produced from the hadroni-
sation of the strange quark. They have a long lifetime
(about 10−10 s) and produce a displaced vertex that can
be easily identified thanks to its low track-multiplicity
(2-track vertices) and the invariant mass of the pair
of tracks. The reconstructed invariant mass of the V 0

candidates is shown in Fig.3 for the K0
S meson and Λ0

baryon. The tracks associated to these vertices in the
red mass windows are removed from the analysis.

Figure 3: Invariant mass of the reconstructed K0
S (left)

and reconstructed Λ0 (right)

Secondary Interactions
In order to remove the maximum of background tracks,
the procedure of removing tracks associated to V 0 can-
didates vertices is extended to other secondary interac-
tions happening in the tracker volume, photon conver-
sions and nuclear interactions. Selections are optimised
to select these kinds of interactions but these vertices
also have a low-track multiplicity and have to be recon-
structed in the active (pixel and strip layers) and pas-
sive (beam pipe, barrel supports) layers of the tracker
of CMS. The reconstructed secondary interactions ver-
tices are shown in Fig.4 on the left. Regions with higher
densities of vertices are easily seen, especially the first
layers of pixels of the CMS tracker. The tracks asso-
ciated to the vertices in Fig.4- right are removed from
the analysis.

Selection of displaced tracks
After the removal of the main Standard Model sources
of displaced tracks, the selection of displaced tracks
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Figure 4: Transverse view of the reconstructed sec-
ondary interaction vertices (left) with the track-veto
applied (right)

coming from the two neutralinos can be performed.
First, the event can be reconstructed using the hadronic
activity of the final state and then, the signal tracks can
be selected using a machine learning technique.

Reconstruction of the event

The trigger system of CMS is used to select event
with two prompt muons of opposite charge coming
from the proton-proton collision point. Then, the final
state of the neutralino signal being heavily hadronic,
the event reconstruction is based on the jets from the
decay of the neutralino. These jets can come from
the coupling between the stop and the down and
strange quarks as well as from the SM decay of the top
quark. No particular restrictions are applied on the
decay of the W boson from the top, both leptonic and
hadronic decays are considered. Leptons originating
from the W or from heavy-hadron flavour decays are
also considered in the event reconstruction. The event
topology and kinematics depends on the phase space of
the signal studied: the smuon and neutralino masses,
as well as the lifetime of the neutralino.

In the signal, neutrinos are pair-produced from the
decay of the smuons, and decay further away in the
tracker. Both neutralinos tend to be back-to-back in
azimuth (ϕ) but close in η, meaning that there are
two clusters of tracks, mainly coming from jets, back-
to-back in ϕ. The 3D-space is then divided into two
hemispheres, one for each neutralino. A precaution is
applied as the prompt muons can overlap with the dis-
placed jets, so the momentum of the prompt leptons
are discarded in this building procedure to avoid any
bias, then jets are re-ordered by decreasing value of pT .
The hemispheres are defined as follows :

• From the collections of jets ordered by decreasing
value of pT , the first jet is taken as the first axis
of a first hemisphere

• Then, by looking at the other jets, if the geometric
distance between the jet and the first axis is below
a certain value, we add the momentum-vector of
the two jets to redefine the first axis, else we build
a second axis.

• Finally, we iterate over all the jets and assign them
to one among both hemispheres and recompute the
hemisphere momentum vector for each new jet

The goal of the analysis is to reconstruct one vertex
per hemisphere.

Boosted Decision tree

Standard Model prompt tracks and signal displaced
tracks can be hard to distinguish. A first selection (pT
> 1 GeV, χ2

DoF < 5 and the transverse impact parameter
divided by its error above 5) is applied to reduce 90% of
background tracks while keeping 95% of tracks from the
neutralinos. To improve the selection, a Boosted Deci-
sion Tree (BDT) from the TMVA[30] toolkit of ROOT
is implemented since no single cut on a kinematic vari-
able allows to significantly increase the signal over noise
ratio. This BDT uses various track parameter vari-
ables. The BDT is trained using all Standard Model
backgrounds (mainly Drell-Yan and tt̄) as background
and a single signal sample with the following parame-
ters : Mµ̃ = 275 GeV , Mχ̃1

0
= 225 GeV, βγcτ= 50 cm.

The output of the BDT is shown in Fig.5. A working
point is defined and used to select signal tracks at a
BDT value of 0.85 with a signal efficiency of 73% and
background rejection of 99.5%.

Figure 5: Boosted Decision Tree output where the blue
dot is the working point used with the associated signal
and background efficiencies

Since the event is geometrically divided into two
hemispheres, the tracks selected are assigned to an
hemisphere according to the geometric distance be-
tween a track and the closest hemisphere. A collection
of displaced tracks is therefore built for each hemisphere
and can be used to reconstruct displaced vertices.
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Reconstruction of signal displaced
vertices

In this analysis, one vertex is reconstructed per hemi-
sphere using the Adaptive Vertex Fitter (AVF) [31].
Further improvement could be potentially obtained by
looking for tertiary vertices coming from the b-jets but
these jets can be hard to identify since b-tagging does
not apply to largely displaced jets (dozens of centime-
ters) and also due to the decrease in resolution of the
vertices.
For each hemisphere, we use the collection of the BDT
selected tracks to build the vertices where we expect
to have a collection enriched in signal displaced tracks.
Then, we apply two different steps to try to build a
vertex in an hemisphere:

1. The first iteration is the direct reconstruction of a
vertex using all the BDT selected tracks. Its χ2

dof
has to be between 0 and 10.

2. if the previous step fails, an iterative implementa-
tion of the AVF is applied by considering first the
two tracks with highest BDT values and adding
an other one at each iteration, requesting a χ2

dof
between 0 and 10 at each iteration. The last ver-
tex reconstructed with a good χ2

dof is retained.

Results

Results are shown in terms of vertex reconstruction ef-
ficiency where it is defined as the ratio of the number of
reconstructed vertices (with 0 < χ2

Dof < 10) to the num-
ber of signal vertices that should be reconstructed. The
purity is defined as ratio of matched vertices (the rel-
ative distance between a generated signal vertices and
the reconstructed vertices must be lower than 10% of
the generated decay length) with the number of vertices
having a good χ2 (0 < χ2

Dof < 10). The reconstruction
efficiency and purity are shown In Fig.6. The resolu-
tion of these vertices is between 0.1 mm and 2 mm
depending on the decay length of the neutralino.

The lower vertex reconstruction efficiency observed
in Fig.6 for very low decay length (below 10 cm) is
due to the high track density that prevents the AVF
to properly reconstruct the vertices. The decreasing
behavior at high decay length is due to the tracking
efficiency decreasing rapidly with the distance.

Conclusion

In this paper, a search for displaced top quark through
the decay of a massive long-lived particle in the tracker
of CMS for the Run 2 of the LHC is introduced. This
search is mainly based on machine learning to select dis-
placed tracks in order to reconstruct signal displaced
vertices reaching a signal vertex reconstruction effi-
ciency of about 50% at a decay length of 50 cm for
the neutralino.

Figure 6: Signal vertex reconstruction efficiency (blue)
and purity (red) as a function of the decay length of
the neutralino
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The ATLAS High-Granularity Timing Detector:
test beam campaigns and results

Oleksii Kurdysh
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Abstract — At high luminosity LHC, pile-up is expected to increase on average to 200 interactions per bunch
crossing. Detector adjustments are needed; one of them in ATLAS is The High Granularity Timing Detector
(HGTD), a new timing sub-detector. Its front-end is a fast and radiation-tolerant-enough sensor, Low Gain
Avalanche Detectors (LGAD), being read out with ALTIROC, a dedicated ASIC designed for the HGTD detector.
Contribution mainly describes the performance of LGAD+ALTIROC hybrids in 2021,2022 testbeam campaigns.

Introduction

The expected increase of the particle flux at the high
luminosity phase of the LHC (HL-LHC) with instanta-
neous luminosities up to L ≈ 7.5 × 1034cm−2s−1 will
have a severe impact on the ATLAS detector perfor-
mance. Run-4 (HL-LHC) < µ > will be ≈ 4 times
larger compared to Run-3. The reconstruction and trig-
ger performance for electrons, photons, as well as jets
and transverse missing energy will be severely degraded
in the end-cap and forward region, where the liquid
Argon-based electromagnetic calorimeter has coarser
granularity and the inner tracker has poorer momen-
tum resolution compared to the central region.

In order to cope with the new environment, one of
the things that will be done in ATLAS is the installa-
tion of a new timing sub-detector in the forward region
(will cover the pseudo-rapidity range from 2.4 to about
4.0): HGTD (The High Granularity Timing Detector)
will be installed in front of the liquid Argon end-cap
calorimeters. HGTD will be there for pile-up mitiga-
tion and bunch-per-bunch luminosity measurements.

The Silicon sensor chosen for HGTD is Low Gain
Avalanche Detectors (LGAD), as it provides an inter-
nal gain good enough to reach a large signal-over-noise
ratio needed for excellent time resolution and is able to
survive the necessary amount of irradiation. LGADs
are n-on-p silicon detectors with an additional p-type
doped layer containing charge multiplication to achieve
an internal gain. Two silicon double-sided layers should
provide precision timing information for minimum ion-
izing particles with a time resolution better than 50-70
ps per hit (i.e., 30-50 ps per track) to assign the parti-
cle to the correct vertex. Each LGAD readout cell has
a transverse size of 1.3 × 1.3mm2, leading to a highly
granular detector with about three million readout elec-
tronics channels. A dedicated ASIC for the HGTD de-
tector, ALTIROC, is being developed in several phases,
producing prototype versions of 2 × 2(ALTIROC0),
5 × 5(ALTIROC1), and 15 × 15(ALTIROC2,3) chan-
nels. HGTD modules are the LGAD and ALTIROC

hybrids connected through a flip-chip bump bonding
process. ALTIROC will measure TOA(Time of Arrival)
and TOT(Time over Threshold), as illustrated in Fig.1.

Figure 1: Illustration of TOA(left) and TOT(right)

Figure 2: Illustration of timewalk

Contributions to hybrid time resolution are shown
in Eq.1, Eq.2. σLandau, σTDC , σLHCclock are fixed by
LGAD design, ASIC TDC design, and clock distri-
bution system, respectively. σTimeWalk arises because
TOA depends on signal amplitude(illustrated in Fig.2),
leading to degraded resolution. However, if the ampli-
tude is known, it can be corrected - this is why AL-
TIROC is measuring TOT - TOT is a proxy for the
amplitude. The remaining term, jitter, which is uncor-
rectable, is illustrated in Fig.3.
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Figure 3: Illustration of jitter
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Several test beam campaigns have been conducted
at DESY and CERN SPS H6 beamline in 2021,2022.
The performance of irradiated Carbon-enriched LGAD
sensors has been studied. First full-size module proto-
types of 15×15 arrays for the HGTD project have been
tested from different manufacturers. The current ver-
sion of LGAD is carbon enriched since it allows lower
operating voltage, and this is needed to avoid Single
Event Burnout: sensor break with a star-shaped pat-
tern formed - as described in [1]. This sensor version
performs as required after irradiation - see [2], in par-
ticular, Fig.4 shows the time resolution obtained. Be-
low, the performance of ALTIROC1+LGAD and AL-
TIROC2+LGAD hybrids will be presented.

Figure 4: Time resolution of carbon-enriched(current
prototype) sensors after irradiation

ALTIROC and testbeam setup,
methodology

The significant change between ALTIROC1 and AL-
TIROC2 is that the latter is the first full-scale
ASIC(Application-Specific Integrated Circuit) proto-
type with all 225 channels - chip organization is shown
in Fig.5. The figure also shows debug-exclusive (will
not be available in HGTD) possibility to probe signal
(which is then digitized with scope) right after pream-
plifier - this is our best estimation of the signal that
ASIC operates on.

Figure 5: ALTIROC organization, in particular per
channel

ALTIROC was put into the CERN SPS H6 testbeam
to evaluate its performance in close-to-real-life condi-
tions. Testbeam setup is shown in Fig.6. ALTIROC1
and ALTIROC2 setups are slightly different regarding
reference devices used, leading to different methodolo-
gies of time resolution extraction.

During the ALTIROC1 test beam, two SiPMs were
used for reference, each with comparable time resolu-
tion to hybrid, then to obtain a resolution of each one
needs to solve the system showed in Eq.3, where each
σ’s on the left are obtained from the gaussian fit of
corresponding ∆T .

σ∆T(SiPM1,SiPM2) = σSiPM1 ⊕ σSiPM2

σ∆T(hybrid,SiPM1) = σhybrid ⊕ σSiPM1

σ∆T(hybrid,SiPM2) = σhybrid ⊕ σSiPM2

(3)
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During ALTIROC2 testbeam (single) MCP, that has
negligible(compared to hybrid) time resolution; there-
fore, to obtain hybrid resolution, it is enough to do
Gaussian fit on difference shown in Eq.4, where LSB
is a conversion factor from binary to ps, measured in
testbench, and tclock is an ASIC clock digitized by os-
cilloscope. The equation works because TOA provided
by ASIC is measured with respect to the clock falling
edge, and this same clock we digitize to obtain tMCP

relative to it.

∆T = −TOA× LSB − (tMCP − tclock) (4)

Figure 6: Testbeam setup used for hybrid test

ALTIROC1 performance
This section is a very short and incomplete summary
of paper published not so long ago - see [3]

One caveat about this version is that TOA-TOT is
not flat as expected - observed in testbeam dependence
is shown on 7. This is attributed to a digital coupling
synchronized with the 40 MHz clock. The effect can be
corrected in data, where it is seen that its contribution
is not more than 5ps. Relevant modifications to ASIC
are implemented to reduce the effect in further versions.

Figure 7: TOA-TOT dependence

Timewalk correction is done in data. Preamplifier
probe amplitude (maximum of digitized probe signal)
and ASIC TOT time walks together with fit used to
correct it are shown in Fig.8. The time difference be-
tween ASIC and one of the SiPMs before and after time

walk correction together with final hybrid resolutions
are shown in Fig.9 (when time walk is corrected with
probe) and in Fig.10. It can be seen that probe time
walk correction is more effective than expected and
gives the best-case time resolution. Resolution with
ASIC TOT, the only thing we will have in HGTD, is
worse by 6ps, but the result is still close to HGTD re-
quirements.

Figure 8: (top) preamplifier probe timewalk (bottom)
ASIC TOT timewalk

ALTIROC2 performance
ALTIROC2 time performance is similar to ALTIROC1.
Therefore, this section will be concerned with hybrid hit
efficiency, measured as the ratio of the reconstructed
tracks with a hit seen in ALTIROC to all the recon-
structed tracks penetrating the hybrid area. Tracks
are obtained with PaTrack software based on EUDET-
type telescope measurements (consisting of 6 planes,
and a hybrid is located between planes 3,4). The ASIC
threshold used is 4.8 fC, and the charge obtained from
the sensor is above 20 fC. The efficiency map obtained
is shown in Fig.11, where not all 225 pixels are shown
but only the one visible in the beam. It can be seen
that pixels of expected dimensions have 100% efficiency,
satisfying the requirement.

"Zooming" into each inter-pixel region, as shown in
Fig.12, allows us to obtain the amount of inactive area.
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Figure 9: ∆T (hybrid, SiPM) before and after time-
walk correction with probe

Figure 10: ∆T (hybrid, SiPM) before and after time-
walk correction with ASIC TOT

Figure 11: ALTIROC2 hit efficiency map

Taking 50% width of distribution(obtained from linear
interpolation) as interpad size, the typical gap size is
around 65 microns, as seen from Fig.13. Interpad size is
uniform, and there is no difference between horizontal
and vertical interpads.

Figure 12: One example of interpad distribution and
distance

Figure 13: Sizes of all interpads visible in beam

Conclusion

ALTIROC1 and ALTIROC2 hybrids testbeam results
are presented. Time resolution obtained with AL-
TIROC1 after ASIC TOT timewalk correction is 46.3±
0.7 ps. ALTIROC2 has similar timing performance, hit
efficiency 100% and interpad size ≈ 65 micron. AL-
TIROC3 is available and has already been tested in
testbeam; analysis is ongoing.
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High-energy ion beam analysis: the study of
raw materials and manufacturing techniques for
cultural heritage objects
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Abstract —
The non-destructive analysis of art and archaeological objects is central to heritage studies, enabling us to
trace societies´ cultural evolution and technical history. This proceeding will focus on a current application of
High-Energy Particle Induced X-rays Emission (HE-PIXE) analysis looking at raw material supply in silver coins
minted in Nantes in the late 16th century. A coupled analytical strategy has been experimented with a handheld
X-ray spectrometer (p-XRF) to look for specific trace elements in the coins such as gold and indium.

Introduction

The South American mine at Potosi, in present-day Bo-
livia, has been in production since 1548. Nantes’ trade
with Spain favoured the use of Potosian silver to mint
French coins from 1575 onward. Previous studies us-
ing the thermal neutron activation techniques [1, 2, 3]
have highlighted indium as a trace element specific to
Potosian silver. Gold is also a good tracer for silver
as the two elements are very close chemically, so sil-
ver and gold are not separated during the silver ore
refining process. However, studies reveal a significant
difference between the concentrations of gold in Mex-
ican silver and in Potosian silver (Figure 1). Analysis
of the concentrations of those trace elements must help
to distinguish Potosian silver from other sources.

Figure 1: Gold against indium content on previously
analysed coins (data from [2])
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The concentration of gold in the Mexican/European
group could easily reach hundreds of ppm whereas the
Potosian group is lower than a hundred ppm. In light of
previously published data, the arrival of Potosian silver
in France (in 1575) is accompanied by the systematic
recasting of old stocks of European and even Mexican
silver. A mixture of several sources of supply has an
impact not only on gold concentrations in coins but
also on other trace elements such as indium in the case
of Potosian silver.

French coins plotted in Figure 1 led to distinguish two
groups with low and high indium concentrations. How-
ever, mixing silver sources should automatically reduce
gold concentrations in French coins in the same way as
it increases indium concentrations. A new look into the
activity of the Nantes mint is provided by this study.
We seek to investigate a large set of coins to conclude
that there may be a decreasing trend in gold content
and to classify Potosian silver coins from the others.

The joint analysis of the same coins using HE-PIXE
and p-XRF methods aims to exploit the characteristic
X-ray spectra with three detectors sensitive to low and
high energy to identify and quantify trace elements.

Materials and Methods

Corpus

We have at our disposal a corpus of 42 silver coins
minted in Nantes between 1561 and 1600 (Table 1).
These coins come from private and museum collections.
The aim of studying a large group of Nantes coins over
a wide historical period is to provide quantitative data
to support numismatic knowledge of this corpus.

We can expect to observe different behaviour depend-
ing on the period analysed. Through trade with Spain,
the Nantes mint was a stronghold of "Atlantic" pro-
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Table 1: Coins under study

Type Head Minting date Number
Teston Henri II 1561 1
Teston Charles IX 1562 to 1573 14
Teston Henri III 1575 1
Ecu Charles X 1597 to 1598 10
Ecu Henri IV 1598 to 1600 16

duction. According to [2], Potosian silver did not reach
French coasts until 1575, so the coins minted under
Henri II and Charles IX probably contained a high
concentration of gold typical of European and Mexi-
can sources. The city was also the headquarters of the
"Ligueur", who opposed King Henri IV of France until
the Edict of Nantes was signed on 30 April 1598. Some
of the coins minted in 1598 (Figure 2) were probably
made from an old stock of silver, as Nantes was under
siege and the supply of silver was interrupted.

Figure 2: 1/4 d ecu - Charles X

Set up

HE-PIXE is carried out using a 68MeV α particle
beam [4, 5, 6]. We use an SDD-type detector (X-
PIPS SXD30M-150-500) for low-energy X-rays and an
HPGE-type detector for high-energy X-rays (CAM-
BERRA 50 mm2). Detectors are facing the target at
a distance of 10 cm. The angle between the incident
beam and detector axes is about 50◦. Very low inten-
sity (<1nA) is used to limit matrix activation and de-
tector dead time (below 10%). The setup is illustrated
in figure 3.

The handheld spectrometer TRACER-III-SD is used
in addition to HE-PIXE analyses to characterize silver
coins composition. Our XRF instrument is equipped
with a Rh tube with a maximum power of 2W and a
10 mm2 XFlash SDD-type detector. We used the same
experimental conditions for all coins: a tube’s supply
voltage/current of 40 kV and 13 µA during 300 s. Light
elements (Cu, Ag) are detected by their K X-ray lines
and heavy elements by their L X-ray lines (Au). The

Figure 3: HE-PIXE set up

incident beam is filtered to limit background noise in
the energy region below 20 keV and improve the detec-
tion of gold Lα at 9.7 keV. The main excitation energy
is given by Rh Kα line at 20.2 keV which is lower than
In K edge energy so detection of indium by XRF is
compromised. In addition, XRF device contains Palla-
dium which produces X-rays that overlap the indium
region.

Analytical strategy

Indium detection by HE-PIXE is very challenging be-
cause of the low concentration of this trace element in
Potosian silver. In addition, In Kα is close to Ag Kβ

line and the background in this region is impacted by
nuclear reaction during irradiation. At the first stage
to simplify the study, we look only at Au X-ray lines
which must be easier to detect with our set-up. Com-
paring our investigations with historical knowledge and
previous data published, we seek to isolate some coin
groups with high and low gold content.

Silver coins under study are made with two different
silver-copper proportions. We used standard materials
as references for quantitative analysis, thick and homo-
geneous targets of certified composition. Table 2 gives
the main element composition in each target.

Table 2: Composition of standards and coins

Element AGA1 AGA2 Teston 1/4 ecu
Ag 77.6 % 88 % 89.9 % 91.7 %
Cu 20 % 10 % 10.1 % 8.3 %
Au 1480 ppm 507 ppm
In 37 ppm 65 ppm

P-XRF is more available than HE-PIXE which de-
pends on the beam schedule of an accelerator. In addi-
tion, p-XRF spectra contain less background compared
to HE-PIXE (high energy beam produces high energy
γ that interacts with the detector and generates Comp-
ton background). On the other hand, in XRF analysis,
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the coins are placed right on the exciting window, very
close to the detector compared to the HE-PIXE set-up.
It implies that the solid angle is much lower in the case
of HE-PIXE. The coin’s surface is not flat and some
black patina could appear as well as deformation over
time. Those surface alterations could impact the X-ray
detection by attenuation or shadow effect.

The probing depth of each element composing the
coins is calculated at 90% attenuation. Au Lα at 9.7
keV comes from the first 16 µm. Considering Kα line of
Rh at 20.2 keV as the main incident excitation energy
for XRF analysis, we can evaluate X-ray attenuation at
a given depth of 16 µm.

Table 3: Transmission coefficient of Rh Kα line in 16
µm

AGA1 AGA2 Teston 1/4 ecu
70 % 72 % 72.7 % 73 %

Table 3 shows that incident beam attenuation de-
pends on the matrix composition, there is a gap of 5 %
between AGA1 and the coins and a gap of 1 % between
AGA2 and the coins. As AGA1 has a higher content
of gold (1480 ppm) than AGA2 (507 ppm) it should
be easier to detect with higher statistics in XRF and
HE-PIXE spectra so we chose AGA1 as a reference for
gold quantitative analysis.

With HE-PIXE the path of the α depends mainly on
the density of the target. In the case of copper-silver
matrix, the α range is about 600 µm. X-ray produc-
tion cross section (CS) depends on α beam energy. It
slightly decreases in depth of 16 µm compared to Rh
tube X-ray attenuation.

Even if HE-PIXE incident beam is less surface de-
pendent than XRF, X-rays emitted by the material are
still attenuated on their way back to the detector. De-
tection of low energy X-rays like Cu Kα and Au Lα
give near-surface information compared to higher en-
ergy lines like Ag Kα (up to 150 µm). HE-PIXE could
be used to probe even deeper with Au Kα (up to 620
µm).

The previous points show an interest in coupling
techniques and detectors. With HE-PIXE (two detec-
tors) and p-XRF (one detector), we determine for each
coin three independent measurements. This enhances
the precision of our results and prevents errors in the
data.

Results

The first observations were made on all the coins with
the three detectors. X-ray spectra of a "1/4 d écu -
Charles X" minted in 1599 is given in Figure 4. SDD-
type detectors are limited to energy regions below 30
eV which include major elements as Cu and Ag as well
as minor and trace elements like Zn, Pb and Au. Es-
cape and pile-up peaks are detector artefacts. HPGe is
sensitive to higher energy ranges and can detect the K
X-ray lines of heavy elements (Figure 5).

Figure 4: HE-PIXE and XRF spectra of 1/4 d ecu -
Charles X
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Figure 5: High energy spectrum - 1/4 d ecu - Charles
X
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Figure 6, 7 and 8, shows respectively spectra of p-
XRF, HE-PIXE with X-PIPS detector and HPGe de-
tector for the coin and standard reference AGA1. Gaus-
sian fit of the spectra is carried out using OriginPro
software on the raw data.

Au Lα energy region is well defined with SDD de-
tectors. Other peaks are detected in the same energy
region. We see Zn Kβ as there is 2% Zn in AGA1 (Fig-
ure 6). Ge Kα from HPGe detector crystal is always
seen in the HE-PIXE spectrum (Figure 7).
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Figure 6: p-XRF
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Figure 7: HE-PIXE with XPIPS
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Figure 8: HE-PIXE with HPGe
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Conclusion
This work presents our analytical strategy to analyse
gold in silver coin minted at Nantes by using HE-PIXE

and p-XRF. Current analysis of our silver coin corpus
is still in progress and final exhaustive results will be
published soon. The search for tracers other than gold,
such as indium and mercury, will also be investigated.
The results of these analyses should provide new in-
sights into the production and circulation of money,
shedding light on the associated history and economy.

Other applications of ion beam analysis were per-
formed at ARRONAX cyclotron. We have a lead pipe
discovered during the excavation of the water supply
system of a medieval castle (13th - 14th centuries). Pro-
ton Activation Analysis (PAA) is performed to charac-
terize the composition of the metals used. Regarding
the pipe solder joints, we look if the tin-lead concen-
tration profile is homogeneous in all the solder joints to
characterize the quality of the soldering technique. The
analysis is based on the differential gamma ray attenu-
ation of the Sn and Pb radioisotopes probed for several
beam energies (17, 34, 45 and 68 MeV).

References
[1] E. Le Roy Ladurie, D. Richet, A. Gordus, J.

Gordus, et E. Le Roy Ladurie,"Le Potosi et la
Physique nucleaire", Ann. Hist. Sci. Soc., vol. 27,
no 6, p. 1235 to 1256, 1972.

[2] E. L. R. Ladurie, J.-N. Barrandon, B. Collin,
M. Guerra, et C. Morrisson, "Sur les traces
de l’argent du Potosi", Ann. Hist. Sci. Soc.,
vol. 45, no 2, p. 483-505, avr. 1990, doi:
10.3406/ahess.1990.278849.

[3] M. F. Guerra, "The circulation of South
American precious metals in Brazil at the
end of the 17th century", J. Archaeol. Sci.,
vol. 31, no 9, p. 1225 to 1236, 2004, doi:
https://doi.org/10.1016/j.jas.2004.03.018.

[4] C. Koumeir, F. Haddad, V. Metivier, N. Ser-
vagent, et N. Michel, "A new facility for High en-
ergy PIXE at the ARRONAX Facility", p. 9, 2010.

[5] D. Ragheb et al., "Development of a PIXE method
at high energy with the ARRONAX cyclotron", J.
Radioanal. Nucl. Chem., vol. 302, no 2, p. 895 to
901, nov. 2014, doi: 10.1007/s10967-014-3314-8.

[6] A. Gillon et al., "Elemental analysis by XRF and
HE-PIXE on silver coins from the 16th-17th cen-
turies and on a gilded crucifix from the 12th cen-
tury", Eur. Phys. J. Plus, vol. 138, no 10, p. 945,
oct. 2023, doi: 10.1140/epjp/s13360-023-04570-5.





86



Performance evaluation of the Siemens
Somatom Go.Open Pro scanner with GATE

Gaëtan Raymond

LPC / Siemens Healthineers / Unicancer

Abstract — Reducing the dose delivered by CT scanners is a major public health issue [1]. The aim is to obtain
scanner images that can be interpreted medically with the lowest possible dose [2]. The Monte Carlo simulation
platform GATE [3,4,5] (www.opengatecollaboration.org) is being used to model Siemens Healthineers’s Go.Open
Pro scanner. GATE versions 9.3 and 10 beta are used to model the scanner’s acquisition chain using Python
scripts: primary photon generation, photon and electron interactions in the material, and detection electronics.
Simulation results enable dose mapping in different test objects and reconstruction of 3D scanner images. This
study enables GATE modeling to be compared with multi-center physical measurements at Unicancer: the dose
for different acquisition protocols and subjects and the quality of the images produced are studied, compared and
optimized. A multi-center measurement protocol is being built to test various dose reduction functionalities put
forward by Siemens Healthineers (automatic intensity modulation, for example).

Introduction
The aim of this CIFRE doctoral thesis is to study and
optimize the latest-generation scanners from the man-
ufacturer Siemens Healthineers, in particular the So-
matom Go.Open Pro model. This is a latest-generation
radiotherapy treatment simulation CT scanner. It fea-
tures dose reduction tools and iterative image recon-
struction algorithms (SAFIRE). This device thus shares
features of dedicated diagnostic scanners, and improved
performance compared with older-generation simula-
tion scanners:

• a Stellar technology detector made of ceramic (im-
proved image quality through reduced electronic
noise);

• a full rotation time of 0.35 s;

• a tin filter and a usable voltage range from 70 to
140 kVp in 10 steps, to adapt the dose delivered to
each patient;

• CARE Dose 4D: Adaptation of mAs to patient
size;

• CARE kV: Optimization of kilovolts (kV) to limit
patient dose;

• TwinSpiral’s use of dual-energy with a second pho-
ton spectrum for improved material characteriza-
tion;

• automatic contouring by artificial intelligence ac-
cording to location: DirectORGANS.

The dose is directly linked to image quality. Scanner
acquisition parameters have a direct influence on dose:
if the operator increases kVp or mAs, the dose will be

higher. For pitch (ratio between the distance covered
by the table during a rotation by primary beam col-
limation) and acquisition slice thickness it is the op-
posite. These parameters will also modify the image
produced. They must therefore be adapted according
to the clinical indication. The image must enable med-
ical interpretation at the lowest possible dose.

This work can be divided into two parts:

• The first part concerns the in silico study of the
Go Open Pro scanner using Monte Carlo GATE
simulation. This study addresses both the deliv-
ered dose during examinations (on phantom and
on the patient) and the image quality.

• A second part will be considered the implemen-
tation of optimized acquisition protocols between
several French Cancer Centers (CLCC) members
of Unicancer. This work has a purpose of dose
measurements and image quality assessment.

Design and validation of Monte
Carlo GATE simulations of the CT
scanner Go.Open Pro

X-ray photon spectra

On the basis of the information available and using
SpekCalc v1.1 software [6,7,8] the spectra of X-ray pho-
tons emitted by the scanner at different accelerator
voltages (70, 120 and 140 kVp). The main parameters
used in SpekCalc are

• the theta angle of the anode inclination to the axis
of the incident electron beam;
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• target material (tungsten, Z = 74); the tin filter
will be taken into account as soon as the Siemens
Healthineers data are available;

• the value of the first half-attenuation layer (CDA1)
for filtration.

These spectra will be adapted according to the man-
ufacturer’s data. For the moment, inside water cube of
30 cm side, the depth of maximum dose for 120 kVp
has been calculated at 7 mm without bowtie (Figure
1). This value is in good agreement with measurements
carried out on the X-ray irradiator available at the LPC
(X-Rad 320).

Figure 1: Dose depth profile inside water cube of 30 cm
side for 120 kVp with GATE

Dosimetric study on Computed Tomog-
raphy Dose Index (CTDI) phantom
Figure 2 shows a GATE v9.1 simulation of the scanner
with a description of a phantom dedicated to computed
tomography dose index (CTDI) measurement which
corresponds to the dose per patient per slice in mGy.

This index is used to estimate the dose delivered by
a scanner acquisition, as well as for quality control pur-
poses. The results obtained with GATE are currently
30 % away from the values provided by Siemens Health-
ineers. These differences is explained by geometries as-
sumptions and approximation of the spectra above.

Projection acquisition
Photons passing through the CTDI phantom, or any
other object, then interact with a UFC (ceramic) de-
tector comprising 58,880 pixels divided into 46 modules
having 20 * 64 pixels. CT scans work basic principle is
a tube-detector pair rotates around an object to obtain
a 3D reconstruction of it. Without object translation,
a 360◦ rotation of the RX tube can, for example, be
broken down into 36 different positions every 10◦. For
each angular position, a mapping of the singles (signal

  

Figure 2: CTDI phantom schema, picture and GATE
simulation

after modeling of the detection chain) on the detector is
called a projection. These projections are reconstructed
using Python codes from GATE outputs. Two different
projections (with and without the object to be imaged)
are required to characterize the elements crossed by the
photons in relation to the differences in attenuation for
each pixel (line integrals). The first of 36 projections
for a rotating tube of a water cylinder containing an
aluminum cube is shown in Figure 3 below:

Figure 3: Projection of a water cylinder of 10 cm di-
ameter with a central copper cube

Image reconstruction
With python scripts initially developed by M.Mouchet
and the Reconstruction Tool Kit (RTK) [9], the pro-
jections are reconstructed into a 3D image according
several parameters (Figure 4).

To conclude the simulation part, the work to be com-
pleted is as follow:

• Precise scanner geometry with manufacturer’s in-
formation: spectra, tin filter, bowtie, collimation,
detector;

• Dosimetric calculations: CTDI with and without
tin filter, dose to organs in a phantom and vox-
elized patient images;
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Figure 4: Image reconstruction with GATE and RTK

• Image reconstruction for phantoms and patients
for several clinical protocols;

• GATEv10 beta full implementation.

For the time being, my Monte Carlo simulations
are based on information provided by Siemens Health-
ineers.

In particular, the following parameters are approx-
imated: X-ray energy spectra; bowtie; distances and
detector composition. This project doesn’t have a full
access to the software and methods used for image re-
construction by Siemens Healthineers.

Implementation and evaluation of
standardized scanner acquisition
protocols

For dose studies

In addition to the CTDI measurements and dose pro-
files required by French regulations, automatic expo-
sure controls are testing because they enable to adapt
exposure individually to each patient. This is a major
element of dose reduction put forward by manufactur-
ers. The AAPM Task Group report 233 [10] proposes
measurement protocols using readily available phan-
toms to test intensity modulation. A complete protocol
is on going work.

For the study of image quality

According to SFPM report no. 41 published in March
2023, advanced and objective image quality metrics for
computed tomography can take into account the non-
linear and non-stationary properties of new iterative
image reconstruction algorithms. Depending on various
parameters, the Noise Power Spectrum (NPS) and the
Task Transfer Function (TTF) are used to calculate a

detectability index (d’). This index is used to estimate
a medical doctor’s ability to carry out a given task, such
as detecting a lesion, taking into account the image’s
noise, signal and contrast conditions. A comparison of
protocols and images obtained clinically on several go
CT scanner between several French Cancer Center is
on going.
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Direct detection of Axion dark
matter with MADMAX
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Univ, CNRS/IN2P3, CPPM, Marseille, France

Abstract — Dark matter is one of the major puzzles in fundamental physics. Axions are among the best-
motivated dark matter candidates. MADMAX experiment will search for axions in the mass range around 100
µeV, which is currently favored by theory. Traditional axion cavity experiments are unable to access this mass
range. Therefore, a novel detector concept called dielectric haloscope will be utilised. The MADMAX experiment
based on this new concept, is in an R&D phase to validate the experimental approaches to be used for the final
detector. There are several prototypes to validate different aspects like mechanics, piezo motors, RF behaviour,
and physics studies. I’ll present the current status of my work in the simulation, data analysis, and tests of various
prototypes.

Introduction

CP violation is required for explaining the matter-
antimatter asymmetry observed in the universe. CP
violation is allowed in the standard model, but con-
trary to the weak sector, it has not been observed yet
in the strong sector. This is puzzling because QCD
Lagrangian contains a CP-violating term (θ)

LCP = θ
αs
8π
GaµνG̃

µν
a (1)

, where αs is the strong coupling constant and Gaµν is
the gluon field tensor.

This term leads to a neutron electric dipole moment
that is controlled by the θ parameter (-π < θ < π) given
[1] as

dn = (2.4± 1.0) θ × 10−3 e fm (2)

Experimentally this electric dipole moment has not
been detected yet, leading to an upper bound on theta

|θ| < 0.8× 10−10 (3)

Why does θ assume such a small value compared to
the allowed values of -π < θ < π is known as the strong
CP problem in particle physics.

Several solutions to this problem are proposed, and
one of the most accepted solution is the Peccei-Quinn
(PQ) mechanism [2]. Proposed by Roberto Peccei and
Helen Quinn, it introduces a new U(1) symmetry in the
QCD Lagrangian. The spontaneous symmetry break-
ing of this symmetry gives rise to a new light pseudo
scalar boson that is called ’axion’.

Axion Properties

All the properties of axions are determined by one
model parameter: the scale of the symmetry breaking.
fa. The original PQ mechanism set fa ≈ fEW , which
was quickly ruled out based on the experimental obser-
vations. The more recent models KSVZ and DFSZ set
the scale fa » fEW . Since the mass and the interaction
cross section of the axion with standard model particles
are inversely proportional to fa, both of them are very
small. The small interaction cross section also means
that axion is a very long lived particle. All these proper-
ties make axion a very good dark matter candidate that
has been motivated by particle physics theory since 40
years. If the relation between axion mass ma and the
parameter fa is relaxed, we have another class of dark
matter particles called axion-like particles (ALPS).

The primary way to detect axions is through inverse
Primakoff effect where an axion is converted to photon
in the presence of external magnetic field. The strength
of this interaction is described by the coupling gaγ . As
shown in the figure 1, very few experiments are cur-
rently probing the phase space of axion mass and gaγ .

The axion mass range around 40-180 µeV is favoured
by the post inflationary scenarios, where PQ symmetry
is broken after inflation in the early universe [3]. The
signal produced by the axions is very feeble because of
their tiny mass and interaction cross section. Current
axion experiments operate on the principles of using a
microwave cavity to detect axions, which is not feasible
for probing the mass range 40-180 µeV. There are new
technologies needed to access this mass range.
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Figure 1: gaγ as a function of the axion mass. Since
both of these quantities are determined from fa, the
value of gaγ is fixed for a given axion mass. The yellow
bands are predicted by the theoretical models. (Plot
taken from https://cajohare.github.io/AxionLimits/)

MADMAX

MADMAX collaboration [4] (formed in 2017) will probe
the axion mass range of 40-180 µeV using the new tech-
nology of dielectric haloscope to boost the axion signal.
In the presence of external magnetic field, the axion
field a(t) gives rise to an oscillating electric field E(t).
Since the amplitude of E(t) depends on the dielectric
constant of the medium, it creates a discontinuity at
the interface between two mediums. This leads to the
emission of electromagnetic waves perpendicular to the
interface. As shown in figure 2, photon emissions at
several interfaces between dielectric disks and vacuum
can be constructively interfered (or in resonance) to
enhance the very feeble signal of E(t). By putting a
reflecting mirror on one side, a leaky resonant cavity
can be designed where an enhanced or boosted signal
is received on one side.

Figure 2: Dielectric haloscope with several dielectric
disks and a reflecting mirror in the presence of external
magnetic field

There are several experimental challenges in con-

structing a dielectric haloscope for axion detection.
The signal power Psig can be expressed as:

Psig = 10−22W×
(

β2

50000

)
×
(
Be
10T

)2

×
(

A

1m2

)
×C2

aγ

(4)
with dielectric disks of 1 m2 area, 10 T dipole magnet
and a power boost factor of 50000, the signal power
is 10−22W, which is what cutting edge electronics can
detect. A power boost factor β2 is defined as relative
power of a booster as compared to the power coming
from just a mirror

β2 =
Pbooster
Pmirror

(5)

Moreover, the detected signal P detsig can be expressed

P detsig = 10−22W ×
(
SNR

5

)
×
(
Tsys
4K

)
×
(
4 days
t

) 1
2

(6)
Therefore, a system temperature of 4K and several days
of data taking is needed for a signal to noise ratio (SNR)
of 5. Finally, the dielectric disks need to be positioned
at µm precision in the presence of very high magnetic
field and cryogenic temperatures. All of these tech-
nologies are needed to construct the final detector of
MADMAX shown in figure 3.

Figure 3: Final MADMAX experiment design (ex-
pected to be completed after 2028) with 9T dipole mag-
net, cryostat to cool the system to 4K temperature, and
the booster that consists of 80 sapphire dielectric disks
of 1.25 m diameter

Prototypes

The final detector has many challenging technologies
which needs to be developed. For this purpose several
prototypes have been constructed to validate certain
key technologies. The prototypes, their description,
availability and their goals are given in the table 1.

All the prototypes are built using sapphire dielectric
disks to scan the ALPs mass range around 100 µeV
that corresponds to the frequency range around 20
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Name Setup Goal Availability
CB100 3 fixed disks, RF studies, 2021

ϕ = 100 mm first physics
P200 1 movable disk, piezo motors, 2021

ϕ = 200 mm mechanics
CB200 3 fixed disks, RF studies, 2023

ϕ = 200 mm Scan ALPS
OB300 3 movable disk, Scan ALPS 2024

ϕ = 300 mm

Table 1: MADMAX prototypes built/being built to
progress and validate many technologies needed for the
final experiment

GHz. I participated to different aspects of the work
for the prototypes CB100, P200 and OB300.

The CB100 prototype was used to make two exper-
imental runs in March 2022 and 2023 inside the Mor-
purgo magnet at CERN. The goal of the tests were to
understand the RF behaviour of the system and make
the first physics analysis of ALPs search using a pro-
totype. The experimental setup of these tests can be
seen in figure 4 where CB100 is placed inside the dipole
Morpurgo magnet and connected to low noise ampli-
fier (LNA) and further receiver chain for collecting the
data. I participated in the data monitoring during the
tests. The magnetic field of 1.6 T, physical temper-
ature of the LNA, booster and the electronic system
temperature was very stable for 21 days of data taking
in 2023 and 10 hours of data taking in 2022. The vari-
ance of noise residuals (relative difference between the
data and the Savitzky-Golay filter applied to the data)
showed a time dependence given by Dicke equation as

τ =
1

Bσ2
(7)

, where B is the bandwidth of the spectrum analyser
(the distance between each measurement in frequency)
and σ is the variance in the residuals.

The data taken during these runs are being anal-
ysed by the collaboration. The calibration of the elec-
tronics chain is used to calculate the LNA parameters.
The noise generated by the LNA propagates inside the
booster and interferes with itself to produce the dom-
inant noise for the setup. The observed noise temper-
ature of the system is well reproduced by ADS simula-
tions of LNA and Booster in the region of interest. This
allows for the calculation of the boost factor of CB100
and to calculate the sensitivity of the experiment in the
search for ALPs.

CB100 prototype has three fixed disks. Since, mov-
ing the disks is necessary to scan the axion mass, sev-
eral tests were made using the prototype P200 to con-
firm the workings of the disk positioning system. The
tests were made in different conditions of room tem-
perature (DESY), cryogenic temperature (CERN), and
magnetic field of 1.6 T (CERN). In P200 prototype,
three motors are used to move a single 200mm sap-

Figure 4: CB100 experimental run March 2023 inside
Morpurgo magnet with 1.6 T magnetic field over 21
days at CERN

phire disk. The motors were tested with and without
the disks in different settings. The motors are moved
using a controller and the position of the disk distance
is measured using a laser interferometer by placing a
mirror on the surface of the disk. The accuracy of the
interferometer was better than 100 nm. Many parame-
ters of the piezo motors like the motor target position,
disk measured position, minimum step size, time, mo-
tor drift positions, etc were measured. One of the key
metric of the motor positioning system is the position
error, which is defined as the difference between the
target position of the motor and the measured position
of the disk using the interferometer. One of the sum-
mary plots in figure 5 shows the mean position error for
many tests in difference conditions. From this plot, it is
seen that the mean position error in all test conditions
is less than 10 µm. With the analysis I have performed
of all the tests confirms that the piezo motor position-
ing system works at cold (up to 5K) temperatures and
under magnetic field (1.6 T).

The upcoming prototype OB300 will utilize technolo-
gies developed from the construction and the operation
of CB100 and P200 prototypes. It is under construction
at DESY, Hamburg and planned to be ready early 2024.
I participated in the disk surface measurements and
simulation of realistic disk shapes inside the booster
geometry. The simulations were used to quantify the
impact of the realistic disk shapes on the boost factor
and to optimize the disk configurations for maximum
boost factor in OB300. The disk surface measurements
were made at CPPM for 4 sapphire disks of 300 mm
diameter with O(1) µm precision. It was found that
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Figure 5: A summary plot of the position error for 14
tests of disk positioning system at room temperature
(red) , cold up to 5K (blue), inside magnetic field of 1.6
T (green). The up triangles show the position error for
the forward part of the motor movement and the down
triangles show the position error for the backward part
of the motor movement.

all 8 disk faces had a similar shape that comes from
the manufacturing process. The min-max deviation in
the surface height for the disks was around 0.2 mm
with around 50 µm RMS deviation. I used the realis-
tic shapes of the disks to make the simulations of the
OB300 booster. For this study I used the algorithm
developed by the MADMAX collaboration that uses
recursive Fourier propagation of EM field with a given
geometry of the booster to calculate the boost factor
[5] [6]. The boost factor also heavily depends upon the
distances between the disks and the distance between
the mirror and the first disk (to make constructive in-
terference as showed in figure 2). In minimally resonant
disk configurations, the impact of realistic shapes was
up to 20 % reduction in the boost factor. The order-
ing of the disks and their orientation toward the mirror
seems to play a part as well. The algorithm can also
optimize these distances to maximize the boost factor
given various computational parameters. Starting from
a theoretical resonant set of distances, I used the opti-
mizer to calculate the maximum boost factor in a given
disk configuration with a particular ordering and disk
orientation towards the mirror. For ideal flat disks,
the maximum boost factor obtained was around 2200.
With four possible choices of disks (selecting three at a
time for OB300) and two possible orientations of each
disk, there were 192 total realistic disk configurations
to optimize. In the best disk configurations, the boost
factor was reduced by 50 % as seen in figure 6. The disk
ordering and disk orientations play a big role, with most
ordering and orientations producing a reduction of 70
% in the boost factor compared to the ideal perfectly
flat disk shapes.

Figure 6: The maximum boost factor for different or-
dering of the disks. It is seen that some orderings per-
form much better than other.

Conclusion
In the strong interaction, CP violation is yet unob-
served despite being allowed in the standard model.
Introduced 40 years ago by Peccei-Quinn, axions can
solve the strong CP problem and also be a good dark
matter candidate. In the post-inflationary scenario, the
axion mass lies in the range 40-180 µeV. This is the
mass range that will be probed by the MADMAX col-
laboration. With current technologies, it is difficult to
probe this mass range. Therefore, the MADMAX col-
laboration is developing a novel technology of dielectric
haloscope.

Since there are many technological challenges in con-
structing a dielectric haloscope, several prototypes are
used to develop and validate the key technologies. The
experimental runs at CERN using the prototype CB100
shows the working of the prototype inside a dipole mag-
net and the RF understanding of the system. The P200
prototype shows the workings of the booster mechanics
and the piezo motor positioning system at 5K temper-
ature and 1.6 T magnetic field.

There are many plans for the continuation of the pro-
totyping work. In March 2024, the prototype CB100
will be used to scan for ALPS inside a cryostat at the
Morpurgo magnet at CERN. The final prototype of the
MADMAX experiment, OB300 will be assembled early
2024. OB300 booster will be used for an ALPs scan
inside a cryostat and Morpurgo magnet in 2025/2026.
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Abstract — Active Galactic Nuclei (AGN) stand as enigmatic cosmic powerhouses, harboring supermassive
black holes at their centers. Blazars are AGN with a jet oriented toward the observer. Their emission spans from
radio to very high-energy gamma rays. Understanding their spectral variability provides crucial insights into the
underlying physics governing these astrophysical phenomena. The Cherenkov Telescope Array (CTA) is poised to
revolutionize high-energy gamma-ray astronomy, offering unprecedented sensitivity and energy resolution. In this
contribution, we will discuss the CTA’s prospects for studying blazar variability.

Introduction

The forthcoming Cherenkov Telescope Array (CTA)
represents a leap forward in the field of ground-based
imaging atmospheric Cherenkov telescopes (IACT). It
is set to enhance the sensitivity to gamma rays above
20 GeV by a factor of five to ten, depending on the
energy range, surpassing existing IACT capabilities.
Consequently, the CTA will offer unprecedented per-
spectives on the Universe, particularly in terms of its
non-thermal emissions. CTA will be composed of two
sites, one by hemisphere. The northern site will be
located at La Palma in Spain and will be focused on
extra-galactic sources. The southern site will be in the
Atacama desert in Chile.

Active Galactic Nuclei (AGN) are known for their
emission across the full electromagnetic spectrum, re-
sulting from a combination of thermal and non-thermal
processes. A significant portion of the non-thermal
emission emanates from relativistic jets near the cen-
tral black hole, which have the capability to acceler-
ate particles to high speeds. In the case of blazars, a
type of AGN with jets directed towards Earth, notable
changes in both flux and spectral characteristics are ob-
served. The variability of AGNs occurs across different
timescales, from the brief AGN flares lasting minutes
to hours, to longer-term changes spanning years [13].
The rapid variability of AGNs is especially intriguing,
as it sheds light on the nature of the emitting region,
the underlying emission processes, as well as the ac-
celeration processes that are energizing the particles in
the jet (leptons or hadrons) [2, 5].

Studying the long-term behavior of AGNs allows for
the construction of their power spectral density (PSD),
which often reveals a transition from pink noise at lower
frequencies to red noise at higher frequencies [18]. This
PSD break frequency, previously identified in X-ray

studies [8], is known to scale with the black hole mass
and the accretion rate [19, 15]. While characterizing
this PSD break at very high energies is challenging with
current IACTs, the CTA might enable the reconstruc-
tion of this feature for several sources.

These proceedings focus on the AGN flare studies
and long-term monitoring program within the CTA, a
crucial part of the AGN CTA Key Science Project [21].
The long-term project involves observing 15 selected
AGNs over a minimum of ten years, at least once a week
during their visible periods. The objective is to recon-
struct the AGN flux distribution and the proportion of
time they remain above a certain flux level, known as
the duty cycle of jetted AGNs, in an unbiased manner.
Additionally, we aim at assessing the CTA’s capacity to
investigate rapid jet variability in AGNs and differen-
tiate between hadronic and leptonic processes. These
proceedings are a follow-up of [11, 4, 3]. Concerning the
long-term study, we are using simulated observations of
selected AGN over 20 years. From these simulations we
evaluate our ability to reconstruct the flux distribution
and PSDs using CTA observations. Here we start inves-
tigating which sources are the best candidates for high-
accuracy PSD reconstruction. About the AGN flares,
we performed simulations based on specific models, to
study the capacities to observe spectral variability.

In the following sections, we first present the AGN
modelling that we used to carry this study out. Then
in a second part, we explain how CTA observations are
simulated, as well as the spectral and flux reconstruc-
tion. Finally we show some interesting results before
concluding about prospects with CTA.
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AGN modelling

Modelling of the long term AGN behav-
ior

The complete description of the AGN long-term mod-
elling can be found in [11]. To summarize, we are gener-
ating a time series of flux normalization and spectral in-
dex based on [9]. We are using some hypotheses. First,
the distribution of the observed flux is considered as
log-normal. Then we adjusted the fractional variabil-
ity Fvar which is defined in [20], to scale with exist-
ing observations performed with current IACT on Mrk
421 and Mrk 501, two famous and bright blazars [10].
To generate the spectral index time series, we are con-
sidering the well known harder-when-brighter behavior
[12, 14]. This behavior means that the very-high-energy
spectrum of the AGN becomes harder when the flux
is increasing. Finally, we model the time-dependent
evolution of the AGN gamma-ray spectra Φ(E, t) by
assuming as spectral shape a log-parabola with expo-
nential cut-offs, yielding:

Φz(E, t) = Φ(t)

(
E

E0

)−Γ(t)−βln E
E0

e−
E

Ecut e−τγγ(E,z)

(1)
where E0 is the reference energy, Φ(t) is the differential
flux at the reference energy, Γ(t) the spectral index, β
the log-parabola curvature and Ecut the cutoff energy.
The last factor in Equation 1 describes the absorption
of VHE photons in the extragalactic background light
(EBL) with the optical depth τ(E, z) depending on the
source’s redshift, z, taken from the work of [7] and
the gamma-ray energy. The generated spectra are pre-
sented in Figure 1 for the case of PKS 1510−089.

Figure 1: The generated spectra for PKS 1510-089, col-
ors display the time evolution.

Modelling of the fast variability of AGN

Concerning AGN flares, we are using phenomenologi-
cal models based on observations of famous flares that
occurred in the past and have been observed with cur-

rent instruments. Here we will focus on a model built
to fit the 2016 TeV flare of BL Lacertae [1]. This model
has been presented in [16] and is assuming synchrotron
self-compton (SSC) emission, where accelerated parti-
cles are electrons. It is a single-zone leptonic model
in which electrons are assumed to be injected with a
power-law shape and then cool down as they radiate.
They produce synchrotron emission, and inverse Comp-
ton scatter off with their own synchrotron emission.
The resulting time-dependant spectrum is presented in
Fig. 2

Figure 2: The time evolution of BL Lac spectrum dur-
ing the flare. Colors are going from dark blue to light
blue.

Simulations and reconstruction of
AGN observations with CTA

For the simulation of CTA observations, we utilize the
CtaAgnVar1 tool. This pipeline is specifically devel-
oped for simulating and analyzing AGN observations
with CTA. It is built upon gammapy, the high-level
analysis framework for CTA [6]. The CtaAgnVar
pipeline generates an observation sequence using an in-
put AGN time-dependent spectral model. It considers
CTA’s observational constraints and the night-time vis-
ibility of the source. This process includes monitoring
the zenith angle of sources and dynamically selecting
the appropriate instrument response functions (IRF)
[17]. By doing so, it enables the realistic simulation of
gamma-like events, followed by fitting these simulations
with an analytical spectral model. The light curve re-
construction is achieved by applying a range of spectral
models to the simulation data.

1https://gitlab.cta-observatory.org/guillaume.
grolleron/ctaagnvar

https://gitlab.cta-observatory.org/guillaume.grolleron/ctaagnvar
https://gitlab.cta-observatory.org/guillaume.grolleron/ctaagnvar
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Results

Long-term light curve and PSD recon-
struction

Here we simulated a 20 years data set for
PKS 1510−089, observed from the southern site of CTA
based on a weekly cadence. Each observation lasts 30
min. As we are considering visibility of the source, the
resulting number of observations per year is about 20.
The reconstruction of the light curve is performed by
fitting a set of spectral models to the simulation. The
simplest hypothesis is a power law described by setting
β = 0 and Ecut → ∞ in Equation 1. A more complex
version is a log-parabola (with β ̸= 0) or a power law
with exponential cutoff (a finite Ecut), and the most
complex is the combination of both (log-parabola with
exponential cutoff). For each time bin, a more complex
model is preferred if the simplest one can be rejected at
a 3σ level, at least, based on a likelihood ratio test. As
the log-parabola and the power law with exponential
cutoff have the same complexity, the model providing
the highest likelihood value is preferred. The recon-
structed light curve is presented in Fig. 3.

Figure 3: Reconstructed light curve and residuals com-
puted between the simulated and reconstructed data for
PKS 1510−089 for the full simulation lasting 20 years.
Gray points are the injected values and red points are
the reconstructed ones.

Having obtained the light curve, we can proceed to
estimate, through a periodogram analysis, the PSDs for
each source following [9]. The PSD reconstruction uses
the same method as presented in [11]. The resulting
PSD for PKS1510−089 is presented in Fig. 4. We can
see that the PSD slope of 1 that has been injected is
well reconstructed, as well as the Poisson plateau at
high frequencies. We will investigate the capabilities
of CTA to reconstruct PSDs with a break between two
different slopes in an upcoming work.

Figure 4: PSD estimate (blue points) of the simulated
data for PKS 1510−089. The red line shows the in-
jected PSD (modulo the floor level at high frequencies)
used to simulate the input data.

Reconstruction of AGN flares

Light curve

The light curve for the flare of BL Lac has also been
reconstructed and is shown in Fig. 5. We are here in
an optimistic case where the whole flare (both the rising
and the falling edges) has been observed. We performed
simulations in less optimistic cases to assess to what
extent the entire flare needs to be caught in order to
conclude on the spectral variability.

Figure 5: Reconstructed light curve and residuals com-
puted between the simulated and reconstructed data
for the simulated flare of BL Lac. Gray points are the
injected values and red points are the reconstructed
ones.
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Hardness ratio (HR) hysteresis

An interesting probe of the spectral variability is the
hardness ratio. This quantity is computed using the
energy flux Φ in two separated sub-bands of an energy
range, as the ratio between the flux in a sub-band over
the flux in the total energy band, as follows:

HR =
Φ(E2, E3)

Φ(E1, E3)
(2)

with E1 ≤ E2 ≤ E3. In Fig. 6 the evolution of the
flux versus HR is presented in a specific energy band.
We can see that an hysteresis pattern is predicted by
the input phenomenological model. It means that the
spectral evolution is energy dependent, which is not
predicted by all types of models for AGN flares. There-
fore, the capacity to characterize an hysteresis in such a
parameter space is very interesting to discriminate be-
tween models, and ultimately to discriminate hadronic
and leptonic processes. For now, the quantification of
such hysteresis pattern has not really been investigated
in the literature and we are currently working to de-
velop such an estimator. Thus we only present here
an hysteresis that is predicted by a phenomenological
model that is clearly visible from the reconstruction of
CTA simulated observations, the significance of its ex-
istence will be provided in an upcoming publication.

Figure 6: Reconstructed HR computed between 100
GeV, 300 GeV and 1 TeV. Reconstructed points are
colored, colors show the time evolution from purple to
red. Gray points are the value predicted by the injected
model.

Conclusion

In summary, this paper highlights a segment of the
studies on AGN variability conducted by the CTA Ex-
tragalactic Science Working Group. Specifically, it ad-
dresses the long-term monitoring of AGNs with CTA,
illustrated with simulations of PKS 1510−-089. These
simulations demonstrate the feasibility of reconstruct-

ing the input Power Spectral Density (PSD). More
comprehensive results are detailed in [11], where a
broader range of sources from the CTA AGN Key Sci-
ence Project were examined. These findings suggest
that CTA could effectively determine the duty cycle of
jetted AGNs.

Regarding AGN flares, initial findings imply that
CTA may, for the first time, detect hysteresis cycles
in the Very High Energy (VHE) band. Such cycles
would be indicative of the acceleration and radiative
processes occurring within the jet. The potential ob-
servation of these cycles would provide a new metric to
refine theoretical models.
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Abstract — Lorentz invariance violations (LIV) are allowed by some quantum gravity models that aim to unify
general relativity and quantum field theory, that encounter difficulties describing physics around the Planck scale
(EP ∼ 1019 GeV). LIV can lead to an energy-dependency of the photons velocity, allowing them to become
subluminal or supraluminal. This effect would appear around a characteristic energy called quantum gravity
energy EQG and could be observed from Earth with a delay on the arrival time of gamma-rays produced by
active and highly variable sources. In this analysis, we go over all data of active galactic nuclei of LST-1, the first
telescope of the Cherenkov telescope array, searching for variable observation nights. We have found three variable
nights and combined two of them to extract a limit on the quantum gravity energy.

Introduction

General relativity and quantum mechanics are two fun-
damental pillars of modern physics and merging them
is one of its biggest challenges. For this purpose, many
proposals have been put forward, generally called quan-
tum gravity (QG) models. As part of the few observ-
able predictions coming out, Lorentz invariance viola-
tions (LIV) are allowed by numerous QG models and
can be investigated using various cosmic messengers[1].
Amongst them, gamma-rays are a good candidate.
First, they propagate on straight lines so that it is eas-
ier to link their detection to sources with known dis-
tances. Second, they are produced by abundant and
very bright sources hence allowing them to be detected
at extragalactic distances. This also makes effects of
fast variability in their emission easier to see. These
two elements are fundamental ingredients to facilitate
the detection of a potential LIV effect. Gamma-rays
can be detected from Earth using imaging atmosphere
Chrenkov telescopes (IACTs) that exploit their reaction
with the atmosphere components and, in particular, the
Cherenkov light emitted by secondary particles. The
Cherenkov telescope array (CTA)[2] will be the next
generation of such telescopes and will be constituted
by a hundred of telescopes, separated in two sites. So
far, one telescope has been constructed, the LST-1[3],
which is located at La Palma and is currently in com-
missioning phase. The following analysis is performed
using its first data.

Lorentz invariance violation search
with high energetic gamma-rays

The quantization of spacetime performed by QG mod-
els can lead to a modification of the dispersion relation
of massless particles, which in its simplest form can be
writen as [4]:

E2 = p2c2

[
1±

∞∑
n=1

αnE
n

]
, (1)

where p is the photon momentum, c the standard speed
of light in vacuum and αn ∈ R. Taking this expression
at the first order, the next ones can be considered as
negligible so that we can set α1 = 1

EQG
, where EQG

is the characteristic QG scale, called quantum gravity
energy, at which the LIV phenomena would become sig-
nificant. This characteristic energy is a free parameter,
but it is expected to approach the Planck energy scale
(EP ∼ 1019 GeV).

The massless particle speed derived from this rela-
tion gets an energy-dependency and then photons may
become superluminal or subluminal. Assuming that
two photons i and j are emitted at the same time but
at different energies Ei and Ej from an astronomical
source, one can study a delay on their arrival time on
Earth, expressed as [5]:

∆t ≃ ±Ei − Ej
H0EQG

κ1(z), (2)

where H0 is the Hubble constant and κ1(z) is a propa-
gation term accounting for the universe expansion and
that increases with the redshift z. Then, the crite-
ria risen by this equation are that the sources that
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can efficiently constrain EQG should be at cosmolog-
ical distance and with a large range of energy, making
TeV gamma-rays an interesting probe. In addition, as
a telescope would detect an incoming flux of gamma-
rays, the sources should be very active to have enough
statistics and be highly variable. Indeed, if the flux as
a function of time shows a variability pattern, a time-
shift between low and high energies photons could be
constrained. Then, three types of sources can be used:
pulsars, gamma-ray bursts (GRBs) and flaring active
galactic nuclei (AGNs).

However, there is no guarantee that photons of dif-
ferent energies are emitted at the same time by the
sources: an intrinsic time delay may exist. Then, the
lag we would observe from Earth would be the sum of
these two delays, and it would be impossible to separate
them. Nevertheless, under the hypothesis that such an
intrinsic lag does not depend on the travelled distance
or would not be strictly identical for all sources, these
two delays could be discriminated by combining differ-
ent sources[6], even different flares of one AGN. Then,
one can measure the lag per energy, corrected by the
travelled distance, expressed as:

λ =
∆t

κ1(z)(Ei − Ej)
= ± 1

H0EQG
, (3)

with the units of time per energy : s.TeV−1.
The goal of our analysis is to put a limit on the

characteristic energy EQG, that is a value for which
we would already have seen such a LIV effect if the
quantum gravity energy was allowed for such an energy
range at this given order n = 1. This work is part of
the consortium between different IACTs experiments,
H.E.S.S., MAGIC and VERITAS, for the LIV study
and has been joined recently by LST. In the future, we
are looking forward to combine all the data available
of these experiments to extract a limit on the quantum
gravity energy.

Search and characterisation of
variability in LST-1 data

As explained before, a LIV study requires a time-
variability of the flux, and to have sufficient contin-
ued data, we are looking for variability during a whole
observation night. To do so, we analysed all data of
AGNs of LST-1 from January 2021 to June 2023, with
a standard quality selection[7], using Gammapy[8][9], the
official high-level data analysis framework of CTA. We
calculated the significance (in the Li&Ma sense [10])
for each observation night of a given source and con-
sidered that it was detected if the significance was over
5σ. Then, for each significant night, we computed its
lightcurve, that is the flux as a function of the time, and
fitted it with a constant function such that the night is
considered as variable if the p-value is excluded at 5σ
(equivalently). We found 3 variable observation nights
for BL Lacertae (BL Lac) at a redshift of 0.069: the
8th and 9th of August 2021 and the 20th of October

2022. For now, only the two first nights are included in
the study.

However, before applying the proper LIV analysis on
the variable nights, it is necessary to first optimize the
background rejection, using a selection on the recon-
structed data that we call the gammaness cut[7]. The
gammaness is a score from 0 to 1 attributed to each
event after its reconstruction, indicating how likely the
primary particle would be a gamma-ray (score of 1) in-
stead of a background event (cosmic-ray particles, in
particular protons) (score of 0). Applying a cut on this
score, we select a dataset of events with a correspond-
ing value of gammaness over this cut. The research
of variable nights has been done using a dataset se-
lected with a standard cut of 0.6. Since this datasets is
separated into two decorrelated samples, variable and
non-variable nights, we can use the non-variable sam-
ple to optimize the cut for the LIV analysis that is per-
formed on the variable one. For this, we applied differ-
ent gammaness selection on the reconstructed data to
get different corresponding datasets. For each one, we
calculated the combined significance Scut of all nights
of the non-variable sample:

Scut =

√ ∑
non-variable nights

S2
n. (4)

We selected then the gammaness cut value for which
the combined significance of the non-variable sample
is maximized. For BL Lac, we obtained a value of
0.9. Then, for the rest of the analysis, we used the
variable-sample of the dataset corresponding to this
specific gammaness cut.

To be able to distinguish a time-shift between pho-
tons of different energies, a variability pattern needs to
be extracted from the lightcurve of each night. Such a
model is considered as describing enough the variability
if it fits the lightcurve with a p-value over 0.05. As a
LIV effect is supposed to be negligible at low energies,
one can compare this LIV-free sample to a high energies
one, defined with the median of counts. For this, we use
the Band comparison (BC) method, introduced by the
Whipple collaboration[11], in which the lightcurves are
subdivided into time bins. The high energies lightcurve
is fitted with the variability model extracted from the
low energies one. Then, the two samples are considered
compatible if the p-value is over 0.05. This method is a
simple first approach to verify that there is no LIV de-
tection. The selected parametric models chosen for the
low-energies lightcurves of the 8th and 9th of August
2021 are shown on fig. 1 with their respective p-value.

Furthermore, the LIV-analysis is performed under
the hypothesis that the spectra (flux versus energy)
does not vary with time. To verify this, we first test if a
log parabola model is preferred over the null hypothesis
that the spectra is described by a power law (p-value
validated at 5σ). Then, for different time bins, we ex-
tracted the parameters of the selected model fitted on
the spectra and we verified that there is no significant
disagreement. Fig. 2 shows, for each night, the chosen
time bins of their lightcurves and the corresponding in-
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(Preliminary)

(Preliminary)

Figure 1: Variability template of the low-energies
lightcurve of the two observation nights. Top: the 8th
of August 2021 with a double Gaussian and a constant
(5 time bins per ∼20 minutes of observation). Bottom:
the 9th of August 2021 with a Gaussian and a constant
(3 time bins per ∼20 minutes of observation).

dexes of the power law fitted on their spectra.
Now that we have verified the time-independency of

the spectra and extracted a template of the variability
of each observation night, we can use it to get a limit
on EQG at the first order.

Extraction of a constraint on LIV

To perform the analysis, a software called LIVelihood
has been developped[6], based on the Root C++ frame-
work1, to combine data of different experiments in the
context of the Gamma-LIV consortium. It uses the
method of the maximum likelihood (ML)[12], an un-
binned version of the BC method, allowing the analysis
to not rely on the choice of the time bin. The likeli-
hood is maximized for the λn parameter (eq. 3) that
best recovers the low energy LIV-free sample when a
transformation is applied from it to the high energy
dataset. The likelihood for a given source is built with
a probability density function (PDF) that describes the
probability P to detect a gamma-ray i with a given re-
constructed energy ER,i at a given time ti such that:

LS(λn) = −
∑
i

log

(
dP (ER,i, ti;λn)

dERdt

)
. (5)

1https://root.cern.ch

(Preliminary)

Figure 2: For the two nights of the analysis, indexes of
the power law model fitted on their spectra for different
time bins of their lightcurves.

The PDF is expressed as follows:

dP

dERdt
=Ws

∫
IRF(ET , ER, t)× Fs (ET , t;λn) dET

N ′
s

+
∑
k

Wb,k

∫
IRF(ET , ER, t)× Fb,k (ET ) dET

N ′
b,k

.

(6)
It is the sum of the respective PDF of the signal and two
different backgrounds k, weighted by Ws and Wb,k such
thatWs+

∑
kWb,k = 1, and normalised byN ′

s andN ′
b,k.

The background is divided into two part: the hadronic
one, which is the main pollution in the observed data as
hadrons can also produce Cherenkov light in the atmo-
sphere, and the baseline, which is the constant part of
each lightcurve. The likelihood takes into account the
instrumental response functions (IRFs) with the fac-
tor IRF = EffA (ET , t)MM (ET , ER, t). They are ob-
tained with Monte-Carlo simulations of "real" gamma-
rays with a true energy ET and are time-dependent.
The migration matrix (MM) is a comparison between
the true energy ET and the reconstructed one ER by
the telescope for each event. The effective area (EffA)
is the area of a perfect instrument that would detect all
incoming gamma-rays of energy ET . It depends of the
observation conditions and in particular on the zenith
angle of the source, so that it changes over time. Fs
and Fb,k factors account for the convolution between
the lightcurve and the spectra (which is supposed be-
ing time-independent) for the signal and the two back-
grounds respectively. Then, the combination of dif-
ferent sources or flares can be done by summing their
respective likelihood:

Lcomb(λn) =
∑

all sources

Ls(λn). (7)

Performing 1000 simulations of the combined dataset
by using the variability template we extracted before,
we produce first a calibration plot, that is a comparison
of the reconstructed lag λrecn by the software and an
injected one λinjn . It is expected to correspond to a
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linear function λrecn = a×λinjn +b with a = 1 and b = 0.
Such a plot is shown in fig. 3 for our dataset at the first
order. The blue envelope shows the 1σ error accounting
for the statistical uncertainty while the orange one is
the Monte-Carlo error. We obtain that a is compatible

(Preliminary)

Figure 3: Calibration plot for simulations of the com-
bined dataset of the 8th and 9th of August 2021.

with 1, meaning that the method is not biased, but b
is not compatible with 0, which indicates that there is
an offset. However, this offset is negligible compared to
the statistical uncertainty, it is therefore not expected
to create a fake lag.

After verifying that the reconstruction is not biased,
we can reconstruct the lag from real data, using this
time a likelihood nearly the same as before but with a
different hadronic background PDF:

dPh
dERdt

=Wh
dNoff

dER
× 1

T
× 1

N ′
h

, (8)

with T the total time of a given observation night
and Noff the total number of events in sky regions
of the field of view in which only background events
are expected, following the reflected-region background
method[13]. We obtain then a reconstructed lag of
λ1 = (2060+2811

−2899
+2479
−2143)s.TeV−1, where the first error

encounters for the statistical uncertainty of the sim-
ulations while the second encounters for the statistical
uncertainty of the lightcurve template, obtained by let-
ting all parameters free in each of the 1000 simulations.

As we obtained a lag compatible with 0, we can ex-
tract the corresponding limit on EQG by using eq.3 with
the error at 2σ of λ1. In this analysis, the κ1(z) term
has been designed with the Jacob & Piran model[5].
Then, we get the following limit on the quantum grav-
ity energy at 2σ: E1

QG,lim = 4.2× 1016GeV, in the sub-
luminal case. Fig. 4 shows a comparison of this limit
with other obtained from different IACTs experiments
in function of the redshift of the source. This analysis
is the first one to perform a combination of AGN flares.

(Preliminary)

Figure 4: Comparison between limits obtained from
various IACT experiments[6].

Conclusion

We studied all the data of AGNs of the first telescope of
the CTA experiment, LST-1, in order to find variable
nights. We found three suitable observation nights of
the BL Lac source and combined two of them to extract
a limit on the quantum gravity energy at the first order
with real data. This limit is the first one obtained from
a combination of AGN flares and from a systematic
and non-biased analysis based on the time lag. We are
currently working on the combination with the third
variable night of BL Lac. Then, all data of LST-1 will
be ready to be combined with dataset of other IACTs
experiment through the consortium.
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Virgo calibration and data reconstruction
uncertainty computation

Cervane Grimaud
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Abstract — After the first gravitational wave detection in 2015, ground interferometers like Virgo received
significant instrumental upgrades in order to reach better sensitivity. With each upgrade came new challenges,
in this proceeding we focus on describing calibration and data reconstruction. First we explain why we need to
calibrate the interferometer in order to reconstruct the gravitational wave signal and we describe the different
calibration steps. Then we detail the reconstruction algorithm and its uncertainty computation method before
presenting preliminary results of this new method.

Introduction

Gravitational waves (GW) are deformations of the
space time metric propagating at the speed of light
and predicted in 1916 by Albert Einstein as a con-
sequence of the General Relativity theory [1]. Grav-
itational waves are emitted by accelerated massive ob-
jects. The sources that are able to produce gravita-
tional waves with an amplitude detectable by the cur-
rent generation of ground interferometers, with a 10
Hz to a few kHz bandwidth, are astrophysical sources
like compact binary coalescences. The GW detection
is currently performed with a network of 4 interferome-
ters placed all over the world within the LVK collabora-
tion: LIGO with 2 detectors in the United-States, Virgo
with one detector in Italy near Pisa, and KAGRA with
one detector in Japan. The interferometer final output
data, used to study GW, is the detector strain h(t) with
its associated uncertainty. The first gravitational wave
was detected in 2015 by the two LIGO interferometers
and was emitted by a Binary Black Hole coalescence
[2]. This detection was made during the first observing
run O1 of the LIGO and Virgo collaboration. We are
currently in the middle of the fourth observing run O4
with the LVK collaboration.

In the first part of this proceeding we explain how
the Virgo interferometer is able to detect gravitational
waves. In a second part, we describe the Virgo cal-
ibration process and the data reconstruction principle
before focusing on the uncertainty computation method
and its first results.

Virgo interferometer

Virgo is a 3 km long arms Fabry-Perot interferometer
(ITF). Figure (1) shows a schematic representation of
the detector optical layout for the current O4 run. A
laser beam is sent towards a beam splitter (BS) which
splits the beam into two beams of equal power that

Figure 1: Schematic representation of the optical layout
of the Advanced Virgo interferometer [4]

propagate in each of the interferometer arms (North
and West). At the end of both arms, the beams are
reflected by the two end mirrors (NE and WE mirrors)
towards BS where they interfere. We can observe the
interference dark fringe signal at the detection photo-
diode. Two additional mirrors are placed at the be-
ginning of each arms (NI and WI) allowing to create
Fabry-Perot cavities inside both arms, in order to in-
crease the effective length traveled by the beams. Each
mirror is suspended by a chain of pendulums inside a
vacuum tower, in order to consider each mirror as free
test masses above the suspension’s resonant frequency
(∼ Hz) [3].

When a gravitational wave passes on the interfer-
ometer, it changes the differential arm length ∆L =
LN−LW , where LN and LW are respectively the length
of the north arm and the west arm. This modifies the
effective lengths traveled by the laser beams inside each
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arm, thus changes the interference power seen by the
detection photodiode. The gravitational strain is linked
to ∆L by h = ∆L

L0
, where L0 is the arm length at rest

(3 km). A typical ∆L value for a gravitational waves
of compact binary mergers is of the order of 10−19 m.
Trying to measure such small length variation is really
difficult as a lot of phenomena can move the mirrors at
this scale and effectively simulate a gravitational wave
signal. To counteract this, the interferometer needs to
be controlled.

Controlling the interferometer

In order to control the interferometer, to keep every
mirror aligned and to keep the cavities in resonance,
we need to use control loops. They are used to control
different parameters, like cavity length, and to control
precisely mirror relative positions. To be able to induce
motion of the mirrors position electromagnetic actua-
tors (EM) are used, they are composed of four magnets
glued at the back of each mirrors and four coils located
right in front of them inside the towers. Using those
coils, we can create a magnetic field which will make
the mirror moves. Such motion can be seen in the dark
fringe signal. The control signals are used to attenu-
ate noises inside the ITF but it also attenuates possible
gravitational wave signals. It is thus not possible to
simply take the output signal of the detector as the
gravitational wave strain h. We need to reconstruct it
by subtracting the control signals contribution to the
dark fringe signal. This means that we need to pre-
cisely know those contributions, and for that we need
to calibrate the responses of each mirror actuators, to
calibrate the detection photodiodes readout electronics
and to know the interferometer’s optical response.

Virgo calibration

The Virgo calibration process is composed of several
steps necessary to calibrate every elements needed for
the signal reconstruction. In the next sections we de-
scribe the signal injection process and two of the main
calibration steps.

Signal injection

In the previous section we described the EM actuators,
but two other types of actuators are used in the cali-
bration. First, the Photon Calibrator (PCal) is able to
induce mirrors motion by using the radiation pressure
of an auxiliary laser beam that is sent towards the cen-
ter of the mirror [5]. Secondly, the Newtonian Calibra-
tor (NCal) is able to modulate the end mirror positions
via variations of the local Newtonian gravitational field
induced by a rotor placed outside the vacuum towers
[6].

Using the PCals and NCals, it is possible to move
mirrors at given frequencies to inject signals inside the
interferometer that can be seen as power variations at
the detection photodiode. There are two different types

of signal injections, the lines injections, where we in-
duce sinusoidal displacement of the mirrors at specific
frequencies, and the noise injections, where the dis-
placement is made over a full frequency band. During
the calibration procedure both of those injection types
are used. The PCal system is used as reference for all
the calibration steps. So, it is mandatory to calibrate
the PCals first, in order to know the induced mirror
displacement from the laser power.

PCal power calibration

The mirror displacement induced by the Pcal laser
beam is given by the formula

∆x(f) = − 1

M

2cos(θ)

c

∆Pref (f)

(2πf)2

with θ the angle of incidence of the auxiliary laser beam
on the end mirror [7]. So in order to know ∆x, a very
precise measurement of the reflected laser beam power,
∆Pref , is needed. This is done using an integrating
sphere as power detector. The first step of the Virgo
calibration is to precisely calibrate the PCal system in
order to use it as a reference for all the other calibration
steps. The power calibration requires to use power de-
tector references (other integrating spheres) that are
themselves calibrated by metrology institutes (NIST
and PTB) within a broader intercalibration scheme of
the LVK collaboration, where the power detectors are
periodically shipped to the different detectors over the
world [5].

Actuator response calibration

Figure 2: Example of calibration result for the actua-
tor response of the NE mirror electromagnetic actua-
tor. The top plots are the modulus and the bottom ones
the phase of the actuator response. The left side rep-
resent the measurement result with the red points the
data and the black line the fitted model. The right side
is the residuals of the model.

The next step of the calibration is to compute the
different mirror EM actuator responses. This is made
as a series of calibration transfers between different sys-
tems, comparing a system of reference to another one
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that needs to be calibrated. It is based on the com-
parison of the detector’s response R to two different
injection paths. First an injection Iref applied with a
calibrated actuator of reference with a response model
Aref and second and injection Inew applied with the
actuator to calibrate Anew. The output signal of the
interferometer S can be written as a combination of
the injection signal, the actuator model and the inter-
ferometer response, S = Ii × Ai × R. From the two
data sets we can compute two transfer functions that
can be combined to extract the actuator response of
the system we want to calibrate. We get :

Anew = (
S

Inew
).(

S

Iref
)−1 ×Aref

This is the general method for actuator calibration that
we apply to all mirror actuators [8]. An example of cal-
ibration result for the NE mirror electromagnetic actu-
ator is shown in the figure (2).

Data reconstruction uncertainty

Thanks to this calibration step, it is possible to re-
construct the gravitational wave signal. Then, the re-
construction uncertainty coming from the models and
from the reconstruction algorithm is monitored using
the method described below.

Principle of the reconstruction

Figure 3: Schematic representation of the reconstruc-
tion algorithm Hrec, which subtracts the contribution
of the mirrors longitudinal controls to the dark fringe
signal ϵ(f).

Hrec is able to compute the reconstructed gravita-
tional wave strain h(t) from the dark fringe power vari-
ation ϵ(t) (with the calibration model S) by subtracting
the contribution of each longitudinal control signal, us-
ing the actuator models Ai that are measured during
calibration and optical responses models Oi that are
permanently adjusted in Hrec. This allows to get the
hraw visible at the bottom of fig. (3). After this step we

get the final strain by subtracting linearly permanent
calibration lines and various noises [8].

Monitoring the reconstruction

However this process is affected by uncertainty com-
ing from the actuators models and from the optical re-
sponse model adjustment. So, we need to monitor it
to assess if the reconstruction is working properly and
to provide the reconstruction uncertainty. To do this
we use a measurement called hraw/hinj , where we do
the transfer function between the Hrec output hraw and
hinj . hinj is a quantity computed by injecting a signal
on NE or WE mirror inside the ITF with a PCal or EM
actuator and reconstructing it using this actuator re-
sponse model directly without using Hrec. This allows
to compare what is reconstructed in hraw and what we
know we are injecting with hinj . If Hrec is working
perfectly the result of the transfer function should be
1 for the modulus and 0 for the phase, deviations from
those values give an information on the reconstruction
bias and uncertainty.

There are two different types of measurements used
to monitor the Hrec bias. The first type refers to the
20 permanent lines that are always injected on the end
mirrors of the interferometer between 30 Hz and 1 kHz.
The second type refers to weekly lines, which are only
injected once a week during a few minutes. There are 46
weekly lines (26 plus the 20 permanent ones) injected
between 18 Hz and 1258 Hz.

Figure 4: Result of a hrec/hinj measurement from the
1st to the 8th of December 2023. We can see both weekly
and permanent lines on this plot. The top plot is the
modulus and the bottom one the phase. The different
color points are for the different mirrors (NE and WE)
and actuator combinations (PCal and EM).

In Fig.(4) we can see the result of a hrec/hinj mea-
surement for the 1st and the 8th of december 2023. We
can observe a bias of a few percent on the modulus
and of less than 50 mrad on the phase over the full
frequency range.
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Uncertainty computation method

But monitoring the bias is not enough, we want to be
able to characterize the uncertainty of the reconstruc-
tion process over the full frequency range.

The uncertainty computation method uses the
weekly lines data points. It takes an average of the
modulus and phase value over a given time period and
with the mean values and error values, compute a Gaus-
sian distribution of the data. Then, a random selection
of N points is performed inside the modulus and phase
distributions of all the 46 frequency lines. With the N
randomly selected sets of data, we do a linear interpola-
tion between the 46 points, computing a value of mod-
ulus and phase every 0.125 Hz frequency bin for the 10
Hz to 5 kHz frequency range. For the low frequencies,
before the first weekly line frequency, we take the first
interpolation coefficient computed with the closest two
lines and use it to compute the interpolated value until
the 10 Hz bin. At high frequency, the interferometer is
not controlled so we set the last frequency bin to 1 for
the modulus ans 0 for the phase. Finally, we get N sets
of interpolated data points, which means that we get
a N points distribution for every frequency bin. From
those distributions we can compute a mean and a rms,
which represent the Hrec bias and the Hrec uncertainty
for both the modulus and the phase for each frequency
bin.

Result

In the figure (5) we can see a preliminary result of the
uncertainty computation method used with only the
weekly lines injected from the 4th of August to the 2nd
of September 2023. The black line represents the Hrec
bias and the orange area the Hrec uncertainty. This re-
sult is preliminary as it does not take into account the
PCal or actuators calibration systematic uncertainties
on hinj . Also, in the future, we may add the permanent
lines into the uncertainty computation in order to bet-
ter deal with uncertainty variations on a shorter time
scale.

Figure 5: Preliminary result of the uncertainty compu-
tation method for weekly lines injected from the 4th of
August to the 2nd of September 2023.

Conclusion
In this proceeding, we explained how the Virgo inter-
ferometer is able to detect gravitational waves. We fo-
cused on the calibration and reconstruction steps in or-
der to explain why we need to calibrate the interferom-
eter and how the calibration impacts the gravitational
strain reconstruction. With GW detectors becoming
more and more sensitive it is very important that the
calibration precision does not become a limiting factor.
To prevent this, new processes have been implemented
especially regarding the PCals with the intercalibration
scheme. This effort will be visible in the improvement
of the reconstruction uncertainty for which we have pre-
sented the computation method. Once the calibration
uncertainty will be added to the computation we will
need to perform more measurements to increase the
number of data available for the computation to get
an accurate reconstruction uncertainty. The plan is to
be able to do daily measurements with a limited num-
ber of injection to not disturb the science acquisition
too much but still be able to get enough statistics to
monitor the interferometer calibration and provide ac-
curate numbers for h(t) uncertainty over at least a daily
timescale.
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Abstract — The NanoCR experiment focuses on studying how cosmic rays interact with nanoparticles and
aims to understand the mechanism through which the nanoscale elements of interstellar dust undergo Coulomb
explosion to return to the gas phase. To simulate this interaction, a beam of Argon ions generated by the
Andromede accelerator was used to mimic cosmic rays, while employing spherical grains of polystyrene as analogs
for hydrogenated carbonaceous interstellar dust. The experiment involves measuring the charge state distributions
of these nanoparticles during a single collision with heavy ions sampling different stopping power. The NanoCR
experimental setup will be detailed, accompanied by the presentation of results obtained from collisions between
100nm radius nanoparticles and a 1.5 to 9 MeV Argon ion beam. This collaborative endeavor involves four
laboratories, ISMO, NIMBE, IMPMC, and IJCLab, where the Andromede accelerator is located.

Introduction
The Interstellar Medium (ISM) composed of gas and
dust is traversed by cosmic radiation and exposed
to stellar ultraviolet radiation, an external field
attenuated in dense clouds. Hydrogen and Helium
dominate the cosmic ray abundances, as reported
by J. Z. Wang et al. 2002 [1]. Heavier elements
constituting approximately 1% of cosmic particles play
a significant role, given that the electronic stopping
power; equivalent to the energy deposited; increases
with the projectile atomic number to the power of 2
(M. Chabot 2016 [5]; Ziegler et al. 2010 [3]). The
interaction between cosmic rays and the dust and gas
within the ISM is pivotal for the chemical evolution
of interstellar and circumstellar environments. Heavy
and slow cosmic rays interact with very small dust
particles (approximately 100 atoms), causing them to
undergo coulombic explosion. This process enriches
the gas phase with complex molecules (M. Chabot et
al. 2019 [2]). The upper limit for dust size at which
multifragmentation occurs remains unknown. The
NanoCR experiment is designed to provide physics
insights for determining this size limit in coulombic
explosion. To replicate the interaction between cosmic
rays and dust, accelerated particles are employed as
cosmic ray analogs, with polystyrene nanoparticles
serving as analogs for interstellar dust.

Experimental Set-up
The NanoCR experiment schematic is presented figure
1. The polystyrene nanoparticles, initially in an
ethanol liquid mixture, are transformed into aerosol
form using a nebulizer[11]. These monodisperse
nanoparticles have a radius of 100nm, which aligns
with the average radius for carbonaceous material in
the interstellar medium as reported by J.C. Weitgart-
ner & B.T. Draine 2001 [4]. The nanoparticle flow
is directed into an Aerodynamic Lens System from
CEA-NIMBE (e.g F.-A. Barreda et al.[6]). The opera-
tional principle of which is illustrated in figure 2. This
component consists of multiple chambers separated by
diaphragms of varying sizes. The pressure gradient
from the entrance to the exit induces aerodynamic
forces on the nanoparticle flow, concentrating them
into a monokinetic nanoparticle beam.

Figure 1: NanoCR experiment scheme
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Figure 2: Left: Aerodynamic Lens Scheme
from J.T. Jayne 2000 [7], modified.

Right: Focusing effect from J. Schreiner & al. 1998 [8]

The nanoparticles subsequently traverse an initial
electrostatic deflector, eliminating charged particles
produced during the nebulization process and leaving a
neutral beam at the entrance of the collision chamber,
that we call "charge cleaning" hereafter. Within
this chamber, the nanoparticles intersect with Argon
ions generated by an Electron Cyclotron Resonance
ion source Microgan from Pantechnik. These ions
are accelerated using the 4 MV Pelletron accelerator
Andromede [9] from the Mosaic Paltform [10]. To
achieve a given kinetic energy, adjustments were made
to both the the accelerating voltage and the ions
charge state from Ar1+ to Ar3+. Both neutral and
ionized nanoparticles then pass through a second
electrostatic deflector after the collision, deviating
particles proportionally to their charge assuming
constant velocity. Ultimately, all nanoparticles are
collected on a microscope slide for further analysis.

Analysis Procedure
Using a confocal microscope from Vacuum and sur-
faces platform[12], a series of 250 pictures of 100µm
each is taken along the analysing deflector deviation
axis and all the observed element are sorted by posi-
tion and shape with ImageJ software [13]. The figure
3 represents the calibration deposition of nanoparticles
without ion beams or charge cleaning.

Figure 3: Position distribution of nanoparticles when
ion beam & cleaning are off. The charge comb observed
is the response of the system R to a given charge

Positive and negative charges produced in the
nebulizer are observed on the microscope. Using each

charge q peak position xq and their standard deviation
σq with equation 1, the fitted calibration parameters
are obtained: x0 the neutral nanoparticle peak po-
sition, σ0 the standard deviation of the nanoparticle
beam, σE the standard deviation of the nanoparticle
kinetic energy and ∆x the longitudinal deviation along
the deposition axis. The system’s response R(q) to a
given charge q is computed using these parameters in
equation 2, which allows us to transform a position
distribution of nanoparticles to a charge distribution.

xq = x0 + q ×∆x σq =
√
σ2
0 + (q × σE)2 (1)

R(q) =
∑
q

1√
2π
e
−0.5× (x0−xq)2

σ2
q (2)

Two assumptions were made to obtain the charge
distribution from the experiment. First, the collision
process follows a Poisson’s law; the probability of k
collision is computed as in equation 3.

Pk =
λk

k!
× e−λ (3)

The second hypothesis posits an independence
between the collision process and the charge of the
nanoparticle. The nanoparticle total charge distri-
bution Dtot is the sum of convoluted single collision
charge distribution Dk=1, as written in equation 4.
The single collision charge distribution was obtained
with a χ2 minimization between the experimental
data and the system’s response of the total charge
distribution.

Dtot =

n∑
k=1

Pk ×Dk Dk+1 =
∑
k

Dk ⊛Dk=1 (4)

When charge cleaning is active, only the nanopar-
ticles that become charged through the collision
process are collected on the slice. Figure 4 illustrates
the experimental count of these nanoparticles after
interacting with 1.5 MeV Argon ions, depicted by the
blue curve as a function of the deposition axis.

Figure 4: Polystyrene position distribution after colli-
sion with 1.5 MeV Ar1+ ions. Single and double colli-
sion contributions are shown with dotted lines.
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For clarity, only nanoparticles with an area corre-
sponding to a single ball of polystyrene are plotted and
labeled as monomers. The position x = 0 denotes the
deposit location of neutral nanoparticles, deliberately
omitted from the plot.

Results
The single collision charge distribution of 1.5 MeV Ar-
gon ions on PS200 obtained as previously explained is
shown in figure 5. The curve shape within errors bars
has rough cut at low charge and a tail for high charges.
Same charge distribution study has been conducted for
different ion beam energy.

Figure 5: Charge distribution for single collision be-
tween PS200 nanoparticles and 1.5 MeV Ar1+ ions.

The acquired charge distributions were analyzed us-
ing statistical moments. Figure 6 illustrates the mean
charge of PS200 after collisions with ion beam energies
ranging from 1.5 to 9 MeV and the corresponding elec-
tronic stopping power taken from SRIM[3] table. The
mean charge exhibits a linear growth pattern with the
electronic stopping power. This observation is reason-
able as the electronic stopping power leads the ioniza-
tion process. It is imperative to replicate these results
in the upcoming experiment. PS100 nanoparticles will
also be employed to investigate the size effect.

Figure 6: Mean charge of the experimental charge dis-
tributions for single collision between PS200 and several
ion energies.
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S2-only Analysis in XENON1T
Experiment
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Abstract — The XENON1T experiment is a direct dark matter detection experiment in the form of weakly
interacting particles (WIMPs) scattering off nuclei. Without requiring a scintillation signal, we can set constraints
on light dark matter (DM) models using only the ionization signals. This paper reviews the background study done
in S2-only analysis in XENON1T experiment. We developed a strong data selection to identify three background
components: low-energy β decays on the cathode wires, coherent nuclear scattering of 8B solar neutrinos (CEvNS)
and electron recoil (ER) from high Q-value β decays.

Introduction

A large number of astrophysical observations [1] have
demonstrated the existence of a non-luminous com-
ponent of massive dark matter (DM) beyond Stan-
dard Model, making up about 26% of the mass-energy
of the universe. Weakly interacting massive parti-
cles (WIMPs) are among the most well-motivated dark
matter candidates [2].

The XENON1T experiment [3] at the INFN Labora-
tori Nazionali del Gran Sasso (Italy) focuses on search-
ing for weakly interacting massive particles (WIMPs)
scattering elastically off xenon atoms. XENON1T is
a dual-phase time projection chamber (TPC) operated
with a total of ∼ 3.2 tonnes of ultra-pure liquid Xe
(LXe) with 2 tonnes as the active target. The TPC is
cylindrical in shape, 96 cm in diameter and 97 cm in
height. The top and bottom surfaces are fitted with 248
Hamamatsu 3-inch photomultiplier tube (PMT) arrays
[4, 5].

The observable signals are the scintillation (S1) and
ionization (S2) signals from energy depositions. S2
signal is produced by electroluminescence in gaseous
xenon from electrons drifted upwards under an electric
field, and got extracted from the liquid into the gas.
The longitudinal (z) position is reconstructed using the
time difference between the prompt S1 signal and the
S2 signal. The position in the (x,y) plane is recon-
structed by the S2 signal pattern in the upper PMT
array. In addition, the S2/S1 ratio can be used to dis-
tinguish between nuclear recoils (NRs) from WIMPs
and neutrons, as well as electron recoils (ERs) from γ
and β, which constitute the main background of the
XENON1T experiment [3].

Data selection

Dual-phase LXe TPCs are most sensitive to DM with
masses mχ ≥ 6 GeV c−2, as lighter DM is unable to
transfer enough energy (∼ 3.5 keV) to xenon nuclei to
produce detectable S1 at a sufficient rate. However,
with the ionization signals S2s by secondary scintilla-
tion, particles transferring as low as 0.7 keV for nuclear
recoils and 0.186 keV for electronic recoils can be de-
tected [6]. Here, S2-only analysis refers to the reanaly-
sis of XENON1T’s data without S1s.

We use the main science run (SR1) of XENON1T
[7] with a live time of 258.2 days. We use 30% of the
SR1 events as training data, uniformly distributed in
time, to determine event selection and to identify a re-
gion of interest (ROI) of integrated S2 charge for each
dark matter model and mass. Only the remaining 70%
(search data, 180.7 days) is used to calculate the limits
of the DM parameters. We choose a selection set to re-
move identifiable background components for different
DM models.

Figure 1 shows the efficiencies of the most impactful
cuts with S2 size. Without S1, it is difficult to accu-
rately estimate the event depth z. However, the width
of S2 waveform in time is correlated with z due to the
diffusion of electrons during the drift. The events with
S2 widths larger than 835 ns are excluded to elimi-
nate the β decays occurring on the cathode wires as
they have unusually small S2 due to charge loss. Many
have detectable S1 and can be easily removed by depth
related cuts on with S1 [8]. Similarly, width cut can
suppress the events from decay on the electrodes at
the top of the TPC with atypically narrow S2 width.
The width cut efficiency is calculated with simulated
S2 waveforms, which show agreement with those ob-
served in deuterium-deuterium plasma fusion neutron
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Figure 1: Efficiency of main event selection (fraction
of events passed) versus S2 size. Solid lines bands to
the ± 1σ variation of the model parameters. The ar-
rows indicate the S2 ROI for the 4 and 20GeV c−2 spin-
independent NR DM analyses. The top horizontal axis
shows the corresponding number of extracted electrons
to S2[8].

generator calibration data [9]. We also remove events
reconstructed at high radii R which are with unusu-
ally small S2 due to the charge loss on TPC walls. Its
efficiency is estimated using 83mKr calibration data.
The top fraction cut is to remove events constituted by
more than 66% light from the top PMT array which is
normally events in gaseous phase. The efficiency is cal-
culated from binomial fluctuations in photon detection
[8].

Pileup of randomly emitted single-electron (SE) sig-
nals contributes to the background in S2-only analysis,
originating from elections trapped at the interface and
elections captured by electronegative impurities (e.g.
O2) in the liquid xenon. This population can be re-
moved by three cuts. Firstly, their S2 hit pattern is
inconsistent with that of the single scattering. The
related cut has a 90% efficiency measured with neu-
tron generator data. Secondly, SE before S2 cut is to
exclude single electron (SE) signals up to ∼ 1 ms be-
fore the largest S2 which can also suppress gas events
with broader S1 and therefore often misidentified as S2.
Thirdly, Nearby events cut can reduce the enhanced SE
emission [10] close in time and position to high energy
events [11].

Background characterization

The best-fit detector response model from Ref. [11]
is used, setting the detection threshold as 0.7 keV for
NRs and as 186 eV for ERs, as the LXe charge yield
Qy has never been measured below these energies [8].
While we do not have access to a complete model for
S2-only analysis, we can quantify the three components
of the background and compare the observed events to
our nominal signal and background models, as shown
in Figure 2. The first one is the ER background from

high Q-value β decays, mainly 241Pb [11], is flat in our
energy range of interest. The second one is coherent
nuclear scattering of 8B solar neutrinos (CEvNS). The
third one is from low-energy β decays on the cathode
wires. For S2 ≥ 300 PE (∼ 0.3 keVee), we observe
rates well below 1 /(tonne·day·keVee), while below 150
PE the rate rises rapidly, which may be due to the
unknown background.

Figure 2: Distribution of events passing all cuts (black
dots); error bars show statistical 1σ uncertainties. The
thick black line shows the summed background model
consisting of three components. The light orange (pur-
ple) histogram shows the signal model for the 4 GeV c−2

(20 GeV c−2) DM model excluded at 90% confidence
level. The arrows show the ROIs. The top x-axis indi-
cates the average energy of the after-cuts events[8].

Conclusion
The background of few electrons S2 signals in
XENON1T is investigated. We attributed this back-
ground to impurities within the LXe target volume. A
strong data selection criteria optimizes the signal-to-
noise ratio of the XENON1T ionization signal. Above
0.4 keVee, < 1 /(tonne·day·keVee) event is observed.
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G106.3+2.7 observed at Large Zenith Angle
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Abstract — The quest for PeVatrons, sources of cosmic rays accelerated up to PeV energies, saw an exciting
development in 2021 when LHAASO detected 12 ultra-high energy (UHE) gamma-ray Galactic sources. Among
those sources, the supernova remnant G106.3+2.7 (also called the Boomerang SNR) is a promising hadronic
PeVatron candidate. Gamma-ray astronomy performed with Imaging Atmospheric Cherenkov Telescopes (IACTs)
is the tool of choice when it comes to looking at the most energetic sources of the Universe with the best
angular resolution (< 0.1◦). We are currently observing the Boomerang SNR with LST-1, the Large Sized
Telescope prototype of the Cherenkov Telescope Array, together with the two IACTs of the MAGIC experiment.
Observations at Large Zenith Angle allow us to explore the 1-50 TeV region of the energy spectrum with an
angular resolution sufficient to resolve the source’s morphology. Such observations raise challenges regarding the
reconstruction and the analysis of the data, namely the rapid change of energy threshold and signal properties
with the telescope pointing. To improve the uniformity of the response as function of the zenith angles we worked
on optimizing the Random Forest based reconstruction pipeline.

Introduction

Supernovae Remnants (SNRs) are among the main can-
didates for PeVatron sources, cosmic accelerators able
to accelerate cosmic rays (CRs) up to PeV energies. Ac-
celerated CRs will produce gamma-rays carrying about
a tenth of the primary CR’s energy, making very high
and ultra high energy gamma-ray astronomy the ideal
tool to look for PeVatrons.

Figure 1: LHAASO J2226+6057 emission spectrum,
associated to the SNR G106.3+2.7. The source is de-
tected up to 0.57 PeV.[2]

SNR G106.3+2.7 is a Galactic hadronic PeVatron
candidate. Discovered in the ’90s, it was first detected
at very high energies (VHE, Eγ >100 GeV) by gamma-
ray observatories at the end of the ’00s [1]. Then in

2021, the LHAASO Collaboration announced it was
among the 12 detected Galactic sources of ultra high
energy (UHE, Eγ >100 TeV) gamma-ray emissions (cf.
fig. 1) [2].

We are observing SNR G106.3+2.7 with the two
Imaging Air Cherenkov Telescopes (IACTs) from the
MAGIC experiment and with the first prototype
of Large-Sized Telescope (LST-1), an IACT of the
Cherenkov Telescope Array Observatory (CTAO). In
this contribution, we present our work on the analysis
of the LST-1 mono data taken at Large Zenith An-
gle (LZA). We describe the challenges raised by LZA
observations and how faced them by optimizing the re-
construction pipeline using a new method of Random
Forest (RF) interpolation.

Scientific context

SNR G106.3+2.7 is a composite supernova remnant
(SNR), shaped as a comet when seen in radio. The
head region is composed of the SNR forward shock col-
liding with a HI gas region, and of a pulsar wind neb-
ula (PWN) powered by the pulsar PSR J2229+61141.
The tail is formed by the SNR shock front expand-
ing through the interstellar medium into a low-density
cavity. Overlapping with the tail is a dense molecular
cloud which appear to be correlated with VHE emmis-
sions [3].

1The PWN is also called the Boomerang SNR due to its shape
when seen in radio.
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Since its first description by Joncas & Higgs in 1990,
SNR G106.3+2.7 has been the subject of an extensive
multiwavelength campaign [4]. The most recent obser-
vations confirm UHE emissions from SNR G106.3+2.7
but the origin of the emission is not resolved due to the
poor angular resolution measurements.

Our goal is to resolve the source in the 1-50 TeV en-
ergy range with an angular resolution better than 0.1◦

to perform a morphological and spectral analysis of the
Boomerang SNR. This would contribute to the determi-
nation of the source nature as a leptonic or hadronic ac-
celerator, characterized by gamma-ray emissions from
accelerated electrons or protons, respectively (cf. fig.
2).

Figure 2: SNR G106.3+2.7 gamma-ray spectra from
MAGIC, Fermi-LAT, VERITAS, Milagro, HAWC, Ti-
bet ASγ and LHAASO [1]. The blue box shows the
1-50 TeV range we aim to explore.

Detection principle

Extensive air shower physics

When a VHE particle reaches the Earth, its interac-
tion with the atmosphere will generate an extensive air
shower (EAS) of secondary particles.

The nature of the primary particle dictates the EAS
characteristics. Indeed, gamma-rays interact with the
Coulomb field created by the atmospheric nuclei, ini-
tiating an electro-magnetic cascade: a succession of
electron-positron pair production and Bremsstrahlung
emissions. For hadronic primary cosmic rays, the inci-
dent particle will collide on the atmospheric nuclei and
produce nuclear fragments among which π0 meson de-
caying in gamma-rays leading to electro-magnetic cas-
cades, as well as long-lived muons and neutrinos.

The shower development is constrained by the energy
of the incident particle and the altitude of its first in-
teraction point. Due to energy loss processes, each e±

sees its energy rapidly decreasing. Below the critical
energy (EC =83 MeV in air), the energy loss processes
become dominant and the shower extinguishes. [5]

The secondary charged particles of the EAS propa-
gate faster than light in the medium, leading to a cone
of Cherenkov light emissions (cf. fig. 3) [6].

Figure 3: Geometry of Cherenkov rays in EAS. 50%
of the light is emitted from the stippled box region for
a gamma-ray induced shower, and from the dashed-
line box region for a proton shower of the same energy.
This results in a peak of light density on the ground
just beyond 100 m from the center for a median EAS
maximum altitude Hmax of 8.1 km.[7]

Instrumentation

Imaging Air Cherenkov Telescopes (IACTs) are ideal
to perform VHE gamma-ray astronomy. They allow
to detect with a good resolution the Cherenkov light
produced by the EAS generated by VHE gamma-rays
when they reach the Earth’s atmosphere. Within the
lightpool, which typically reaches ∽100 m in diameter,
the Cherenkov light is collected by the telescope mir-
rors and the shower images are formed on the camera
located at the focal plane of the dish.

The IACT we are using to observe our source is
LST-1, the first prototype of the Large-Sized Telescope
(LST) of the Cherenkov Telescope Array Observatory
(CTAO). CTAO is the next generation ground-based
instrument for gamma-ray astronomy at very-high en-
ergies. The prototype was built for the CTAO’s north-
ern hemisphere array, located at the Observatorio del
Roque de los Muchachos, on the La Palma island (Ca-
nary islands, Spain). The northern site design was opti-
mized for the CTAO’s low-to-medium energy range (20
GeV - 5 TeV), with an alpha configuration of 13 IACTs,
neighbouring the two MAGIC cherenkov telescopes [8].
Currently in the commissioning phase, LST-1 is already
taking data with its 23-meter diameter parabolic re-
flective surface and 1855 photomultiplier tubes (PMTs)
camera.

Analysis

EAS image analysis

The camera images are calibrated and cleaned to keep
only the pixels (1 pixel being equivalent to 1 PMT) il-
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luminated by the Cherenkov light of the shower. The
resulting image is parameterized with the Hillas pa-
rameters method to describe the shower in the camera
referential (cf. fig. 4). The main parameters used for
further analysis are described in the table 1. The inten-
sity of the image, i.e. the number of Cherenkov p.e.,
is proportional to the energy of the incident primary
particle [5], while the other parameters are mainly used
together with the timing information of the illuminated
pixels of the image .

Parameter Description
Intensity Total charge, i.e. total number of

p.e. in the shower image
Centroid Image position (xc, yc), obtained

as a charge weighted average of
the pixels coordinates along the
two camera axes

Length Dispersion of the shower image
along its major axis

Width Dispersion of the shower image
along its minor axis

Ψ Tilt angle of the image major axis
with respect to the horizontal axis
of the camera

Skewness Deviation of the image shape from
gaussianity in terms of asimmetry

Kurtosis Deviation of the image shape from
gaussianity in terms of outliers im-
portance

Table 1: Description of the main Hillas parameters used
to describe an EAS image [9]. The Hillas parameters
are used to reconstruct the energy, the direction and
the nature of the incident primary particle.

Random Forest-based event reconstruction

The EAS development is a stochastic process. Primary
particles with different energy, direction and nature can
result in EASs with same shower parameters, and vice
versa. Random Forests (RF) are Machine Learning
(ML) algorithms that proved to be superior in compar-
ison with traditional reconstruction techniques. ML
tools use large simulation datasets to train on, effec-
tively taking into account the stochastic nature of the
events.

Along with other parameters like the telescope point-
ing coordinates, the shower Hillas parameters are fed to
4 Random Forest (RF) algorithms trained on Monte-
Carlo (MC) simulations to perform the event recon-
struction:

1. a regressor to predict the primary particle energy,

2. a regressor and a classifier for the prediction of the
primary particle direction

3. a classifier to identify the primary particle nature
(gamma or hadron). 2

Figure 4: Image of an extensive air shower formed on
the LST camera’s PMTs (left) and a representation of
its Hillas parameterization described in table 1 [9].

To train the RF, evaluate the performances and per-
form higher level analysis, the source is simulated ob-
served at various pointings. We use the term MC
"node" to refer to the MC simulations that are associ-
ated with a single telescope pointing.

Large Zenith Angle observation

Although the LST is designed for the lower energy
range, it is possible to reach higher energies by ob-
serving the source at Large Zenith Angle (LZA), i.e.
pointing at zenith angle ≥ 60◦.

At LZA the detected γ-ray induced showers have a
larger inclination. The shower maximum height Hmax

is at a higher altitude, resulting in a larger geometrical
distance between the telescope and the shower maxi-
mum Lmax.3.

The size of the effective collection area Aeff is con-
strained by the Cherenkov lightcone size. With larger
Lmax the light pool radius is increased at the detec-
tor level, increasing Aeff . The larger effective collec-
tion area allows IACTs to achieve a better sensitivity at
higher energies [10]. However, this improvement raises
new challenges regarding the reconstruction.

The larger distance from the observer results in a
decreased angular size in both longitudinal and trans-
verse directions. The image centroid, corresponding to
the contribution of the shower maximum emission, is
closer to the point which corresponds to the gamma-ray
direction on the camera for showers with large inclina-
tion. The resulting image is shrinked to the camera
center and have a more circular shape [11].

The larger distance from the shower maximum and
the larger optical depth of atmosphere to cross results
in a lower mean photon density, a higher Cherenkov
light attenuation due to scattering and absorption.
There is an increased risk of encountering local regions
of bad weather conditions between the emission point

2In our case, the signal consists in high-energy primary
gamma-ray initiated EAS (Eγ ≥ 1 TeV), and most of the back-
ground comes from protons.

3On average, Hmax(z = 0◦) = Lmax(z = 0◦) ≈ 7.5 km a.s.l.
for a 3 TeV γ-ray induced EAS when observed at zenith. At LZA,
we get Hmax(z = 60◦) ≈ 12 km a.s.l., corresponding to Lmax =
24 km, more than 3 times Lmax(z = 0◦) [11]
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and the detector. The resulting images contain less
photons and are smaller in size.

As a result, the reconstruction energy threshold is
increased, and the energy and angular resolutions are
degraded.

In turn, zenith-dependent features introduce a bias in
the RF reconstruction. This bias is due to the fact that
the current pipeline uses RF trained on MC simulations
performed at discrete values of pointings.

A real data event is reconstructed considering the
closest MC node pointing used to train the RF. At LZA,
features like the image size are varying fast as a function
of the observation zenith angle. Consequently, the RF
reconstructed energy presents artefacts in the form of
distinct reconstruction regions dependent of the closest
training zeniths (cf. fig. 5).

Figure 5: Real data event energy reconstructed by stan-
dard RF as a function of telescope pointing zenith. Two
distinct reconstruction regions are visible, one via the
training node at ztel=71◦, the other one via the training
node at ztel=73◦.

Reconstruction optimization

We generated a denser MC production along the decli-
nation line to limit the bias (cf. fig. 6). The denser MC
production reduced the bias and the step between the
reconstruction regions, but it didn’t solve completely
the problem.

Figure 6: Sky map of the dense set of MC simulation
nodes of SNR G106.3+2.7 (red dots) observed along its
declination line (blue line). The nodes are used for the
Random Forest training and the data/MC comparison.

We developed a new reconstruction pipeline, where
each event is reconstructed by interpolating the pre-
dictions from the two RFs trained on the closest sim-
ulations above and under the zenith of the telescope
pointing.

It is a linear interpolation in zenith, the interpolation
parameter t being obtained with:

t = (ztel − z1)/(z2 − z1) (1)

where ztel, z1, and z2 are the pointing zeniths of the
event and of the closest lower and upper MC simula-
tions used to train the RF respectively. The recon-
structed value y, e.g. the energy, is then obtained with:

y = y1(1− t) + y2 × t (2)

where y1, y2 are the values predicted with RFs trained
on the closest lower and upper MC simulations respec-
tively.

The interpolation of the RF predictions proved to be
a very effective way to improve the data reconstruction.
Together with the denser MC production, this reduced
significantly the bias and the different reconstruction
regions disappeared (cf. fig. 7).

Figure 7: Event energy reconstructed by the interpo-
lated RF method as a function of telescope pointing
zenith. The RF were trained on the denser MC line.

Discussion

The work we have presented has been done in the
context of the observations with LST-1 and MAGIC
of the promising hadronic PeVatron candidate SNR
G106.3+2.7.

This work was focused on LST-1 mono data analysis
only. In the future, we will perform analysis of the joint
LST-1+MAGIC stereo data.

The source is observed at Large Zenith Angle to re-
solve its energy-dependent morphology from 1 to 50
TeV with an angular resolution ≤ 0.1◦. We used a new
method of interpolated Random Forest predictions to
improve the uniformity of the response as function of
the zenith angles. This method has significantly im-
proved the data reconstruction for LZA observations.

We are now working on the optimization of the ex-
tended source analysis at E>1TeV, as well as the mod-
eling of the possible gamma-ray emission scenarios.
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Introduction to Hadronic Physics
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Abstract — This contribution serves as an introduction to the field of hadronic physics, exploring the specific
topics discussed during the dedicated session at the JRJC.

What is a hadron?

Matter, all around us, is made of atoms which are com-
posed of protons, neutrons, and electrons. Protons and
neutrons are made up of elementary blocks of matter
called quarks. The quarks are held together by photon-
like particles called gluons. This interaction is one of
the fundamental forces of nature known as the strong
force. In particle physics, any particle that is composed
of quarks and gluons and is subject to the strong nu-
clear force is categorized as a hadron, protons and neu-
trons being the most abundant. The theory that de-
scribes this is Quantum ChromoDynamics (QCD) that
assigns a charge called color to quarks as well as glu-
ons. The strong coupling constant αS, shown in Fig. 1,
describes the strength of the interaction [1]. At low en-
ergy, αS → 1 which means quarks are confined within
color-neutral hadrons, either with two valence quarks,
making mesons, or three making baryons1. At high en-
ergy, αS → 0. In that case the quarks are weakly bound
and can be treated as individual particles with asymp-
totic freedom. There are different approaches used in
theoretical physics to study the strong force such as
Lattice QCD and perturbative QCD.

Throughout these years, several individuals and/or groups have compiled
the available ↵s measurements and combined them into a single value. The
earliest attempt by Altarelli has already been discussed above. During the
nineties, the reference in terms of ↵s(M

2
z) was established by the PDG,

in particular thanks to the PDG review on QCD by Hinchcli↵e (see, e.g.,
Refs. [44, 45]). An independent estimate of the WA value was published by
Schmelling [46] in 1997, based on his proposal for handling unknown cor-
relations. Then, during the first decade of this century, Bethke [9, 47, 48]
provided a number of comprehensive studies, that established the de-facto
WA value, despite the PDG still publishing an independent combination.
Since a few years this situation has been resolved, with Bethke now being
co-author (together with Dissertori and Salam) of the PDG review on QCD
that also contains the WA determination of ↵s. Figure 5 displays this, most
likely incomplete, collection of WA results as a function of time, nicely show-
ing the impressive progress made throughout the last decades. Finally, Fig. 6
presents an example [9] of inputs to the averaging procedure and the current
experimental status of the running of ↵s, showing excellent agreement with
the theoretical expectation.

QCD αs(Mz) = 0.1185 ± 0.0006

Z pole fit  
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Figure 6: Left: List of individual ↵s(M
2
z) measurements and their comparison

to the world average from Ref. [9] in 2000; Right: current status of the
running of ↵s, as summarised in Ref. [2].
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Figure 1: The strong coupling constant αS as function
of energy [1]

1Exotic hadrons that have 4 or more valence quarks are also
possible [2]

Unveiling quark and gluon proper-
ties

How did we even know of the existence of quarks and
gluons? Inelastic scattering is one of the common tools
used to study various phenomena in physics. To study
the internal structure of a proton, one could fire elec-
trons at high energy and observe how the electrons
bounced off. A high energy scale allows the electrons
to probe deep inside the proton, thus, the name Deep
Inelastic Scattering (DIS). Such experiments conducted
at SLAC showed that when firing electrons very close
to the protons, some would bounce off while some other
would pass through, indicating the existence of point-
like objects inside the proton, later identified as quarks.
On the other hand, gluons were discovered in electron-
positron experiments at DESY [3, 4], where events
containing three experimental signatures of elementary
particles, known as jets, were observed. The e+e− an-
nihilation can produce a virtual photon that then pro-
duces a pair quark-antiquark but cannot produce three
quarks. The third jet was found to be the signature
of a new particle with different characteristics than the
quarks, a new particle called gluon. An event display
of such a case is shown in Fig. 2.

Figure 2: 3-jet event recorded at
√
s = 33 GeV with

the JADE detector at PETRA, DESY [6].
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The quark-gluon plasma

In normal matter conditions, quarks and gluons are
confined into hadrons. However, QCD calculations [7]
indicate that above a critical temperature, Tc, or en-
ergy density, εc, strongly interacting matter undergoes
a phase transition from hadronic matter to a soup of
deconfined quarks and gluons, called the Quark-Gluon
Plasma or QGP [9]. In 2000 CERN announced the dis-
covery of a “new state of matter in heavy-ion collisions
at the SPS” that “features many of the characteristics of
the theoretically predicted quark-gluon plasma” based
on many measurements from different experiments [10].
Basically, powerful accelerators collided heavy nuclei
that formed many small fireballs in which the nucleons
“melted” into a quark-gluon plasma. A representation
of a heavy-ion collision is shown in Fig.3. When the two

collision QGP hadronization freezeout

Figure 3: Schematic illustration of the evolution of a
relativistic heavy-ion collision.

accelerated nuclei collide, the protons and neutrons be-
gin to interact. The QGP, where the quarks and gluons
are deconfined from hadrons, is then created for a very
short time, as the system cools down and hadrons start
forming again. These hadrons are what we detect in gi-
ant machines around the collision that act as cameras
for such events. We can measure how much the emerg-
ing hadrons are affected by the presence of the QGP
by comparing to proton-proton (pp) collisions. For ex-
ample, a particle called J/ψ is suppressed by the QGP.
Its components, a c quark and its antiquark, can lose
the interaction that keeps them bound, due to the color
states in the medium acting as a screening effect. An-
other effect occurs when gluons and quarks lose energy
in the medium by scattering and emitting gluon radi-
ation, which affects jets, their experimental signatures,
in a phenomenon called “jet quenching”, illustrated in
Fig.4.

QGP

Figure 4: Schematic illustration of the evolution of a jet
with and without the presence of the QGP, highlighting
jet quenching.

When two heavy nuclei collide, it can occur head-
on. In this case, the collision is called central and the
nuclei overlap completely, unlike peripheral collisions,
where the nuclei overlap only partially. In non-central
heavy-ion collisions, the colliding matter takes on an
oval shape as shown in Fig. 5. Since particles emerging
from the collision tend to exhibit a collective behavior,
one can imagine that this collectivity can be affected by
the shape of the QGP produced in the overlap region.
Particles would be more accelerated along the shorter x-
axis than the longer y-axis, resulting in an asymmetry,
or anisotropy, in the coordinate and momentum distri-
butions. Experimentally, we measure the anisotropy in
order to investigate the shape of the collision [12]. The
elliptic flow, v2, is the second coefficient of the Fourier
expansion of the azimuthal distribution with respect
to the reaction plane (the xz plane in Fig. 5). Higher
order coefficients probe more complex shapes: the tri-
angular flow measured with v3, and the quadrangular
flow measured with v4 [13].

x

y z

Figure 5: A schematic representation of the collision
zone between two incoming nuclei [11].

Both contributions at the hadronic session of the
JRJC focused on the quark-gluon plasma, one theo-
retically and the second experimentally.
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Abstract — In these proceedings, we analyse the validity of semi-classical approximation in describing the
in-QGP quarkonium dynamics. To this end, we solve the quantum master equation and its associated semi-classical
equation in the quantum Brownian regime. We compare their predictions for a couple of observables which could
highlight a possible breakdown of semi-classical approximation and call for a full quantum description of in-QGP
quarkonia.

Introduction

Heavy quarkonia are considered among the most
promising probes of Quark-Gluon Plasma (QGP)
formed in Ultra-Relativistic Heavy-Ion collisions
(URHIC). For a reliable use of such probe, we need a
rigorous formalism, derived from first principles, which
could describe the real time and out-of-equilibrium evo-
lution of in-medium quarkonia while it keeps a full track
of the quantum nature of our system. In addition, the
formalism should consider the static as well as dynami-
cal effects of QGP on heavy quarkonia on equal footing.
Among the possible formalisms, the open quantum sys-
tems formalism outstands due to its simplicity. Within
this framework, the evolution of our system is governed
by a quantum master equation which, by implementing
semi classical approximations (SCA), results into the
standard and the more simple semi-classical transport
equations as Boltzmann and Fokker-Planck / Langevin
equations. The latter had already shown, prior to the
use of open quantum system techniques, a good suc-
cess in describing in-medium quarkonium transport, in
spite of their model dependence in considering some
QGP effects. Therefore, starting from the fact that the
semi classical transport equations are approximates of,
the more fundamental, quantum master equations, it is
legitimate to wonder about their range of validity and a
quantitative comparison between the full quantum and
semi classical descriptions become mandatory to put
our understanding of in-medium quarkonium transport
on stronger ground. In these proceedings, we review
briefly the derivation of the quantum master equation
in the quantum Brownian regime and its associated
semi classical Fokker-Planck / Langevin equation as

was first derived in [1], and extended in [2, 3]. Then, for
the sake of testing the validity of SCA, we discuss some
comparative results issued from one dimensional reso-
lution of the two equations and draw some conclusions
on SCA validity.

Theoretical framework

Quarkonium interaction with QGP implies the ex-
change of quantum coherence as well of energy between
the two systems. Therefore, quarkonia must be studied
as an open quantum system. Indeed, by taking advan-
tage of the hierarchy in dynamical time scales between
the constituents of the global system, quarkonia-QGP,
we can trace out the QGP degrees of freedom and de-
rive a master equation that describes the dynamics of
quarkonia under the influence of the QGP.

Starting from Non-Relativistic QCD (NRQCD) and
working in the quantum Brownian regime of open quan-
tum systems that corresponds to the high-temperature
regime, with respect to quarkonium binding energy i.e
T ≫ E, we derive the following master equation [1, 2, 3]

dρ̂QQ̄

dt = −i
[
ĤQQ̄ +∆ĤQQ̄, ρ̂QQ̄ (t)

]
+
∫
x,y

W (x− y)
(
ñaxρ̂QQ̄ñ

a
y − 1

2

{
ñayñ

a
x, ρ̂QQ̄

})
(1)

with
ñax = nax − i

4T
ṅax (2)

137



138

where nax refers to the local color charge density and

∆ĤQQ̄ = − i

2

∫
x,y

V (x − y)
[
naxn

a
y, ρ̂QQ̄

]
(3)

being the QGP induced modification to ĤQQ̄ called
Lamb shift, and encodes Debye screening. Similarly,
the correlator W (x− y) represents the QGP induced
imaginary potential.

In order to derive the semi-classical equation from the
quantum master eq. (1), we implement a semi-classical
expansion of in this last. It consists in assuming a small
extension of the density matrix along the off diagonal
direction. i.e non-vanishing density matrix elements are
localized around the diagonal or, equivalently, the sys-
tem has short quantum coherence length beyond which
any superposition would be extremely suppressed.

Indeed, close to thermal equilibrium, the off diag-
onal elements of the density matrix are of the form〈
r
∣∣ρ̂QQ̄∣∣ r′〉 ∼ exp(− (r−r′)

2

λ2
th

), where y ≡ r−r′ encodes
the coherence length. Therefore, the density matrix
would be quasi-diagonal and allow for a semi-classical
description provided our system has a short thermal
wavelength.

The implementation of semi-classical approximation
when considering a discrete basis, eg. color basis, is
not quite transparent, so we will restrict ourselves to
QED limit of the Lindblad equation (1). Therefore,
an expansion in QED limit of Lindblad equation (1) in
terms of coherence length followed by Wigner transform
leads into the semi classical Wigner equation [1]:

∂W (r,p)
∂t =

[
− 2p.∇r

M −∇rV (r) .∇p + η(r)
2 ∇2

p

+γ(r)
M ∇pp

]
W (r,p)

(4)
Drift and drag coefficients are related by Einstein

relation

γij (r) =
1

2T
ηij (r) =

1

4T
(Hij (r) +Hij (0)) (5)

with H (r) being the Hessian matrix of imaginary
potential.

It could be shown that the Gibbs-Boltzmann distri-
bution

Wst (r,p) = N exp

[
− 1

T

(
p2

M
+ V (r)

)]
(6)

is a steady state solution of eq. (4) with N being a
normalisation constant. But the quantum dynamics
relax to different steady state.

Our aim now is to carry out a comparative analysis
of the two equations, namely, the Lindblad and Fokker-
Planck equations, respectively.

The main idea behind such comparison is to identify
the regime of validity of semi-classical approximation
used, implicitly, in most of phenomenological models

based on Fokker-Planck 1 or, equivalently, Langevin
equation, and identify cases where the semi-classical
description may break down and a full quantum de-
scription becomes mandatory. To this end, we consider
that the benchmark in terms of accuracy is the results
corresponding to Lindblad equation (1), since the semi-
classical equation (4) was merely an approximate of it
in the limit of a small coherence length. Therefore, once
the results corresponding to semi-classical description
differ noticeably from that of the full quantum case, we
may conclude a breakdown of semi-classical approxi-
mation and its corresponding equation (4).

Numerical study

The comparative analysis presented in these proceed-
ings is based on a one-dimensional resolution of Lind-
blad equation (1) and Langevin equation associated to
Fokker-Planck equation (4), using the same expressions
of the real and imaginary potentials, V (r) and W (r),
respectively, derived and studied in detail in [4].

We adopt as initial state a 1S-like state given by

ψ (r) =

(
1

πσ2

) 1
4

e−
r2

2σ2 (7)

with a variance σ = 0.38 (fm).
Since the medium temperature plays a major role

in quantum decoherence as well as thermalization, and
in order to have a deeper insights on its effect in the
comparative study, quantum versus semi-classical, we
solved the equations using four different temperatures2
T = [0.2, 0.3, 0.4, 0.6] (GeV). We evolve the system up
to a final time tf = 20 (fm/c) within a box of size 20
(fm), i.e r ∈ [−10, 10] (fm).

The expectation value of a given observable is based
on the density matrix or, equivalently, the Wigner func-
tion which keeps a full track of our system’s state.〈

Ô
〉
= Tr

(
ρ̂QQ̄Ô

)
=

∫
r,p

W (r,p)O (r,p) (8)

Therefore, as a first quantitative confrontation of the
approximate semi-classical description to to the funda-
mental quantum one, we compute the trace distance
between their respective Wigner functions

d (t) =

√∫
drdp (WQM −WSC)

2 (9)

where WQM and WSC refers to Wigner functions re-
sulted from quantum and semi-classical dynamics, re-
spectively. The smallest trace distance is, then, the
closest the two descriptions are to each other with the
semi-classical approximation remaining valid.

1This applies to the quantum Brownian regime, while, for the
low temperature regime we use Boltzmann equation that is based
on kinetic description.

2Notice that the lowest temperature we are considering , i.e
T = 0.2 (GeV), is at the intersection between the quantum Brow-
nian and optical regimes.
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We present3 in Fig. 1 the time evolution of trace
distance for various QGP temperatures. The band
widths in plots quantifies the effect of the inclusion or
removal of the superoperator ∝ ṅxṅ

′
x in Lindblad equa-

tion which is subdominant but necessary to assure to
the positivity of the master equation.

Independently of the QGP temperature considered,
we notice, in Fig. 1, an increase of trace distance at a
first stage of its time evolution before reaching a max-
imum that is followed by a decrease to a stationary
value. This behavior could be traced back to the pres-
ence of quantum effects 4 at very early times, which
are subsequently washed out by the QGP induced de-
coherence. Therefore, as long as such quantum effects
are present and dominant in the dynamics of quarko-
nium state, then, the trace distance tends to increase
due to the role of higher-order quantum corrections
that are neglected in derivation of semi-classical equa-
tion. Such increase continues until quantum decoher-
ence takes over and dominates the dynamics which, by
turn, damps such quantum effects and leads to the de-
crease observed.

Evidently, at higher temperatures, the quantum de-
coherence becomes more efficient and the quantum ef-
fects could not survive enough to affect noticeably the
dynamics of the quarkonium state. Therefore, the trace
distance reaches lower values at higher temperatures
and starts to decrease earlier.

Focusing on the early-time behavior of quarkonium
state and based on Fig. 1, we see for T=[0.2, 0.3] (GeV)
a distance of 16% and 10% between the quantum and
semi-classical Wigner functions, respectively, so the ac-
curacy of a semi-classical description is questionable in
this case. Still, even at the relatively high tempera-
tures, i.e T=[0.4, 0.6] (GeV), we have non negligible
values of trace distance at very early times, around 8%
and 6.5%, respectively. However, we expect that the
Markovian approximation, adopted in our case, implies
a negligible dependence of the late time observations on
early time dynamics of our system and, by turn, on such
early-time discrepancies between the two descriptions.
This last observation implies the importance of describ-
ing in-QGP quarkonium transport with non Markovian
quantum dynamics to get stronger conclusions about
the validity of semi-classical approximation.

We may argue that the classicalisation of quarkonium
state should rend its dynamics at late time blind to
whether we consider quantum, semi-classical or classi-
cal description, therefore, the trace distance is expected
to vanish at late times, while this is not the case in Fig.
1. Such non-zero values of late time trace distance are
due to the different steady state, in the two descrip-
tions, into which the quarkonium state relaxes.

Now, it would be interesting to see how the differ-
ence between the tow descriptions is reflected on var-
ious other observables that probe thermalization, and
population of quarkonia.

3In the plots, "QM" stands for quantum results and "SC"
stands for semi-classical results.

4Which are fully captured by the quantum description while
only approximately by semi-classical deception.

Figure 1: Time evolution of trace distance for various
QGP temperatures with an initial 1S state.

Since the momentum kicks of QGP constituents
on quarkonium are crucial in understanding its quan-
tum state classicalisation and dissociation, in addition
to thermalization, we should study the dynamics of
quarkonium mean square momentum ⟨p2 (t)⟩ . The
early-time behavior of this last observable allows better
understanding of decoherence, while late time behavior
encodes insights on thermalization. We show in Fig. 2,
the time evolution of root mean squared momentum.

In contrast to semi-classical dynamics, as expected,
the quantum dynamics by Lindblad equation does not
relax to Gibbs-Boltzmann distribution . Moreover, the
quantum dynamics overheats the system over all its
time evolution compared to semi-classical case. There-
fore, we expect the overheating of quarkonium state
in quantum description case to result into a larger de-
pletion of 1S-like initial state population compared to
semi-classical dynamics.

Figure 2: Time evolution of root mean squared mo-
mentum for various QGP temperatures with an initial
1S state. The dotted lines refer to the stationary val-
ues expected from Gibbs-Boltzmann distribution, i.e√
⟨p2⟩∞ =

√
MT/2.

To this end, we compute the survival probability of
the initial 1S-like state and generating probability of
the other higher states, namely, 2S-like state in our
case. The probability Pi of finding a quarkonium in a
state "i" is defined by

Pi (t) = Tr
(
|ψi⟩ ⟨ψi| ρ̂QQ̄ (t)

)
=

∫
drdpWi (r,p)D (r,p, t)

(10)
where Wi (r,p) is the Wigner function, or transform,
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of the state’s wave function ψi (r) on which we are
projecting , while, D (r,p, t) is the Wigner function
of quarkonium state undergoing quantum or semi-
classical dynamics.

We show in Fig. 3, the survival probability of the
initial 1S-like state.

Since the equilibrium values of
√
⟨p2 (t)⟩ are larger in

the quantum description for all temperatures, then, as
expected, this description overdamps the ground state
population at late time compared to semi-classical de-
scription.

Figure 3: Survival probability of 1S state. Dotted
lines are the equilibrium values expected from Gibbs-
Boltzmann distribution.

We turn now to discuss the generation probability
of the excited 2S-like state5. This brings some new
features into our study, in particular, its associated
Wigner function contains an interference term, hence,
non-zero negative volume. Such interference term, that
is pure quantum effect, will turn out to be crucial in our
comparison of the two descriptions.

We see in Fig. 4 (top) that corresponds to T =
[0.3, 0.4, 0.6] (GeV), a very good early time agreement,
while, at late time, the quantum description predicts
lower probabilities compared to semi-classical descrip-
tion, which is again could be explained by the larger
equilibrium values of

√
⟨p2 (t)⟩ in the former compared

to the last.
For the case of the lowest QGP temperature i.e

T = 0.2 (GeV), the quantum effects survive longer and
are expected to impact noticeably the quarkonium dy-
namics. Indeed, we notice in Fig. 4 (down) that the
semi-classical description breaks down at early time,
i.e t ≤ 1 (fm/c), since it predicts a negative proba-
bility which is obviously a nonphysical result, while,
the probability from quantum description is well behav-
ing. However, we notice that the generation probability
quickly takes off and becomes positive in semi-classical
description, which is due mainly to decoherence.

The breakdown of SC description in case of 2S state
at low T could be attributed to the "dangerous cross

5In our work, we use the following as an expression of its wave
function:

ψ2S (r) = Ae
− r2

B2 + Cr2e
− r2

D2 (11)

with A=-0.68 (fm− 1
2 ), B=0.22 (fm), C=3.4 (fm− 5

2 ), and D=0.79
(fm).

Figure 4: Generation probability of 2S state for T =
[0.3, 0.4, 0.6] (GeV) (Top) and T = 0.2 (GeV) (Down).
Dotted lines are the equilibrium values expected from
Gibbs-Boltzmann distribution.

terms" in its Wigner function [5].

Ψ2S (r) =
1√
2
(ψ1 (r)± ψ2 (r)) (12)

corresponding to a Wigner function

W2S (r, p) =
1

2
W1 (r, p)+

1

2
W2 (r, p)±Wint (r, p) (13)

The interference term Wint results from cross terms as
ψ∗
1ψ2 and contains very oscillating terms

Wint (r, p) ∝ cos
(rp
ℏc

)
, sin

(rp
ℏc

)
(14)

which spoil the semi-classical expansion of unitary part
in eq. (1), and necessitate a "selective resummation"
w.r.p to coherence length or, equivalently, to ℏ of higher
order quantum corrections, see [5].

Conclusions

In these proceedings, we showed that the semi-classical
description reproduces very well the results obtained
with full quantum description, especially, at high QGP
temperature. However, for low QGP temperatures a
noticeable discrepancy is observed at early times due
to the non negligible contribution of quantum correc-
tions to the dynamics. Such discrepancy gets enhanced
for quarkonium excited states that have quantum inter-
ference terms which require a careful implementation of
semi-classical approximation.
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J/Ψ flow measurements in Pb-Pb collisions with
the ALICE detector at LHC

Victor Valencia

Subatech

Abstract — The ALICE experiment at the Large Hadron Collider (LHC) explores the Quark-Gluon Plasma
(QGP) by colliding heavy ions. This exotic state of matter recreates the conditions of the first instants of the
universe where quarks and gluons ran freely. The QGP is an extremely dense and hot medium that behaves
almost as a perfect fluid with the lowest shear-viscosity to entropy density ratio ever estimated. The collective
behavior exhibited during the hydrodynamic expansion can be explored through the analysis of anisotropic particle
momentum distributions. In the initial moments of a semi-peripheral collision, an almond-shaped overlap region
emerges, the anisotropies of this initial geometry transforms via pressure gradients to final momentum anisotropies
of detected particles (anisotropic flow). Heavy quark bound pairs called quarkonia are unique probes to study
the properties of the deconfined medium. The measurement of quarkonia’s flow also provides an opportunity to
investigate their partial thermalization, giving crucial information about quarkonium suppression and regeneration
mechanisms. Moreover, anisotropic flow can also explore the energy loss experienced by heavy quarks in the QGP.
In this paper, we will introduce some J/ψ flow measurements using particle correlations and we will discuss some
theoretical interpretations.

Introduction

The typical energy density of our current Universe re-
sults in quarks being confined in bound states. Never-
theless, if heavy ions collide with large energies, decon-
fined states can be created. Heavy-Ion Collisions (HIC)
study the behavior of nuclear matter in such high en-
ergy regimes [1]. During the initial instants of the HIC,
hard scattering processes take place (jets, heavy quarks
production...) as calculated by perturbative Quantum
Chromodynamics (pQCD). Around t ∼ 1 fm/c, the
system reaches thermal equilibrium and the hydrody-
namic expansion of the quark gluon plasma (QGP)
takes place. Inside the hot medium, all color charges
are free, meaning that partons (quarks and gluons) are
deconfined. However, the QGP behaves almost as a
perfect fluid, the medium is strongly coupled. At t ∼ 10
fm/c when the temperature is lower than a certain TC
critical value (150 - 160 MeV), a phase transition occurs
where all partons hadronize into pions, Kaons, protons,
etc. These final hadrons, which may further decay into
other states, are the particles observed in experimen-
tal measurements. In HIC, due to the early formation
time of heavy states, quarkonia are excellent probes to
determine the fundamental QGP properties.

Anisotropic flow

In heavy-ion collisions, the anisotropic flow is a re-
sponse of the medium to the initial spatial coordinate
anisotropy [2]. This initial anisotropy, quantified by the
eccentricity, characterizes the overlap of colliding ions.

As the system expands, the initial spatial anisotropy

Figure 1: Schema of the expansion of the QGP

transforms into momentum space anisotropies (see fig-
ure 1) This transformation manifests as an azimuthal
dependence in the distribution of particles relative to
the reaction plane. Anisotropic flow is highly sensitive
to the underlying properties of the system during its
early stages of evolution. Due to the periodicity in the
azimuthal angle ϕ, a Fourier expansion series [3] can be
used to describe the final azimuthal particle distribu-
tion:

dN

dϕ
= 1 + 2

∞∑
n=1

vn cos[n(ϕ− ψn)] (1)

Anisotropic flow is described by coefficients vn of the
Fourier series, where n is the harmonic number. Exper-
imentally, we obtain this quantity by doing the average
for all tracks and events:

vn = ⟨cos[n(ϕ− ψn)]⟩. (2)

where ψn is the symmetry plane [4]. The v1 coeffi-
cient is usually referred to as directed flow, while the v2
coefficient is called elliptic flow. These vn coefficients
are dependent on pT and y [5]. In experiment, the sym-
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metry plane ψn is hardly known, one method involves
estimating it in order to compute the corresponding vn.

Another method to estimate the anisotropic flow
is the multi-particle correlations technique, which in-
volves azimuthal correlations among observed parti-
cles. For example, we can compute the average of
two-particle correlations for all collisions and tracks:
⟨cosn(ϕ1 − ϕ2)⟩. In reality, a shift δ2 arises from cor-
relations unrelated to the initial system’s geometry, so-
called non-flow contributions:

⟨cos[n(ϕ1 − ϕ2)]⟩ = ⟨v2n + δ2⟩. (3)

The main non-flow contributions are mostly produced
by jets, di-jets or even resonance decay that can pro-
duce large correlations that bias the flow measurement
results.

In two-particle correlations, δ2 ∝ 1
M , where M repre-

sents the multiplicity (number of tracks). To mitigate
non-flow effects, we can employ multi-particle corre-
lations. For example, if we consider 4-particle corre-
lations, the following average needs to be evaluated:
⟨cos[n(ϕ1 + ϕ2 − ϕ3 − ϕ4)]⟩. The commonly computed
quantity is the cumulant [6], where internal correla-
tions are subtracted from the main particle correlation
according to:

cn(4) = ⟨cos[n(ϕ1 + ϕ2 − ϕ3 − ϕ4)]⟩
− ⟨cosn(ϕ1 − ϕ3)⟩⟨cosn(ϕ2 − ϕ4)⟩
− ⟨cosn(ϕ1 − ϕ4)⟩⟨cosn(ϕ2 − ϕ3)⟩.

(4)

Again, in experiment, this quantity is equivalent to
cn(4) = ⟨v4n+δ4⟩, where the non-flow component scales
as δ4 ∝ 1

M3 and is more suppressed than 2-particle
correlations.

Charmonia and charm quark

Charmonium states (like J/ψ) are expected to melt at
high T [7]. In such conditions, a significant density of
color charges in a small volume generates a color screen-
ing effect. When the range of the interaction becomes
smaller than the size of charmonia, the strong inter-
action cannot form heavy bound states anymore, then
heavy quarks dissociate. This is the so-called suppres-
sion mechanism [8]. At LHC, a regeneration mechanism
of charmonia has been also observed [9]. The abun-
dance of charm and anti-charm pairs is non-negligible
and statistically two charm pairs that were firstly dis-
sociated can be recombined later into a charmonium
state. As charm quarks interact with the expanding
QGP, they might exhibit a different behavior than light
quarks (u,d,s). By measuring the flow of J/ψ, we can
gain information about the partial thermalization of
charm quarks, that acquires flow from the surround-
ing medium [10]. Notably, D-meson flow measurements
suggest the active participation of charm quarks in the
collective anisotropic flow of the QGP fluid [11]. The
problem is that the light-flavor quark of the D-meson
contribute to the flow, making it challenging to con-

clude about the flow of charm quarks. This is why it is
particularly interesting to study the flow of J/ψ parti-
cles.

Experimental set up

The ALICE detector is designed to study Pb-Pb nuclei
collisions [12]. The detector is composed of two main
parts, the central barrel and the muon spectrometer.

The central barrel is positioned at midrapidity, it
constitutes a collection of detectors surrounding the
nominal interaction point where the QGP state is
formed [13]. The first tracking detector locate the pri-
mary and secondary vertices with a good resolution
(∼ 100 micrometers). Additionally, two scintillator de-
tectors in coincidence counts particles, triggering Mini-
mum Bias (MB) collisions and providing an estimation
of the centrality.

Figure 2: Muon Spectrometer of ALICE.

In the forward region 2.5 < y < 4, the Muon Spec-
trometer [14] (shown on figure 2) studies heavy quark
mesons via the muonic decay channel, going to very low
pT. The detector is composed by a very thick absorber
that reduces the flux of initial hadrons by a factor of
100 and rejects most of the particles from secondary
interactions with small pT (mainly electrons). To re-
construct the particle’s trajectory, the muon tracking
chambers (MCH) are used. They consist of five sta-
tions with two detection planes consisting of 5 mm gas
gap drift multi-wire proportional chambers (MWPC)
with segmented cathode plane(CPC). The MWPC de-
tect charged particles and give positional information
by tracking the trails of gaseous ionization. A dipole
magnet of 820 tons generates a strong magnetic field
(0.7 T) that bends trajectories of charged particles.
The measurement of the radius of curvature determines
the muon momentum. A muon filter (iron wall) is also
located after the tracking chambers to reduce the back-
ground, stopping muons with small momentum (most
of them coming from the decay of kaons and pions). Fi-
nally, the Muon Trigger (MTR) selects high pT muons
with a 4 GeV/c threshold. During Run 2, the data ac-
quisition system involved triggered data. However, in
Run 3, significant changes have been implemented in
the data-taking system. The upgraded electronics in
ALICE now enable continuous readout mode. More-
over, the incorporation of new detectors such as the
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Muon Forward Tracker (MFT) has improved the spa-
tial resolution of the muon spectrometer, facilitating
the discrimination between primary and secondary ver-
tices. Notably, the MTR no longer serves as a trigger,
it has transformed into the Muon Identifier (MID).

Run 2 J/Ψ flow analysis
In this section, we show how to measure the flow of
J/ψ by doing correlations between charged particles at
midrapidity and one J/ψ particle in the forward re-
gion. The main idea behind this analysis is to create a
pseudo-rapidity gap, suppressing non-flow correlations.
In the following, the J/ψ elliptic flow extracted with
the scalar product (SP) method is presented from Run
2 data [15]. This is a two-particle correlation technique
based on the scalar product of different flow vectors
Qn. These vectors are defined as the sum over all com-
plex vectors of charged tracks of a given event, for the
harmonic n:

Qn =
N∑
i=1

e(inϕi). (5)

where ϕi is the azimuthal angle of the particle i and N is
the number of charged tracks in an event. To suppress
non-flow correlations, we create a pseudo-rapidity gap
by building two flow vectors, the dimuon flow vector
Qµµn and the complex conjugate of the event flow vector
QA∗
n for soft charged particles. The flow coefficients can

be expressed in the following way:

vSPn = ⟨Qµµn QA∗
n /Rn⟩. (6)

Here, ⟨...⟩ represents the average over all tracks from
all events. The normalisation factor Rn that corrects
the event flow component is equal to:

Rn =

√
⟨QAnQB∗

n ⟩⟨QAnQC∗
n ⟩

⟨QBnQC∗
n ⟩

. (7)

where QBn and QCn are the n-th harmonic event flow
vectors in two additional regions in the central barrel.

Figure 3: At left, signal extraction with the dimuon
invariant mass spectrum. At right, the elliptic flow of
dimuon as function of mµµ, each point corresponds to
the average v2 value of all dimuon pairs in one bin of
mµµ. Only statistical uncertainties are shown.

In figure 3, the mean value of v2 over all dimuon pairs

in each bin of the invariant mass is calculated [16]. This
is done with a global fit using the following formula:

vn = vsign α+ vbkgn (1− α). (8)

where vbkgn is parametrized by functional forms in or-
der to reproduce the background dimuon contributions
(estimated with an event-mixing procedure). vsign is ex-
tracted by fitting the total dimuon vn and α = S

S+B is
the signal to background ratio extracted from the in-
variant mass distribution fit (see figure 3). Fitting sys-
tematically the v2 for different pT ranges, we can obtain
a measurement of the elliptic flow of J/ψ as shown in
figure 4.

Figure 4: Elliptic flow as a function of pT for inclu-
sive J/ψ in 5.02 TeV Pb-Pb collisions [17]. The red
and green bands correspond to c-quark spectra in RRM
evaluated at τ = 5.2 fm/c. The dashed lines are for τ
= 4.2 fm/c. The grey band corresponds to previous
calculations.

Results and theorical interpreta-
tions

Heavy-ion collisions at the Relativistic Heavy-Ion Col-
lider (RHIC) and the Large Hadron Collider (LHC)
have done extensive charmonium measurements. At
low energies, RHIC has shown a remarkable suppression
of charmonia in semi-/central Pb-Pb collisions relative
to the proton-proton reference [18]. At high energies,
the LHC measured a smaller suppression compared to
RHIC [19]. Those measurements can be understood
with different models. One scenario for the production
of charmonium is the Statistical Hadronization Model
(SHM) [20]. This model assumes that there is a com-
mon freeze-out temperature for all hadrons. The num-
ber of charmonium states is fixed according to thermal
weights:

Ncĉ =
1

2
gcV [

∑
i

nDi+nΛi+...]+g
2
cV [
∑
i

nΨi+nχi+...].

(9)
where V is the volume of the thermal medium, gc rep-

resents the charm fugacity and n represents the thermal
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densities of different states. Another scenario to explain
the J/ψ production at the LHC is the Transport Model
(TM). This model employs the integration of a Boltz-
mann kinetic equation to obtain the yield evolution of
charmonia as function of time:

dNψ(t)

dt
= −Γψ(t)[Nψ(t)−Neq

ψ (t)]. (10)

where Nψ(t) and Neq
ψ (t) is the number of suppressed

and regenerated J/ψ and Γψ is the reaction rate. The
transport model reproduces the experimental v2 data
of J/ψ at small pT. The positive coefficient at low pT
supports the regeneration mechanism with the charm
quark flow 4. The elliptic flow of J/ψ directly reflects
the momentum field of individual charm quarks within
the medium. At high pT, it is not clear if the v2 of J/ψ
could be explained by charm energy loss. An analysis
of a large data sample could offer valuable insights into
this phenomenon.

However, the new transport model called Resonance
Recombination Model (RRM) [17] implements new
charm distributions transported through the QGP us-
ing Langevin simulations. The model also accounts
for charm space-momentum correlations (SMCs) com-
ing from the expanding medium (see the figure 4). It
also uses a new path-dependence for J/ψ suppression,
increasing the elliptical flow value with respect to pre-
vious predictions. As shown in figure 4, the new model
RRM is able to amplify the recombination processes
to higher momenta than previous predictions. There
is a good description of ALICE data. This implies the
significance of recombination processes for a large pT
range(0 to 8 GeV). A measurement of vJ/ψ2 employing
4-particle correlations to mitigate non-flow could offer
valuable insights to the v2 J/ψ puzzle.

Run 3 measurement
In order to extract the J/ψ signal, we need to take
into account the acceptance and efficiency of the muon
spectrometer. To estimate it, realistic simulations are
needed.

Figure 5: Comparison of MCH chambers between data
(at left) and simulations (at right).

A comparison of data and Monte Carlo (MC) simu-
lation is shown in figure 5. By distinguishing the dead
regions in the data, we can reproduce a realistic status
of the detector in MC simulations. Then a realistic ac-
ceptance x efficiency (A × ϵ) can be calculated in the
following way:

A× ϵ =
Nrec

Ngen
. (11)

where Ngen and Nrec are the number of generated
and reconstructed J/ψ. Many other simulations were
made to take into account the track finding and detec-
tor response. The design of the MCH chambers and
the track reconstruction algorithm were optimised to
improve the mass resolution and the tracking efficiency.
The final J/ψ candidates are obtained by combining all
pairs of Opposed Sign (OS) muon tracks in the spec-
trometer’s acceptance.

Figure 6: The inclusive J/ψ and /ψ2S signal extraction
integrated over pT (0 < pT < 20 GeV/c) and rapidity
(2.5 < y < 4).

The raw number of J/ψ is extracted by fitting the
OS dimuons invariant-mass distribution as shown in
figure 6. Furthermore, to measure the flow of J/ψ, cor-
relations between charged barrel tracks and J/ψ par-
ticles is required. The application of the previously
discussed multi-particle correlations technique (see for-
mula 4) will need to be done.

Conclusion

In these proceedings, we introduce the theoretical and
experimental framework of anisotropic flow studies,
which is a manifestation of the collective behavior of the
medium during the hydrodynamic expansion. We also
mentioned the importance of charmonium states, being
unique probes to study the properties of the QGP. In
particular, we saw that J/ψ flow provides information
into the partial thermalization of charm quarks within
the medium. The J/ψ flow analysis shown involves
correlations with charged particles, using a pseudo-
rapidity gap technique. We introduced multi-particle
correlations and cumulants as tools to mitigate non-
flow effects. We also discussed the theoretical interpre-
tations of the experimental results, considering models
such as the Statistical Hadronization Model, Transport
Model, and the Resonance Recombination Model. Fi-
nally, the extraction of J/ψ signal at forward rapidity
with Run 3 data has been shown.
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Abstract — KM3NeT/ORCA is a large-volume water-Cherenkov neutrino detector, currently under construction
at the bottom of the Mediterranean Sea at a depth of 2450 meters. The main goal of this experiment is to
determine the neutrino mass ordering as well as measure atmospheric neutrino oscillation parameters. Beyond
these goals, the detector also exhibits sensitivity to diverse beyond standard model neutrino physics such as
non-standard neutrino interactions, sterile neutrinos, and neutrino decay. This contribution describes the use of a
machine learning framework for building Deep Neural Networks (DNN) and Graph Neural Networks (GNN). The
DNN is optimized for energy regression, while the GNN is intended for the regression of inelasticity in neutrino
interactions. By combining data from six detection units, the optimization of these models attempts to improve
the oscillation analysis by using a sizable data sample of 433 kton-years from KM3NeT/ORCA. The performance
of the DNN is assessed by determining the sensitivity to oscillation parameters in comparison with the conventional
energy reconstruction methods of maximizing a likelihood function. The results demonstrate the DNN’s ability to
provide an improved energy estimate, exhibiting less bias within the context of oscillation analyses. Furthermore,
the GNN exhibits certain potential in estimating the inelasticity of a small number of events, providing valuable
insights for future improvements and tunings. This research not only contributes to the refinement of neutrino
detection methodologies but also serves as an example of how the use of machine learning techniques may improve
the precision of data analyses in the realm of neutrino physics.

Introduction

The KM3NeT neutrino telescope, presently being con-
structed in the Mediterranean Sea [2], consists of
two water-Cherenkov detectors built on different sites:
ARCA and ORCA. The Cherenkov light created by
charged particles resulting from neutrino interactions
in water is the main detection principle. This emit-
ted light is collected by arrays of photomultiplier tubes
(PMTs) housed in glass spheres, forming digital opti-
cal modules (DOMs). A vertical string with 18 equally
spaced DOMs is called a Detection Unit (DU). Each
DOM holds 31 PMTs arranged to provide directional
and timing information from the incoming photons.

The ORCA detector will comprise 115 DUs instru-
mented with a total of 2070 DOMs, with a volume
of approximately about 7 Mton. The modularity of
the detector allows it to take data even without the
full number of DUs being deployed. The main goal of
ORCA is to determine the neutrino mass ordering and
measure atmospheric neutrino oscillation parameters.
Monte Carlo (MC) simulations from an early detector
configuration with 6 DUs are employed in this study.
This configuration is called ORCA6 and has a livetime
of 510 days, which corresponds to 433 kton-years in
terms of exposure of instrumented mass.

The reconstruction of the neutrino energy is an
essential component for the oscillation analysis of
KM3NeT/ORCA. Present methods for the energy re-
construction rely on the maximization of a likelihood

function, this function is modeled from a hypothesis
for the distribution of light emanating from a neutrino
interaction. This distribution is either a track-like pat-
tern when it is induced by charged outgoing muons or
a shower-like pattern when it is generated by an elec-
tromagnetic or hadronic cascade involving charged sec-
ondary particles. Nevertheless, this method has some
limitations. For the case of the track-like topology, the
reconstruction relies on the assumption that the muon
propagates in a straight line without scattering. For
the shower-like topology, the produced lepton is, for
instance, an electron inducing an electromagnetic cas-
cade that is assumed to produce light in a spherically
symmetric way. Both hypotheses, however, fail to cover
the full picture of the interaction. When a neutrino in-
teracts with a nucleus, it not only yields an outgoing
lepton but also a shower of hadrons producing addi-
tional light.

The study presented here is divided into two parts.
The first one makes use of the current energy estimates
and combines them with extra information from the
reconstruction and triggering of the event, this aims
to recover the representation of the full event [5]. By
the use of auxiliary information and the conventional
energy estimates from each hypothesis as an input, a
Deep Neural Network (DNN) yielding an improved en-
ergy estimate is built. To build the DNN, the best
set of hyperparameters (parameters that the network
can not learn by itself) are defined based on the per-
formance of the network on validation data with re-
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spect to a given metric. Standard regression problems
in machine learning use the mean squared error (MSE)
between the value given by the DNN and the target
value as a metric and loss function. However, for the
purposes of studying neutrino oscillations, this metric
is not optimized to extract the physics information of
the interactions. The interest relies on the sensitivity
to the oscillation parameters θ23 and ∆m2

31 which are
responsible for the oscillations in the atmospheric neu-
trino sector. In the best-case scenario, during training
time, the loss function should be a proxy for the sensi-
tivity of the measurement to the oscillation parameters
just mentioned. This partially incorporates this infor-
mation in the loss function on an event-by-event basis.
This is done by giving higher weights to events sensitive
to oscillations. Finally, the results from the network
optimized are compared with the standard methods.

The second part exposed here consists of the use of
Graph Neural Networks (GNN) for the reconstruction
of the inelasticity of a neutrino interaction. The inelas-
ticity of the interaction is given by the Bjorken y vari-
able as y = 1−E′/E, where E′ corresponds to the en-
ergy of the lepton emitted in the interaction and E the
energy of the neutrino before the interaction. In other
words, the Bjorken y is the fraction of energy that is
not taken by the outgoing lepton. As ν and ν̄ have dif-
ferent distributions of Bjorken y, the reconstruction of
it allows for discriminating both of the signals, at least
statistically. An oscillation resonance from the atmo-
spheric neutrinos going through the earth occurs only
for ν or ν̄ depending on the Mass Ordering (MO). It
has been shown that the measurement of the inelastic-
ity for a Cherenkov telescope helps to boost the signal
of the MO ν and ν̄ [9]. The GNN is trained for the re-
gression task of simultaneously estimating the energy of
the track and shower component of the neutrino event.

Deep Neural Network for com-
bined energy estimate

Building the network

To do the regression task for energy estimation, a neu-
ral network is built using Keras [3]. The network ar-
chitecture is composed of an input layer, succeded by
multiple densely connected hidden layers with an acti-
vation function, the output layer is then a single node.

The network’s inputs include the standard energy es-
timates associated with the track and the shower hy-
pothesis, the track length serving as an energy proxy,
information about the number of triggered hits (indi-
vidual photons detected by a PMT), DOMs, and DUs,
and scores from the particle identification (PID) train-
ing. The values for the energy estimates from the sim-
ulations span a range from 1 GeV to 1 TeV, presenting
a wide spectrum for the network to correctly focus on.
However, this may cause difficulties in regression from
events with true energies within the energy range rele-
vant to oscillation studies (5 - 40 GeV). The loss func-
tion will be dominated by the higher energies biasing

the network to focus on energy scales not suitable for
atmospheric neutrino oscillations. Therefore, the en-
ergy estimates were converted into a logarithmic scale
for training, the motivation for this is that the energy
uncertainty is expected to be relative, i.e. a percentage
of the true energy of the event. This will translate to a
constant uncertainty assumed in the loss function. Ad-
ditionally, the maximum energy for the training sample
is consequently set to be 100 GeV, allowing the network
to learn from a wider range of values and to improve the
performance for the energies in the region of interest.
Charged Current (CC) and Neutral Current (NC) in-
teracting events were simulated. The event types used
for training are νµ CC, ν̄µ CC, νe CC, ν̄e CC, ντ CC,
ν̄τ CC, ν NC, and ν̄ NC events. Furthermore, a batch
normalization layer is applied at each layer. This allows
to normalize the input data from layer to layer [10].

Network architecture

A skip connection architecture was implemented. This
architecture allows the layer outputs to skip connec-
tions serving as input to different layers by concatena-
tion at different stages. The main motivation for this is
to ease the job of the network so it learns the comple-
mentary information between the input and the output
instead of learning the whole function. For this partic-
ular situation, the input and output of the network are
both energy estimates, the network will learn comple-
mentary information to what is present in the standard
estimates. With this method, the information from the
energy estimates will not be washed out during the
message passing. However, at the level of oscillation
analysis, the energy given by the network did not show
any improvement over the standard energy estimates.
This is related to the problem of misalignment [11], the
network is optimized for the wrong feature. From the
training data, it is only natural for the network to learn
the distribution of the energy without focusing on os-
cillation effects. Therefore, events with high sensitivity
to oscillation effects are not special, they could even be
regressed worse than other non-oscillating events.

Weighting the events and training

To make the network aware of oscillation effects dur-
ing training a novel method to set up the weights
for training events was implemented. This method
consists of weighting more heavily the events sensi-
tive to oscillations. The standard weight for a MC
event is w = w(∆m2

31, θ23), where ∆m2
31 and θ23 are

the oscillation parameters, in particular the parame-
ters the ORCA detector is sensitive to. The quantity
∆w = |w(∆m2

31, θ23) − w(∆′m2
31, θ

′
23)| will correspond

to the difference between the weight of the same event
with different oscillation parameters. For charged cur-
rent events, ∆w will be non-zero and will have a strong
dependence on the direction and energy of the event.

During training, each event is weighted as follows:

wosc = K∆w + w. (1)



153

Where K is a hyperparameter responsible for the im-
portance given to the oscillation weights during the
training. The larger the K the more important the
events feeling oscillations will be.

To optimize the performance of the neural network,
a hyperparameter optimization procedure to search for
the optimal values of the hyperparameters was imple-
mented. The set of features given as input to the net-
work is an additionally hyperparameter taken into ac-
count. The Optuna package in Python [1], which im-
plements a Bayesian optimization algorithm (TPE) to
efficiently scan the hyperparameter space, was used for
this purpose. The procedure presented here iterates dif-
ferent sets of hyperparameters and computes the sen-
sitivity given by the ∆χ2 between two oscillation hy-
potheses when training is done. The result is a ∆χ2

value for each set of hyperparameters, the set of hyper-
parameters with the highest ∆χ2 is selected. Once the
selection of the network hyperparameters is done, a full
fit of the MC to an Asimov dataset including systematic
effects for the oscillation analysis is computed. This
validates the output given from the network compared
with the standard methods. The results of the neu-
ral network that performed the best are consequently
evaluated.
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Figure 1: Energy response functions for different classes
of neutrino events. Events are reconstructed using the
standard method and the DNN to compare.

Results and discussion
Energy response function

The energy response function of the neural network is
compared with the standard reconstruction method in
Figure 1, for different event samples. The energy given
by the DNN shows lower bias compared to the standard
reconstruction method. The DNN also shows a better
alignment in both tails of the energy range. This hints
that the DNN is able to correct the necessary biases and
combine the information from the different estimates
for the distributions of the event energy.

Sensitivity to oscillation parameters

The most accurate way to quantify the performance of
the network is by computing the sensitivity to oscilla-
tion parameters. The sensitivity is given as a ∆χ2 for
every combination of (∆m2

31, θ23) using the energy from
the DNN and by comparing this with the standard en-
ergy estimates. At every point in the (∆m2

31, θ23) con-
tour, the log-likelihood is minimized relative to all nui-
sance parameters defined for the main oscillation anal-
ysis of the experiment [6].
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Figure 2: Precision to oscillation parameters sin2 θ23
and ∆m2

32 as a function of exposure in kton-years for
the DNN and the standard energy estimates.

To assess the improvement coming from the use of
the DNN for the analyses, we compute the exposure
needed to achieve the same level of precision on the
oscillation parameters. Results are shown in Figure 2.
The figure shows that the better precision of the DNN
for the ∆m2

32 parameter is equivalent to having 12%
more exposure, while for the sin2(θ23) parameter it is
equivalent to having 2% more exposure.

Graph Neural Networks for
Bjorken y reconstruction

Network setup
The architecture of the GNN is inspired in the Parti-
cleNet architecture [7]. The overall architecture is made
up of three Edge Convolutional blocks [8] followed by
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a global pooling layer and two fully connected layers.
This last layer outputs two nodes that contain the de-
sired variable and the error on regression.

The input of the network consists of a graph made up
of a number of nodes containing information about the
snapshot hits of the event that triggered the detector.
The nodes of the graph created directly from the hits
collected by the PMTs of the events will have the time,
3D position, and 3D direction as attributes. This 7D
collection of nodes will aggregate to build the graph
structure via edges with a central node.

Training of the GNN
The Bjorken y is defined as the fraction of energy from
the initial neutrino interaction given to the hadronic
shower; therefore it has a continuous value between 0
and 1. This behavior complicates the decision on which
loss function to use because, for regression problems,
standard loss functions are made such that they penal-
ize the distance between the regressed value and the
true value in an unbounded range. Limiting the loss
function to work on a fixed range uniformly implies
tailoring a well-behaved non-orthodox loss function. A
simple way to avoid this complication by using a stan-
dard log normal loss which outputs a prediction and an
uncertainty on this prediction. In addition to this, the
network will have two sets of output nodes. One set will
have as a target the energy carried by the track from
the outgoing lepton, the other node will have as a tar-
get the energy of the shower produced by the hadrons.
From these quantities of the energy components, it is
possible to retrieve the original Bjorken y as

y =
ESh

E′ + ESh
=
ESh
E

, (2)

where E is the energy of the initial neutrino, ESh is the
energy of the hadronic shower and E′ is the energy of
the outgoing lepton. This idea of the loss function can
be thought of as an extension of the energy regression
of the full event. The network learns not only the total
energy of the neutrino, but also get individual informa-
tion about the components of the events as well as the
inelasticity of it.

The event selection for training consists of νµ CC
and ν̄µ CC events in the range of energies of 1 − 100
GeV. The purpose of the selection is to train on events
producing an outgoing lepton (µ− or µ+) which leaves
a clear track in the detector in addition to producing a
hadronic shower. The energy range is chosen to mini-
mize the number of events that are partially contained
inside the detector volume.

Results and discussion
Figure 3 shows the Bjorken y estimated by the GNN
from the combination of the regressed energy of the
track and the shower component of an event. The re-
constructed value is not significantly correlated with
the true value. The distribution of reconstructed events
is centered around a value ∼ 0.15 for most of the cases.

This value agrees with the mean value of the inelas-
ticity of the training sample. It is to be investigated
further why the network fails to learn the correlation
with the true value. By applying a cut on the quality
of the regression for the shower component, the recon-
structed Bjorken y shows an improved correlation with
its true value, but the variance of the values is large.
This means the network is having difficulties with the
shower component in most of the cases. The perfor-
mance of the GNN improves when the true value cor-
responds to high values of Bjorken y. This hints that
the light coming from the shower component may be
overshadowed by that from the track component.

(a) No cut on regression quality

(b) Cut on regression quality

Figure 3: Estimation of the Bjorken y from the GNN
vs the true value from MC for two sets of of cuts.

Although the reconstruction of the Bjorken y from
the GNN shows a biased behavior, the tool of selecting
events given by the uncertainty on the performance al-
lows to identify events which have a better chance of
being correctly reconstructed. This information could
be used, these events can be investigated one by one
to analyze its characteristics and topology. The added
value of this is to get more information about the values
of the features that the network correctly identifies to
give an accurate value when doing the regression. The
next steps would be to use these events to improve the
training sample or modify the loss function use these
Bjorken y characteristics in the events and focus the
loss on these values.
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Multi-messenger observations
with the KM3NeT telescope:
search for high energy neutrinos
coinciding with Fast Radio Bursts
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Abstract — The KM3NeT experiment is a next-generation neutrino telescope, consisting of two separate
detection structures, organised as arrays of light sensors, and immersed in the depths of the Mediterranean Sea.
The two detectors are the Oscillation Research with Cosmics in the Abyss (ORCA), located off the coast of
France, and the Astrophysics Research with Cosmics in the Abyss (ARCA), off the coast of Sicily. Identical
in design but differing by scale, these two detectors observe neutrino interactions in the sea water through
Cherenkov light produced by the interaction products at different energy ranges. Specifically, ORCA aims at
detecting atmospheric neutrinos to study their oscillation parameters, while ARCA will focus at higher energies on
astrophysical neutrinos and the characterisation of their sources. Among the latter topic, Fast Radio Bursts (FRB)
are good candidates for multi-messenger emissions due to the huge energy involved in their burst. I will present
the method and criteria of a multi-messenger analysis intended to search for spatial and temporal coincidences
of astrophysical neutrino signals from KM3NeT with a FRB catalog of around 800 sources among which 55 have
been observed in this period, ranging from January 2020 to November 2021, and were visible from the KM3NeT site.

Introduction

Starting with the detection of the first galactic su-
pernova SN 1987A, seen both in photons and neutri-
nos, and followed later by the first binary neutron star
merger [1], seen in gamma rays and gravitational waves,
astronomy has entered the multi-messenger era. Since
then, several events of the Universe have been moni-
tored in more than one channel of observation [2], so-
called Universe messengers. Depending on the obser-
vation channel one can access different information on
the production processes and the source itself. Along
with electromagnetic radiations, gravitational waves,
and cosmic rays, neutrinos are a newly observed type
of cosmic messengers that are showing a growing in-
terest in the field of astrophysics. Until recently, the
most favored channel is the photon with various ener-
gies along the electromagnetic spectrum. In the 2000’s,
a very puzzling type of emission was detected in the
radio band, the Fast Radio Burst (FRB) [3]. It has
been detected as a huge amount of energy emitted co-
herently over a very short time (on the millisecond
scale or less, see Fig. 1), although nowadays it has
not been fully yet explained. A way to increase our
knowledge of FRBs and their sources is to use multi-
messenger observations implying a FRB and another
type of messenger, like the multi-wavelength observa-

tion of FRB20200428A1, shown in Fig. 1, and a Hard X-
Ray burst coming from the magnetar SGR 1935+2154
[4]. Travelling extragalactic distances without being
impeded, carrying direct information of their produc-
tion mechanisms, neutrinos are a privileged channel to
understand the sources that produced them, that could
provide the key to understand FRB sources. A large-
volume neutrino telescope, the KM3NeT experiment, is
being built in the Mediterranean Sea and will be able to
conduct surveys of the sky, real-time analyses, and high
energy neutrino searches for multi-messenger purposes
[5]. Although the detector is not fully built yet, the
infrastructure already allows for data taking and anal-
yses. This work is focused on the selection of neutrino
events that originate from the same time and location
in the sky as FRBs that have been observed already
and could be correlated to them. After introducing the
KM3NeT experiment, and stating the characteristics
of a possible dual emission of neutrinos and FRBs, the
strategy of this analysis will be presented.

The KM3NeT Experiment

KM3NeT is a large volume neutrino detector, plunged
at the bottom of the Mediterranean Sea, continuously

1FRBs are name following the format FRBYYYY-MM-DDX,
X being the letter assigned in order of appearance during the day
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Figure 1: Double-structure Fast Radio Burst
FRB20200428A, detected both by (a) the CHIME and
(b) the ARO instruments. It was detected in tempo-
ral correlation with a Hard X-ray burst. Both figures
show the total intensity normalized dynamic spectra
below and the band-averaged time-series on top. [4]

monitoring both the atmospheric neutrino flux and the
cosmic neutrino flux, coming from galactic and extra-
galactic sources. The signal from neutrinos is collected
through the Cherenkov light emitted by ultrarela-
tivistic neutrino interaction products in the seawater.
The KM3NeT telescope is able to reconstruct both
the energy and direction of the interacting neutrino
[6]. The Cherenkov radiation is collected by PMTs,
grouped in Digital Optical Modules (DOMs), which
are in turn arranged in strings (the so-called Detection
Units or DUs), held straight by an anchor and a buoy
at its ends. KM3NeT is based on and improves the
ANTARES experiment, which took data from 1999
to 2022; thanks to a larger infrastructure, ARCA and
ORCA will allow to access an unprecedented wider
energy range from the GeV to the PeV and cover an
extended physics program [6]. First, studying oscilla-
tions from atmospheric neutrinos produced by cosmic
rays in the atmosphere in the range from 1 GeV to 100
GeV and constraining with high precision oscillation
parameters and determine the neutrino mass ordering
[7], with the ORCA (Oscillation Research with Cosmic
in the Abyss) detector. Then, at higher energies
(above the TeV, where fluxes of atmospheric neutrinos
are less dominant) allowing to study astrophysical
neutrinos and constraining models of their sources
with ARCA (Astrophysics Research with Cosmic in
the Abyss). Recently, the first neutrino observations
were made by IceCube, on neutrino-emitting galaxies
NGC 1048 and TXS 0506+056 [8], or evidence of
the Galactic Plane signal in the neutrino channel [9].
KM3NeT will have access to different astrophysical
sources in the Southern Hemisphere, notably the
Galactic Center. It will be therefore essential to work
together with telescopes located in the South, like the
future radio-telescope SKA (Square Kilometer Array),
in order to combine surveys of the experiments, send
and receive alerts. Additionally, KM3NeT can detect

Supernovæ neutrinos thanks to its large flux in the
MeV range, and is also sensitive to some exotic sources
[11]. The pointing capabilities of KM3NeT at high
energies can be used to search for multi-messenger
observations, connecting a neutrino emission with
another transient emission like a Fast Radio Burst.

Fast Radio Bursts in the Multi-
Messenger Context
Since the first FRB in 2007 [12], several hundred more
have been observed, from which some properties of
the progenitors have been derived such as the dura-
tion, fluence, scattering and dispersion, and rotation
measures. They encode the properties of the bright
coherent bursts coming from extra-galactic distances,
emerging from a mechanism that has an environment
with an energetic, dense, perturbed, and magnetized
plasma [3]. This plasma is therefore a possible source
of hadronic accelerations and by conventional processes
like the photopion process [13], source of high energy
neutrinos. Some of the bursts turned out to be artificial
terrestrial emissions [14], but eventually, FRBs have
established themselves as extragalactic radio emissions
of unknown sources; some have also been localized by
interferometry in galaxies [15, 16, 17], but no sources
were identified from these distances. Until then, many
different production models were investigated. The de-
tection of the first repeating source FRB20121102A in
2016 [18, 19] helped in invalidating cataclysmic models
(implying the destruction of the source) for at least a
category of FRBs. Furthermore, thanks to the first and
only multi-wavelength detection of the FRB 20200428A
associated with the galactic magnetar SGR1935+2154,
models of neutrino production from magnetars have
emerged [13, 20]. From these models, it is possible to
extrapolate the expected neutrino fluxes and energies
and to optimise the neutrino analysis for events simi-
lar to the ones associated with SGR1935+2154. The
sketch in Fig. 3 shows the neutrino emission sites that
have been studied in the surroundings of a magnetar.
The three sites (magnetosphere, current sheets, and
shocked regions) are all close-by, meaning the time de-
lay between a FRB and a neutrino is almost simultane-
ous. Typically, the distance between the magnetar and
the shocked regions of around ∼ 1012cm is covered in
∼ 30s for a particle with speed c. This hypothesis en-
ables us to look for strong time correlations. However,
the flux and energy of neutrinos produced by such pro-
cesses are poorly constrained, because it strongly de-
pends on the baryonic load (the density of baryons in
the region) and the photon background (the X-rays or
Gamma rays with which baryons interact and produce
neutrinos). These two quantities are highly uncertain
and complicate the implementation of a comprehen-
sive strategy. Thus, the analysis conducted must be
as model-independent as possible, since FRB sources
are not constrained yet. The Cut-and-Count analysis
method (described in the next section) is well suited
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Figure 2: Layout of the ORCA detector, mounted with 6 detection units as it was in 2021. All dimensions except
strings and modules spacing are to scale. The ORCA detector will consist of 115 lines in its final configuration.

for this purpose.

Figure 3: Possible neutrino production sites in the mag-
netar environment: the magnetosphere (top), current
sheets (middle), and relativistic shocked regions (right).
Neutrinos are represented by purple arrows. [13]

Analysis Strategy
The data used in this analysis consists of up-going
muon neutrino event candidates recorded from Jan-
uary, 27th 2021 to March 31st, 2022 with the ORCA
detector. The ORCA detector being under construc-
tion, only 6 detection units were running, which

represents about 5% of the final size of ORCA (Fig. 2).
During this period, 123 FRBs were detected from
various radiotelescopes, 55 of which were in the up-
going sky from the site of KM3NeT. A pre-selection is
realized, consisting of removing bad quality candidate
events. This is determined by the number of triggered
hits (a collection of light in several PMTs), i.e. number
of PMT pairs triggered within a DOM for this event.
The selection threshold is set to a minimum of 20
triggered hits. Additionally, the data-taking runs are
selected on the event rate criterion, the number of
candidate events passing the low-level selection divided
by the run duration. In order to correlate in time the
FRB and possible neutrino signal, a time window of
1000 s was chosen, centered around the FRB. The
last part of the selection is linked to the analysis
method. To be properly model-independent and to
have a significant correlation, the used method is the
binned Cut-and-Count analysis (see references in [5]).
An ON zone is defined (a search cone centered around
the FRB direction), as well as an OFF zone (the
elevation band centered around the FRB elevation).
The OFF zone has a similar background as the ON
zone. It is used to compute the background, from
data of all selected runs, and then re-scaled to the
size of the ON zone and duration of the time window.
Cuts are performed on both the dataset and the
corresponding simulation that is used to estimate
the signal. Namely, the size of the ON region is
one parameter, and the probability of the event to
be an astrophysical neutrino, expressed in terms of
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FRB Name FRB 20210408H FRB 20210327A FRB 20210212G FRB 20200508A
Eq. coord. (RA-Dec [◦]) 204.3 ; -28.3 75.9 ; 26.2 93.2 ; 4.6 135.4 ; -65.6
Loc. coord. (Alt-Az [◦]) 9.4 ; 144.0 -5.0 ; 313.3 -39.7 ; 24.2 -60.9 ; 152.8

Repeater None FRB 20201124A FRB 20180301A None
Metric MDP 3σ MDP 3σ MDP 3σ MDP 3σ

Opti. ON region cone [◦] 4.8 5.0 4.6 5.0 7.4 5.0 10.0 5.0
Opti. BDT score 1.86 2.52 2.36 2.90 2.56 2.28 2.64 1.94

NON 0 0 0 0 0 0 0 0
NOFF 6458 1857 13476 4500 2458 4392 888 3336
NBG 8.68e-3 2.71e-3 6.91e-3 2.72e-3 3.37e-3 2.75e-3 2.84e-3 2.67e-3

Table 1: Optimization and pre-blinding results for a subset of the studied FRBs (chosen in order to be representative
of the full selection). The coordinates (local and equatorial) and the repeating source (if any) are displayed. For
the two optimization metrics, the optimized cuts are shown (the ON zone size is fixed to 5◦ for the case of the ‘3σ’
metric). The number of events in the ON (with scrambled data) and in the OFF zones are shown as well. Finally,
the expected background rate is displayed, from NOFF rescaled to the time window and to the ON cone size.

a classifier (Boosted Decision Tree) score, is the second.

The studied models used to optimize the two cuts in
this low-signal environment are the following:
• The Model Rejection Factor (MRF) [21]. A cer-
tain value of the factor is computed from the Feldman-
Cousins average upper limit [22], using the classifier
score and ON region size pair, and by scanning over
this two-parameter space the optimal parameter pair
is found where the factor is minimized. This method
maximizes the chances of rejecting a background hy-
pothesis only, if some signal event is found in the data.
• The Model Discovery Potential (MDP): the back-
ground and signal are optimized such that one extra
event added to the expected background is a discovery,
or statistically speaking has a 5σ significance. This
method chooses cuts such that a fluctuation of a back-
ground is highly improbable, and that any signal would
lead to a strong correlation (5σ correlation).
• Another method (that could be called "1 event = 3
sigmas") could be to fix one parameter and choose the
value of the other so that an extra event added to the
background has a determined significance. In this case,
the ON region size is fixed to 5◦ and the BDT score is
optimized for a 3σ significance. This method is quite
similar to the MDP with a different significance level.
After trying all three, the MRF metric was rejected.
Indeed, it optimizes the cuts for a loose significance,
offering less stringent cuts. It yields search cones of
about 20◦ in size, which is too large to efficiently cor-
relate spatially neutrinos and FRBs. As a result, the
two metrics considered for the rest of this optimization
study are the last two denoted ‘MDP’ and ‘3σ’.

Optimization Results

The analysis is prepared in blinded mode, using simu-
lated data for the signal rather than real data, as well
as real KM3NeT data for the background, but from
runs different than the run of interest when some FRB
was observed. In this way, it is ensured that no signal is
present in the data used for estimating the background.

Finally, after having performed the selection optimiza-
tion (with both metrics described earlier) the real data
from the run is used but scrambled in time, thus the ar-
rival direction is fake as well so we are still using blinded
data. The estimation of the OFF zone background is
done using several days of data, and when rescaled to
the ON zone size and time window duration we obtain
the ON zone background estimation. This is to be com-
pared with the number of events found in the ON zone
with scrambled data, and eventually with the events of
the un-blinded data. For simplicity, instead of showing
the results of all studied bursts, 4 of them were chosen
at different altitudes, and the corresponding results are
shown in Table 1. The radii range from 4◦ to 10◦, which
can be considered large. These large radii are explained
by the lack of statistics in this region of the sky and in
such a small time window. No events are found in the
ON zone when studying scrambled data, in accordance
with the low expected background NBG around 10−3

event.

Conclusion
After a brief description of the experiment KM3NeT,
the analysis strategy for the neutrino-FRB correlated
observations has been presented, leading to an opti-
mized set of selection cuts for each source. The un-
blinding of the data will be realized soon to obtain the
result of the analysis. Eventually, the analysis will com-
plement those of IceCube [23, 24] and ANTARES [25],
searching in several years of neutrino data and finding
no significant coincidence with FRB observations. In
the future, the analysis will be enhanced, on one hand
by the increase of statistics and size of KM3NeT and
on the other hand by the increase of the FRB detec-
tion rate. There is an estimate of about 5000 FRB per
sky per day [26], with only a fraction of them detected
by radiotelescopes today. The arrival of the Square
Kilometer Array (SKA) in the scope of the radio ex-
periments will allow for the detection of an even bigger
part of this large population of FRBs.
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