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Mean-field games for harvesting problems:

Uniqueness, long-time behaviour and weak KAM theory
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Abstract

The goal of this paper is to study a Mean Field Game (MFG) system stemming from the
harvesting of resources. Modelling the latter through a reaction-diffusion equation and the
harvesters as competing rational agents, we are led to a non-local (in time and space) MFG
system that consists of three equations, the study of which is quite delicate. The main focus
of this paper is on the derivation of analytical results (e.g. existence, uniqueness) and of long
time behaviour (here, convergence to the ergodic system). We provide some explicit solutions
to this ergodic system.
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1 Introduction

1.1 Scope of the paper

Our goal in this paper is the derivation and analysis of a model where rational agents compete
in order to harvest as much as possible from a common pool of renewable resources. In order to
fix the terminology, resources will be referred to as “fishes”, while the competing agents will be
dubbed “fishermen”. This choice of interpretation is motivated by the fact that the exploitation of
fisheries is a global problem in the handling and preservation of ecosystems, and can be used as a
paradigmatic case of resources harvesting. From a modelling point of view, our main motivation is
to propose a new approach to the theoretical study of fishing phenomena, spatial ecology and the
tragedy of the commons. While several biological and economical contributions have tackled this
issue from the applied point of view, shedding new light on our understanding of the phenomenon,
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Tassigny, 75775 Paris cedex 16, France, (mazari@ceremade.dauphine.fr)

‡Department of Mathematics, Imperial College, London SW7 2AZ, United Kingdom (d.ruiz-i-
balet@imperial.ac.uk)

1



the mathematical literature devoted to this issue emerged only recently. We review it in section
2.4. In this work, we provide a qualitative study of this new type of system blending ecological
phenomena and economical competition. To do so, we rely on two main theories. The first one
is the classical theory of reaction-diffusion equations, which are commonly used in the description
of population dynamics [18]. These equations are used, here, to model the fishes’ density θ, as
they can incorporate intra-specific phenomena (birth, death, interactions with the environment)
and sensitivity to external influences (typically, fishing). Second, in order to model the behaviour
of a large number of fishermen engaged in economic competition, we use the Mean Field Game
framework, which allows to track down the evolution of the density m of fishermen. Thus, there
are two additional equations to be dealt with, one for m, and one for the value function u (that is,
the maximal expected profit of an agent).

Consequently, we obtain a system of three coupled partial differential equations (see (MFG)
for details). This system belongs to a novel class of MFG characterised by a non-local (both in time
and space) coupling which, to the best of our knowledge, was first studied in our previous paper
[32]. Our main objective is to propose flexible techniques to investigate the analytical aspects
of such systems and, more specifically, questions of uniqueness and longtime behaviour of the
solutions. In the next section, we derive our main system, which will allow for a more in-depth
discussion of our motivations.

1.2 The optimal control problem of an individual fisherman

Throughout, the variable x refers to the spatial location of fishes and fishermen, while t denotes
the time. As is common in the MFG literature, we make the stringent assumption that the spatial
domain is the d-dimensional torus Td. This choice helps to avoid analytical difficulties linked to
boundary conditions in MFG systems and allows us to focus on the innovative aspects of our
approach.

In the remainder of this section, we focus on the description of a simple scenario that is the
building block of the forthcoming MFG system. In this scenario, a single fisherman controls his
trajectory, while the rest of the fishermen population has a pre-determined evolution. The goal of
this single fisherman is to maximise his profit over a time interval [0, T ], where T > 0 denotes a
fixed time horizon. We assume that the fisherman can control his velocity, which is also subject to
some brownian fluctuation, so that its trajectory (Xt)t>0 satisfies the following dynamic:

dXt = αtdt+
√

2νdBt, (1)

where ν > 0 is a viscosity coefficient, (Bt)t>0 is a standard Brownian motion and α is the control.
The population of fishes is modelled by a density θ : [0, T ]× Td → [0,∞). At time t and state

x, the fisherman’s profit per unit of time from fishing is assumed to be ρ ? (θ(t))(x) (denoted as
ρ?θ(t, x) for simplicity), where ? denotes the convolution in space and ρ is a smooth, even function
with a compact support, satisfying ρ ∈ C∞c (Td) , ρ > 0 ,

´
ρ = 1. This modelling choice reflects

a situation where the fisherman can catch fishes within a small surrounding area (typically, using
fishing nets). The fisherman’s objective is then to choose α to maximise his net profit or, in other
words, to solve the optimisation problem:

max
α

J(α) := E

[ˆ T

0

(ρ ? θ) (t,Xt) dt−
ˆ T

0

L(Xt, αt)dt

]
, (2)

where L is a running cost referred to as the Lagrangian, which we take in this paper to be quadratic:

L(x, α) =
‖α‖2

2
.
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We might consider more general Lagrangians; however, in order to put forth the weak KAM
framework of [20], we shall make use of regularising properties of the HJB equation that are easier
to derive when working with quadratic Hamiltonians, and, consequently, quadratic Lagrangians.

Observe that there are several underlying assumptions in this formulation: first, we assume
that a single fisherman has a negligible impact on the fishes’ population. Mathematically, this
is interpreted as θ being independent of the control α (a condition that will not hold when the
discussion shifts to MFG systems in Section 1.4). Second, we assume that the fisherman has a
perfect knowledge of the density θ in all places, and at all times (even in the future). We define
the value function u = u(t, x) as the maximal expected profit in the interval [t, T ] for an agent
located in x at time t. In other words, u is defined as

u(t, x) = max
α

E

[ˆ T

t

(ρ ? θ)(s,Xs)ds−
ˆ T

t

‖αs‖2

2
ds
∣∣∣Xt = x

]
.

By a standard application of the Bellman principle, the function u is the unique (classical if ν > 0,
viscosity if ν = 0) solution of the HJB equation{

−∂tu− ν∆u− ‖∇xu‖
2

2 = ρ ? θ in (0, T )× Td ,
u(T, ·) ≡ 0

(3)

Given u a regular solution (if ν > 0) or a viscosity solution (if ν = 0) to the latter equation, an
optimal control solving the individual optimisation problem is given by

α(t, x) = ∇xu(t, x). (4)

Assume now that the initial location of the fisherman is given by a random variable X0 following
a fixed distribution m0 ∈ P(Td). Denoting by m(t) the law of Xt at any given time t ∈ [0, T ], m
satisfies a Fokker-Planck-Kolmogorov (FPK) equation{

∂tm− ν∆m+∇ · (m∇xu) = 0 in (0, T )× Td ,
m(0, ·) = m0.

(5)

In the subsequent section, we will interpret m as being both the law of a single fisherman at time
t, but also as the distribution, at time t, of a fleet of fishermen initially distributed according to
m0 and with individual controls ∇xu.

1.3 Modelling of the fishes’ population

As is customary in population dynamics [18, 34, 44], we assume that the population of fishes is
subject to three main phenomena:

1. First, diffusion, which accounts for a brownian movement in the domain. The strength of the
diffusion is quantified by a diffusivity

√
2µ, where µ > 0 is the characteristic dispersal rate.

2. Second, a linear growth and logistic death. It should be noted that some spatial heterogeneity
is taken into account by considering heterogeneous resources distributions in the domain.
The resources distribution is a function K : Td → IR. The zones where K is positive
are favorable to the population, while the zones where K is non-positive are lethal. The
growth term in the model is of the form Kθ. An additional death term is implemented via a
standard Malthusian non-linearity−θ2, thus accounting for crowding effects (or, alternatively,
symmetric competition within the population).

3



3. Finally, fishing. As already explained, we assume that each fisherman is able to fish within a
small surrounding area, quantified through a convolution kernel ρ, and his catch per unit of
time is proportional to ρ ? θ. This and the fact that ρ is assumed to be even lead to a fishing
term of the form −ε(ρ ? m)θ where ε is called the fishing pressure or capacity, and we recall
that m is the density of fishermen.

Observe that our model, although relevant given its proven ability to capture paradigmatic quali-
tative phenomena in population dynamics, does not incorporate other important effects. Typically,
we do not cover models featuring the Allee effect, which is used in situations where, if the popu-
lation is initially too small, it eventually dies out. We considered such models and their interplay
with MFG problems in our previous contribution [32], where we derived some explicit travelling
waves solutions that were then used to provide instances of the tragedy of the commons.

To underline the dependency of the resulting fishes’ density on ε and m we denote it by θε,m.
The equation on the population density then reads{

∂tθε,m − µ∆θε,m = θε,m(K − θε,m)− ε(ρ ? m)θε,m in (0, T )× Td ,
θε,m(0, ·) = θ0 in Td

(6)

where θ0 ∈ L∞(Td) , θ0 > 0 , θ0 6= 0 is the initial distribution of fishes.

1.4 The mean field game models

As stated in Section 1.3, the density of fishes θ can be obtained by solving (6) knowing m, the
density of fishermen. Conversely, in Section 1.2, for a fixed density of fishes θ, we were able to
characterise the distribution of a fleet of fishermen. As is customary in MFG, this leads to a fixed
point argument described as follows (where m0 and θ0 are fixed):

• A prediction is made on the values of θ at every time and location.

• With θ fixed as above, the control problem (2) is solved from every location in supp(m0).

• Using the optimal control derived from the previous step, the PDE (5) is solved to get the
distribution of the fishermen m(t) at any time t ∈ [0, T ].

• With m given in the previous step, a new fishes’ distribution θ̃ is computed by solving (6).

• A solution (which is also called a MFG equilibrium) is found when θ̃ = θ.

Remark 1 (Uniqueness in MFG systems). In the MFG literature, it is customary to distinguish
between the existence of solutions, which is often an easy consequence of fixed-point theorems,
and their possible uniqueness. The latter is usually much more challenging, and several paradigms
that we review in the bibliographical section of this work exist to tackle it. We approach this issue
by introducing a novel method that relies heavily on reaction-diffusion techniques. This method
represents one of the key contributions of our work, but nevertheless applies in a perturbative
setting. The question of uniqueness in general remains open. Regarding the interest of having
uniqueness of solutions to MFG systems, it is important to observe that, in order for an individual
to select the control provided by the MFG equilibrium, he needs to predict the values of θ associated
with this equilibrium. Furthermore, the existence of multiple equilibria makes it a priori impossible
to select a “best” one, or to define an “expected” behaviour of a rational agent. This is similar to
the situations that arise when dealing with Nash equilibria. Thus, being able to get the uniqueness
of equilibria provides a justification for the emergence of this equilibrium in practice.

For the statement of our main results on uniqueness, we refer to Section 2.2. For a comprehen-
sive discussion regarding uniqueness in MFG systems, we refer to Section 2.4.
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The complete Mean Field Game system thus reads

−∂tu− ν∆u− ‖∇xu‖
2

2 = ρ ? θε,m in (0, T )× Td ,
u(T, ·) ≡ 0,

∂tm− ν∆m+∇ · (m∇xu) = 0 in (0, T )× Td ,
m(0, ·) = m0,

∂tθε,m − µ∆θε,m = θε,m(K − θε,m)− ε(ρ ? m)θε,m in (0, T )× Td ,
θε,m(0, ·) = θ0.

(MFG)

We will be interested in both the first-order case ν = 0 and the second order case ν > 0, the
analysis of the latter being a necessary detour to obtain the required regularity estimates for the
former, as is customary in MFG.

Remark 2 (Notable difference with other classes of MFG). Seeing θε,m as a function of m the
system (MFG) can a priori be considered as an MFG system with a non-local coupling. However,
unlike usual non-local MFG systems [7, 21], the non-locality is in both space and time: θε,m(t, ·)
depends on the entire family (m(s, ·))06s6t. This sets (MFG) apart from the classical setting of
MFG systems.

The second part of our main results deals with the long-time behaviour of (MFG). Conse-
quently, we need to introduce the associated ergodic MFG system, which “should” correspond to
the large time asymptotics of (MFG). To make the time dependency explicit, and assuming that
the solution of (MFG) is unique for any T > 0 (which will be guaranteed by Theorem 2), let us
denote the solution of (MFG) by (θTε,m ,m

T , uT ). Following the analysis of Cardaliaguet [20] it

is expected that, in some “reasonable” topologies and for some constant λ, dubbed the ergodic
constant, the triplet (θTε,m ,m

T , uT /λ) converges, as T →∞, to (θε,m ,m , u), where (λ, θε,m,m, u)
is the solution1 of

λ− ν∆u− ‖∇xu‖
2

2 = ρ ? θε,m in Td ,
−ν∆m+∇ · (m∇xu) = 0 in Td ,
−µ∆θε,m = θε,m(K − θε,m)− ε(ρ ? m)θε,m in Td ,
θε,m > 0, θε,m 6≡ 0,

´
Td u = 0 ,m > 0 ,

´
Td m = 1.

(MFGergo)

Observe that, from the first and second line, u is defined up to an additive constant, whence the
condition

´
Td u = 0. The quantity λ is the so-called “ergodic constant”.

1.5 Stationary solutions of diffusive logistic equations

Our analysis will in great parts rely on the properties of stationary solutions of a reaction-diffusion
equation resembling (6), with a general resource distribution K̃ ∈ L∞(Td). We consider the
following equation: {

∂tθ − µ∆θ = θ(K̃ − θ) in (0, T )× Td ,
θ(0, ·) = θ0 > 0 , 6= 0 in Td.

(7)

From [11], if
´
Td K̃ > 0, there exists a unique, non-trivial stationary solution θK̃ of (7). It satisfies{

−µ∆θK̃ − θK̃(K̃ − θK̃) = 0 in Td ,
θK̃ > 0 , θK̃ 6= 0 .

(8)

1See Definition 1 below for the exact meaning of “solution”.
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The steady state θK̃ is globally, exponentially stable: for θ0 a non-zero, non-negative bounded

function, there exists a constant CK̃ > 0 that depends only on θ0,
´
Td K̃ and ‖K̃‖C 1(Td) such that,

for any t ∈ IR+,
‖θ(t, ·)− θK̃‖L∞(Td) . e−CK̃t‖θ0 − θK̃‖C 0(Td). (9)

Furthermore, this constant can be chosen to only depend on
´
Td θ

2
0 and ‖θ0‖L∞(Td).

The eigenvalues of symmetric operators will play an important roles in the upcoming proofs.
For any V ∈ L∞(Td) and any µ > 0, introduce the first eigenvalue λ1(µ, V ) of the operator
−µ∆− V ; it admits the variational formulation

λ1(µ, V ) = min
u∈W 1,2(Td) ,

´
Td u

2=1
µ

ˆ
Td
|∇u|2 −

ˆ
Td
V u2. (10)

It is standard to see that λ1(µ, V ) is simple, and that it is the only eigenvalue whose associated

eigenfunction has constant sign. Now, observe that, defining VK̃ := K̃−θK̃ , θK̃ is an eigenfunction
of −µ∆− VK̃ , with eigenvalue 0. As θK̃ > 0 , 6= 0, we deduce that λ1(µ, VK̃) = 0.

2 Main results

Our main purpose in this paper is two-fold. First, we want to introduce a new method to obtain
analytic properties of solutions to (MFG), see Section 2.2. The question of uniqueness is not
solved fully here; we partially address this issue in Theorem 2, using an original strategy. The
sharpness of this result is then mitigated in Theorem 3, where we demonstrate that uniqueness can
be achieved outside of the setting of Theorem 2; in particular, in a simpler one-dimensional model
where explicit solutions can be constructed, and their uniqueness established. Second, we want
to derive the long-time behaviour of (MFG), by showing how one might adapt the (weak) KAM
framework developed in the context of MFG in [20] to this new blend of MFG and reaction-diffusion
equations, we refer to Section 2.3.

2.1 Assumptions

Before we state our main assumptions and results, let us introduce some notations. M(Td) stands
for the set of Radon measures on Td, endowed with the total variation norm ‖ · ‖M(Td). We recall
that this norm is defined as follows: for any Radon measure µ, decompose it into its positive and
negative parts µ = µ+ − µ− where µ± are non-negative Radon measures with disjoint supports.
Then

‖µ‖M(Td) = µ+(Td) + µ−(Td). (11)

The Sobolev spaces W k,p(Td) are defined as usual. For functions depending only on the space
variable x ∈ Td, for any β ∈ (0, 1), it is understood that the space C k+β(Td) denotes the
space of k-times differentiable functions, with β-Hölder continuous derivatives. For functions
depending on time and space, for any α, β ∈ (0, 1) , k, j ∈ IN, it is understood that the space
C j+α,k+β((0, T )× Td) denotes the set of functions that are C j+α in time and C k+β in space.

We are now in position to define the notion of solution that will be used throughout this article;

Definition 1. A solution of the MFG system (MFG) is a triplet (u,m, θ) such that:

• u ∈ C 0,1([0, T ]× Td) is a viscosity solution of (3) if ν = 0, and a classical solution if ν > 0,

• m ∈ C0([0, T ];P(Td)) (for the Wasserstein distance) is a solution of (5) in the sense of
distributions if ν = 0, and a classical solution if ν > 0.
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• θ ∈ C 1,2([0, T ]× Td) is a classical solution of (6).

It should be noted here that we are requiring some strong regularity on θ. As our purpose in
this paper is to focus on qualitative properties, we postpone the exploration of lower regularity
solutions to future works. In particular, the regularity required of θε,m will lead us to make some
strong assumptions on θ0 and K. Namely, we will assume:

(HK) K ∈ C 2+β(Td) for some β ∈ (0, 1) and
´
Td K > 0.

(Hθ0) θ0 = θK solves (8) and either: a) d = 1 or b) ‖K −
´
Td K‖L∞(Td) 6 δ, for some δ > 0.

Let us comment on (Hθ0): regarding the fact that θ0 = θK , this is not too problematic from a
modelling perspective as we can think of the fishes as having adapted to their environment before
the fishing starts. It will also be important in deriving our uniqueness results. This assumption
could in fact be slightly relaxed by assuming that the fishes are not “too far” from equilibrium,
but this would simply make the notations heavier. The other two conditions on the other hand
may seem more mysterious. They are linked, as will be explained throughout the proofs, to
some monotonicity properties that were explored in one of our previous works [43] devoted to the
investigation of Nash equilibria for a finite number of players.

We recall that θK is the (unique) stationary state of (8). By elliptic regularity, if ((Hθ0)) is
satisfied, then

θK ∈ C 2+β(Td).

2.2 Existence and uniqueness results

Let us first state our results concerning existence of solutions. The main theorem is the following:

Theorem 1. Let K satisfy ((HK)) and θ0 be C2+β. For any ε > 0, for any ν > 0, there exists at
least one solution of (MFG) (resp. (MFGergo)).

For the proof of the existence of solutions to the time-dependent system (MFG), we refer to
Section 3.1, where we first treat the second-order case ν > 0 through standard parabolic estimates.
The first-order case ν = 0 is dealt with using a vanishing viscosity approach coupled with appro-
priate uniform (in the vanishing diffusivity ν) estimates. For (MFGergo) in the second order case,
we do not detail the proof as it is similar to the one in [21]. In the first-order case, we mimick
the approach of [20], see Section 3.2. The reason we include this proof and not the one for the
second-order case is that the proof of [20] involves the weak KAM formula, which plays a role in
the construction of explicit solutions, and this seems a natural place to introduce it.

While the existence of solutions follows from standard arguments, uniqueness does not. Overall,
there are only very few structural assumptions that can guarantee uniqueness in MFG systems.
The Lasry-Lions monotonicity condition [37, Theorem 2.4] is probably the main one. Another
standard way to overcome the possible lack of uniqueness is to make some smallness assumption,
either on the time horizon T or on the strength of the mean-field interaction which, in the present
paper, is quantified by ε > 0. Such assumptions allow to use Grönwall-type lemmas to derive a
contractivity property of the solution mapping, leading to the required uniqueness. This “small
interaction” regime is very restrictive, as ε is typically exponentially small with respect to T (i.e.
ε . e−CT ). In particular, it prohibits investigating the long-time behaviour of the system. We
also refer to section 2.4 for more details on uniqueness issues in Mean Field Games.

Our uniqueness result is also shown under an assumption on the smallness of ε, but we obtain
a smallness regime that is independent of the time horizon. Our strategy consists in showing that,
under the assumption “ε > 0 is small enough”, the Lasry-Lions monotonicity condition is satisfied.
In particular, our strategy of proof creates a link between these two regimes, which are generally
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presented as distinct hypothesis [7]. This is crucial, as we later want to investigate the long-time
behaviour of this system.

Our main theorem is the following:

Theorem 2. There exists ε0 > 0 and δ > 0 such that, if (HK) and (Hθ0) hold then, for any
ε ∈ (0; ε0), there exists at most one solution to (MFG) for any T > 0 (resp. (MFGergo))

The proof of this theorem relies on the following monotonicity result, which also plays a crucial
role in studying the long-time behaviour of (MFG):

Proposition 1. Assume (HK) and (Hθ0) hold and let µ > 0. For a given m ∈ C 0(0, T ;P(Td)) and
ε > 0, let θε,m denotes the solution to (6). There exists ε0 > 0 and a > 0 such that, for any ε 6 ε0,
for any T ∈ (0,∞), the following monotonicity property holds: for any m,m′ ∈ C 0([0, T ];P(Td)),

¨
(0,T )×Td

(
ρ ? θε,m − ρ ? θε,m′

)
d(m−m′) 6 −aε

¨
(0,T )×Td

(θε,m1
− θε,m)

2
. (12)

Note that simply using the fact that the right-hand side of (12) is negative for m 6= m′ yieldsthe
well-known Lasry-Lions monotonicity condition, which is sufficient to obtain uniqueness for (MFG)
for a fixed time horizon T . However, to obtain the long-time convergence to (MFGergo), the
quantified estimate (12) is necessary, as in [20], see Section 2.4 for more details.

Before we conclude this section, let us point out that we do not expect our uniqueness results
in Theorem 2 to be sharp. Indeed, at least in dimension one and without the convolution kernel
ρ, we are able to prove uniqueness under milder assumptions, as stated in the following theorem.

Theorem 3. Let d = 1 and identify T with the open interval (−0.5, 0.5) endowed with periodic
boundary conditions. Let K ∈ C1(T) be even and such that ∂xK < 0 on (0, 0.5). Consider the
system 

λ− (u′)2

2 = θ ,

(mu′)′ = 0 ,

−µθ′′ = θ(K − εm− θ) ,
θ > 0, θ 6≡ 0,

´
T u = 0 ,m > 0 ,

´
Tm = 1.

(MFGergo,1D)

If ε ∈ (0,
´
TK), there exists a unique solution (λ, θ, u,m) of (MFGergo,1D) with θ 6= 0. If ε >

´
TK,

any solution of (MFGergo,1D) satisfies θ = 0 a.e. in T.

One should note that under the assumptions of this last theorem, the equation defining θ is
well-posed for any probability measure m ∈ P(T) such that λ1(K −m,µ) < 0. This is due to the
Sobolev embedding W 1,2(T) ↪→ C 0(T) and the characterisation of θ as the (unique) solution of

min
θ∈W 1,2(Td) ,θ>0

µ

2

ˆ
Td

(∂xθ)
2 − 1

2

ˆ
Td

(K − εm)θ2 +
1

3

ˆ
Td
θ3.

To interpret Theorem 3, it is important to note that the condition
´
T
K̃ < 0 (where K̃ stands

for K − εm here) is not in itself sufficient to guarantee that θK̃ = 0, where θK̃ solves (8); we
refer to classical results [11]. Consequently, the last sentence of Theorem 3 can be rewritten as:
when the fishing pressure exceeds a fixed threshold, the competition between fishermen leads to an
extinction of the fishes, and each agent, in this situation, has a zero outcome. However, even above
the aforementioned threshold, it is easy to construct strategies (that are not individually optimal)
where each fisherman obtains a positive outcome, and the total fishes’ population survives in the
long run.
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Those considerations make Theorem 3 an instance of the tragedy of the commons in the following
sense: greedy individual strategies may lead to the extinction of the species, while coordination
between fishermen may ensure survival of the species and better outcomes for every fisherman
involved.

2.3 Long-time behaviour of (MFG) and convergence to (MFGergo)

Let us now pass to the study of the long-time behaviour of solutions to (MFG).

Theorem 4. Assume (HK), (Hθ0) hold and that ε ∈ (0, ε0), where ε0 is given in Theorem 2. Take
(λ, θε,m,m, V ) and (θTε,m,m

T , uT ) as the unique solutions of (MFGergo) and (MFG) respectively,

for T > 0. Define the following rescaled functions: for (s, x) ∈ [0, 1]× Td,

ΘT (s, x) := θT (sT, x), MT (s, x) := m(sT, x), WT (s, x) := uT (sT, x) (13)

Then there holds:

1. ΘT →
T→∞

θε,m strongly in L2(0, 1;L2(Td)) and, in fact:

‖ΘT − θε,m‖2L2((0,1)×Td) 6
C

T

for some constant C.

2. WT /λ →
T→∞

u strongly in L∞(0, 1;L∞(Td)) and, in fact

‖W
T

T
− λ(1− s)‖L∞((0,T )×Td) 6

C√
T
.

2.4 Bibliography and related works

Mean Field Games MFG were introduced independently by Lasry & Lions [35, 36, 37] and by
Caines, Huang & Malhamé [16, 31] in order to model and analyse game theoretical situations in the
presence of a large number of agents. The bulk of the theory was developed by Lions in his series
of lectures at Collège de France; we refer to the lecture notes of Cardaliaguet [19], as well as to the
self-contained lectures of Cardaliaguet & Porretta [22]. The interested reader might profit from
consulting the volume [1]. A core difficulty in the study of MFG is the identification of regimes of
uniqueness for the systems. As we briefly sketched in the introduction, there are essentially two
regimes for which it is well-known that uniqueness holds. The first one is the monotonous setting,
while the second one is the small interaction case. Lasry & Lions [36, pp. 683] already observed, by
drawing a connection with the Euler equation in the one-dimensional case, that uniqueness could
fail. Bardi & Fischer [7] constructed a variety of explicit counter-examples to uniqueness by picking
suitable Hamiltonians and ensuring that the coupling between the HJB equation and the FPP
equation was “non-monotonous” enough. We also refer to the recent [29] by Alpar & Mészáros for
a comprehensive discussion of (non-)uniqueness issues. Achdou & Kobeissi [2] computed multiple
numerical solutions of a discretised MFG system, conjecturing that non-uniqueness should hold
when the discretisation step goes to zero. In our case, we were not able to obtain a non-uniqueness
regime. We leave this as an interesting and challenging open problem.
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Long-time behaviour of Hamilton-Jacobi equations, time asymptotics for MFG sys-
tems and comparison with [20] One of the core results of the present paper, the long-time
behaviour of (MFG), fits into a general line of research on the long-time behaviour of viscosity
solutions of Hamilton-Jacobi equations in general, and of solutions of MFG systems in particular.
The time asymptotics of Hamilton-Jacobi equations have been the subject of an intense research
activity since the 80’s. Let us mention the foundational paper of Kružkov [33] for quasilinear
equations, and the contribution of Dafermos [23] for one-dimensional conservation laws. For gen-
eral Hamilton-Jacobi problems, we refer in particular to the first results obtained by Lions in [39,
Section 14.2]; this provided the impetus for the works of (among others) Lions, Papanicolaou &
Varadhan [40], Barles [9] and the class of general results that were later obtained by Fathi [28] and
Namah & Roquejoffre [45]. The results of Fathi pointed to a deep connection with the theory of
dynamical systems, particularly through the weak KAM theory already developed by Fathi in [27].
In [10], these results were generalised by Barles & Souganidis using different methods. Regarding
the weak KAM theory, we refer to [25, 26, 27]. As for the time asymptotics of MFG systems, to the
best of our knowledge, the first contribution was the work of Cardaliaguet, Lasry, Lions & Porretta
[21] in the case of second-order MFG (that is, for stochastic control problems). In the second order
setting, the diffusive part of the system makes it so that the Lasry-Lions condition is sufficient to
obtain long time convergence of the MFG system to the associated ergodic system. A quantified
Lasry-Lions monotonicity conditions provides stronger (and explicit) convergence rates, and no
quadraticity of the Hamiltonian is required to obtain the result. In the first order case, which is
more intimately linked to the questions under consideration here, the paper of Cardaliaguet [20]
is the first to consider the long-time behaviour under two key assumptions. The first one is that
the Hamiltonian is essentially quadratic (i.e. its Hessian is uniformly bounded from below and
from above by two fixed positive definite matrices). The second one, which is more problematic,
is that [20] requires a quantified monotonicity condition. To be more precise, the system under
consideration in [20] writes{

−∂tu−H(∇xu) = F [m] , u(T ) = 0,

∂tm+∇ · (∇pH(∇xu)m) = 0 ,m(0) = m0,

The key assumption on the coupling term F : P(Td) → C 2(Td) is that there exists a constant
C > 0 such that, for any (m1,m2) ∈ P(Td),

¨
(0,T )×Td

(F [m1]− F [m2]) d(m1 −m2) 6 −C
¨

(0,T )×Td
(F [m1]− F [m2])

2
. (14)

A particularly important class of couplings satisfying this assumption can be found in [20, Example
1.1] and consists of functions F writing F (m) = (m ? ξ) ? ξ for smooth, compactly supported
kernels ξ. In particular, this covers non-local in space couplings. It can also cover non-local in time
couplings. In the present paper, the main difficulty to get the long-time behaviour is that (14) is
quite difficult to obtain, and deriving it is the bulk of our paper. To be more precise, consider the
case of a linearly controlled population, and of a similar fishing problem, which would write

−∂tu− ‖∇xu‖
2

2 = ρ ?Ψm =: F [m] in (0, T )× Td ,
u(T, ·) ≡ 0,

∂tm+∇ · (m∇xu) = 0 in (0, T )× Td ,
m(0, ·) = m0,

∂tΨm − µ∆Ψm = K − ε(ρ ? m) in (0, T )× Td ,
Ψm(0, ·) = 0.

(15)
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Observe two things: first, for any two probability measures (m1,m2) there holds, for any t ∈ [0, T ],´
Td Ψm1

=
´
Td Ψm2

. Second, z := Ψm1
−Ψm2

solves ∂tz − µ∆z = −ερ ? (m1 −m2) so that

¨
(0,T )×Td

(F [m1]− F [m2])d(m1 −m2) =

¨
(0,T )×Td

z(ρ ? (m1 −m2))

= −1

ε

(ˆ
Td
z(T, ·)2 + µ

¨
(0,T )×Td

|∇z|2
)
.

By the Poincaré-Wirtinger inequality we deduce that
¨

(0,T )×Td
(F [m1]− F [m2])d(m1 −m2) 6 −µ

ε

¨
(0,T )×Td

z2 . −µ
ε

¨
(0,T )×Td

(F [m1]− F [m2])
2
.

However, such direct computations are not amenable to non-linearities, and the technique which
we use to obtain Proposition 1 is much more involved.

Spatial ecology and optimal control Another line of research this contribution fits into is
the study of the influence of spatial heterogeneity on population dynamics. Moving away from the
spatially homogeneous models of Skellam [47], many researchers investigated the influence of spatial
heterogeneity on mathematical ecology. As an important reference, let us point to the monograph
[46]. In the wake of the works of Cantrell & Cosner [17] and of Berestycki, Hamel & Roques [11], a
popular point of view on the topic has been that of optimising the spatial heterogeneity. This led
to several important articles devoted to the understanding of spectral optimisation problem and,
following Lou [41], focusing on non-energetic optimisation problem such as biomass optimisation.
Although very different in essence, as we are here dealing with agents trying to harvest optimally,
rather than trying to optimise a domain for the fishes’ population, we mention this line of research as
the method we use to prove Proposition 1 actually derives from considerations on the optimisation
of the total biomass [30, 38, 42, 48], as we will explain in the course of the proof.

While all of the aforementioned contributions deal with “benevolent” agents, there has been an
intense activity in recent years concerning “nefarious” agents, wherein the control is optimised so
as to eradicate an invasive species in the most efficient way. We refer, for instance, to [4, 5, 12, 24].

Game theoretical problems and spatial ecology The literature devoted to game theoretical
problems in spatial ecology is small, but growing rapidly. To briefly describe these contributions, let
us start by problems related to Nash equilibria models. Bressan, Coclite, Shen & Staicu [13, 14, 15]
investigated optimal harvesting problems, but within the framework of elliptic equations with
measure data. A key aspect of their work is that the measure to be optimised is the density of
players. What they prove (among other things) is that there exist measures satisfying optimality
conditions for the game theoretical problem under consideration. In a previous article by the last
two authors [43], Nash equilibria, their existence and qualitative properties, were investigated in
situations where a finite number of players is involved. Let us conclude by mentioning our previous
paper [32] in which we investigated a MFG system for harvesting, but with two major differences.
The first one is that [32] focuses on bistable models for the fishes’ population, while the second one
has to do with the fact that [32] focuses on special solutions in the whole of IRd, namely, traveling
waves, which are known to be important in the dynamical properties of the system. The methods
of [32] are essentially constructive, and are completely different from the ones presented here.

3 Proof of Theorems 1: existence and regularity of solutions
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3.1 The time dependent system

As is customary in MFG, for the time dependent system (MFG), the existence of solutions relies
on a fixed point argument that requires some compactness properties given by a priori estimates.
Here, those estimates are stated in the subsequent proposition.

Proposition 2. There exists a constant C = C(ε, δ) such that, for any ν > 0, for any T > 0, if
(u,m, θε,m) is a solution of (MFG), there holds:

‖∇xu‖L∞((0,T )×Td) + ‖∂tu‖L∞((0,T )×Td) 6 C. (16)

‖θε,m − θ‖L∞(0,T ;C 2(Td)) + ‖∂tθε,m‖L∞((0,T )×Td) 6 Cε‖ρ‖C 2 . (17)

Observe that the latter estimates are uniform in time; while this is not necessary per se when
discussing the existence of solutions in a bounded time interval, this is important for the study of
the long-time behaviour. Since the proof is quite lengthy, we first show how it implies Theorem 1.

Proof of Theorem 1 for (MFG). For a fixed ν > 0, the existence of solutions to (MFG) follows
from Proposition 2 and the Leray-Schauder fixed point theorem. Regarding the first-order case
ν = 0, take a decreasing sequence {νk}k∈IN of viscosities vanishing to 0 and, for any k ∈ IN, let
(uk,mk, θk) be a solution of (MFG) with viscosity νk. Observe that the estimates in Proposition 2
are uniform in k ∈ IN. Therefore, up to extracting a subsequence, {θk}k∈IN converges in C0,1([0, T ]×
Td) to some limit θ, {uk}k∈IN converges to a limit u that is the unique viscosity solution of the
HJB equation associated with θ and {mk}k∈IN converges in the distributional sense to the solution
of the Fokker-Planck equation. Finally, standard continuity estimates on Fokker-Planck equations
[20, Lemma 5.3] provide the continuity of m for the Wasserstein distance, thereby providing the
existence of a solution to (MFG).

It remains to prove Proposition 2. We begin with an auxiliary result.

Proposition 3. Let K satisfy ((Hθ0)) and let θK be the solution of (8). Let m ∈ L∞(0,∞;M+(Td))
and, for any ε > 0, let θε,m be the unique solution of{

∂tθε,m − µ∆θε,m − θε,m(K − θε,m)− ε(ρ ? m)θε,m = 0 in [0,+∞)× Td ,
θε,m = θ0

(18)

There exists a constant C > 0 such that

‖θε,m − θK‖L∞(0,+∞;C 2(Td)) + ‖∂tθε,m‖L∞((0,+∞)×Td) 6 Cε‖ρ‖C 2‖m‖L∞(0,+∞;M(Td)).

Proof of Proposition 3. We begin with a weaker estimate, namely, that there exists a constant C
such that

‖θε,m − θK‖L∞(0,+∞;C 0(Td)) 6 Cε‖ρ‖L∞‖m‖L∞(0,+∞;M(Td)). (19)

First of all, observe that we have

0 6 ε(ρ ? m) 6 ε‖ρ‖L∞‖m‖L∞(0,+∞;M(Td)) =: εM1.

Let θK−εM1
be the unique solution of (8) with K replaced with K − εM1. For ε small enough,

θK−εM1
is uniquely defined and satisfies infTd θK−εM1

> 0. Now, observe that z = θ − θK−εM1

satisfies
− µ∆z − z(K − (θK−εM1 + θK)) = εM1θK−εM1 > 0. (20)
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Observe that λ1(µ,K− θ) = 0: indeed, θ is a positive eigenfunction associated with the eigenvalue
zero. Since θ has constant sign, it is associated with the lowest eigenvalue. As θK−εM1

> 0, it is
an easy consequence of the variational formulation (10) that

λ1(µ,K − (θ + θK−εM1
)) > 0 (21)

whence we first deduce that
z > 0 in Td.

Indeed, should the negative part z− of z be non-zero, multiplying (20) by z− and integrating by
parts leads to

µ

ˆ
Td
|∇z−|2 −

ˆ
Td
z2−(K − (θ + θK−εM1)) 6 0,

in contradiction with (21)
Furthermore, multiplying (20) by z and integrating by parts we obtain

λ1(µ,K − (θ + θK−εM1
))

ˆ
Td
z2 6 εM1

(
‖θK‖L∞ + ‖θε,m‖L∞(Td)

)
‖z1‖L2(Td).

Now observe that we have

−µ∆z = f := εM1θK−εM1
+ z

(
K − (θK−εM1

+ θK)
)
.

We thus deduce that
‖z‖W 1,2(Td) . ‖f‖L2(Td)

and a simple bootstrap argument leads to the following conclusion: there exists a constant C0 such
that

‖z‖L∞(Td) 6 C0εM1.

Overall, we have thus established that

0 6 θK − θK−εM1
6 C0εM1. (22)

Coming back to θε,m, observe that the maximum principle implies that θε,m > 0 in [0,+∞)×IRd.
In particular, θε,m satisfies

θε,m 6 θ.

Furthermore, using (22), it is readily checked that θε,m is a super-solution of the equation{
∂tψε − µ∆ψε − ψε(K − εM1 − ψ) = 0 in [0,+∞)× Td ,
ψt(0, ·) = θK−εM1

whose solution is ψ = θK−εM1
. This implies θK−εM1

6 θε,m which, in combination with (22),
yields

0 6 θK − θε,m 6 CεM1,

thereby establishing (19).
We now proceed to obtain a uniform control of the C 1 norm of θε,m. Let i ∈ {1, . . . , d} and let

ϕε,m := ∂xiθε,m. Clearly, ϕε,m satisfies

∂tϕε,m − µ∆ϕε,m − ϕε,m (K − ε(ρ ? m)− 2θε,m) = −εθε,m(∂xiρ) ? m+ (∂xiK)θε,m. (23)
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From the same argument that led to (21), (19) yields the existence of λ > 0 such that, for any
t > 0 and any ε > 0 small enough, there holds

0 < λ 6 λ(µ,K − ε(ρ ? m)− 2θε,m). (24)

Indeed, observe that by (10), there exists a constant c such that∣∣λ(µ,K − ε(ρ ? m)− 2θε,m)− λ(µ,K − 2θK)
∣∣ 6 cε.

We claim that (24) suffices to obtain a first uniform L∞ estimate on ϕε,m. For the sake of
readability, we let

Vε := (K − ε(ρ ? m)− 2θε,m) and fε := −ε(∂xiρ) ? m+ (∂xiK)θε,m.

Observe in particular that

‖fε‖L∞((0,+∞)×Td) 6 C1(ε‖ρ‖C 1(Td) + ‖K‖C 1(Td)). (25)

With these notations, ϕε,m solves

∂tϕε,m − µ∆ϕε,m − Vεϕε,m = fε.

We need two simple lemmas to allow us to conclude.

Lemma 1. Let Vε be given as above. Then, for any g ∈ L∞(Td), the solution ϕ of{
∂tϕ− µ∆ϕ− Vεϕ = 0 in [0,+∞)× Td ,
ϕ(0, ·) = g

(26)

satisfies

‖ϕ‖L∞((0,+∞)×Td) 6 C2e
−λt‖g‖L∞(Td)

for some constants C2 and λ that only depend on the dimension, ‖m‖L∞(0,T ;M(Td)), δ and K.

Observe that in one dimension and for a constant g, this is merely a consequence of the standard
parabolic regularity estimate

‖ϕ‖L∞(0,∞;W 1,2(T)) 6 ‖g‖L∞(T)e
−
´ t
0
λ1(µ,Vε(s))ds

and of the Sobolev embedding W 1,2 ↪→ C 0.

Proof of Lemma 1. Observe that by the maximum principle and by linearity it suffices to treat the
case g ≡ 1 in Td. The maximum principle yields, in this case,

ϕ > 0,

so that
Vεϕ = (K − ε(ρ ? m)− 2θε,m)ϕ 6 (K − 2θε,m)ϕ.

Defining V := K − 2θK we obtain

∂tϕ− µ∆ϕ− V ϕ 6 2(θK − θε,m)ϕ. (27)

Since ϕ > 0, (19) gives
∂tϕ− µ∆ϕ− (V − 2εM1)ϕ 6 0. (28)
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There exists λ > 0 such that, for ε > 0 small enough,

0 < λ 6 λ1(µ, V − 2εM1).

Let ϕε be the (L2 normalised) eigenfunction associated with λ1(µ, V −2ε). By the strong maximum
principle and elliptic regularity, there exists d > 0 such that, for any ε > 0 small enough, d 6
infTd ϕε 6 supTd ϕε 6

1
d . We deduce from (28) that

0 6 ϕ 6
e−λt

d
‖ϕε‖L∞(Td) 6

1

d2
e−λt.

The next result we need is a Duhamel-type formula.

Lemma 2. Define, for any s > 0, the solution ϕs of{
∂tϕs − µ∆ϕs − Vεϕs = 0 in [s,+∞)× Td ,
ϕs(s, ·) = fε(s).

(29)

Then

ϕε,m(t, ·) =

ˆ t

0

ϕs(t, ·)ds.

The proof is a straightforward computation.
Lemmata 1-2 allow to go back to the proof of Proposition 3 as follows: from Lemma 2 we have

‖ϕε,m(t, ·)‖L∞(Td) 6
ˆ t

0

‖ϕs(t, ·)‖L∞(Td)ds.

Lemma 1 in turn yields

‖ϕε,m(t, ·)‖L∞(Td) 6
ˆ t

0

e−λ(t−s)‖fε(s)‖L∞(Td)ds 6 C3

for some constant C3, where we used (25).
To obtain the C 1 control of θε,m we let z := ∂xiθε,m − ∂xiθ. From (23), z solves

∂tz − µ∆z − z(K − 2θK) = −ε(∂xiρ ? m)θε,m + (∂xiK)(θε,m − θ) − 2ϕε,m(θ − θε,m).

We deduce from the previous estimates that there exists a constant C4 such that

−C4ε 6 ∂tz − µ∆z − z(K − 2θK) 6 C4ε.

From the same arguments as before, we conclude that

‖z‖L∞((0,+∞)×Td) 6 C5ε,

whence the conclusion:
‖θ − θε,m‖L∞(0,+∞;C 1(Td)) 6 C5ε. (30)
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Control of the C 2 norm Our goal is now to prove

‖θ − θε,m‖L∞(0,+∞;C 2(Td)) 6 Cε (31)

for some constant C. To do so, we use the approach introduced to derive (30), and we let
ϕε,m := ∂2xixkθε,m, for i , j ∈ {1, . . . , d}. Then, ϕε,m satisfies

∂tϕε,m − µ∆ϕε,m − Vεϕε,m = θε,m∂
2
xixjK − ε(∂

2
xixjρ ? m)θε,m + ∂xiK∂xjθε,m + ∂xjK∂xiθε,m

− ε
(
∂xiθε,m(∂xjρ ? m) + ∂xjθε,m(∂xiρ ? m)

)
(32)

Using once again Lemmata 1-2 we deduce that, uniformly in ε, we have

‖ϕε,m‖L∞(0,+∞;C 2(Td)) 6 C (33)

for some C. Observing that ϕ := ∂xixjθ solves

∂tϕ− µ∆ϕ− V ϕ = θ∂2xixjK + ∂xjK∂xiθ + ∂xiK∂xjθ

and taking the difference z := ϕ − ϕε,m, we obtain (31) exactly in the same way that we derived
(30). Consequently, we deduce that

‖∂tθε,m‖L∞((0,+∞)×Td) 6 C ε, (34)

thereby concluding the proof.

In the following result we work on the solution of the HJB equation

−∂tu− ν∆u− ‖∇xu‖
2

2
= ρ ? θε,m

and, since the right-hand side of the equation is uniformly bounded in C 2, we actually aim at
deriving a regularity result for the solution of{

−∂tuT − ν∆uT − ‖∇xuT ‖
2

2 = F in (0, T )× Td ,
uT (T, ·) = 0.

(35)

We now prove the following regularity bound:

Proposition 4. Let F ∈ L∞(0, T ; C 2(Td)) and uT be the unique solution of (35). There exists a
constant C such that for any T > 0 and any ν > 0 there holds

‖∇xu‖L∞((0,T )×Td) + ‖∂tu‖L∞((0,T )×Td) 6 C(1 + ν)‖F‖L∞(0,T ;C 2(Td)). (36)

In fact, V is uniformly semi-convex: there exists a constant C ′ such that for any ν > 0 there holds

∇2
xu > −C ′‖F‖L∞(0,T ;C 2(Td))Id (37)

where we used the standard order on the set of symmetric matrices.

The general strategy of proof of this estimate follows the usual semi-concavity method, see for
instance [8].
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Proof of Proposition 4. We will actually show that (36) holds for any ν > 0, with a constant C
independent of ν. Since T is considered fixed, we drop the subscript T in uT . Since u is a viscosity
solution of (35) when ν = 0, it then suffices to take the limit ν → 0 to obtain the required result.

Thus, a positive ν > 0 is given. Picking a direction ξ ∈ Sd−1 and letting W := ∂2u
∂ξ2 , the fact that

W 2 6 ‖∇ξ∇xu‖2 implies that W is a solution of{
−∂tW − ν∆W − 〈∇xu,∇xW 〉 −W 2 > −‖F‖L∞(0,T ;C 2(Td))

W (T, ·) = 0.

The maximum principle implies

W > −‖F‖L∞(0,T ;C 2(Td)).

As a consequence, u is uniformly semi-convex in x. Since Td is a bounded domain, standard results
about semi-convex functions (see for instance [3]) imply that V is uniformly (in x, in T and in
t ∈ [0, T ]) Lipschitz-continuous with respect to the x variable. Thus, there exists a constant C
such that

‖∇2
xu‖L∞((0,T )×Td) + ‖∇xu‖L∞((0,T )×Td) 6 C‖F‖L∞(0,T ;C 2(Td)). (38)

Plugging (38) in (35) we conclude that

‖∂tu‖L∞((0,T )×Td) 6 C(1 + ν)‖F‖L∞(0,T ;C 2(Td)).

We can finally prove Proposition 2.

Proof of Proposition 2. First of all, integrating the equation in m in space yields

∀t ∈ [0, T ] ,

ˆ
Td
m(t, ·) =

ˆ
Td
m0.

Proposition 3 gives the required estimates on θε,m. Plugging the estimates in θε,m in the Hamilton-
Jacobi-Bellman equation and using Proposition 4 we obtain the desired bounds on V .

3.2 The ergodic system

The existence of a solution to the ergodic MFG system (MFGergo) follows from a direct adaptation
of the arguments of [21] in the second-order case, and we will not repeat them here. We only
consider the first-order setting whose proof relies on the weak KAM formula from [20] , itself based
on [28, 27].

Proof of Theorem 1 for (MFGergo) with ν = 0. Consider, for a fixed m, the Lagrangian

Lm(x, v) :=
‖v‖2

2
− (ρ ? θε,m) where

{
−µ∆θε,m − θε,m(K − ε(ρ ? m)− θε,m) = 0 in Td ,
θε,m > 0 , 6= 0.

Let Em be the set of probability measures on the phase-space Td × IRd that are invariant under
the flow of the differential equation{

− d
dt∂vLm(x, x′) + ∂xLm(x, x′) = 0 ,

x(0) = x , x′(0) = v.
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That Em is non-empty is a consequence of the Bogoliubov theorem. Let

Mm := arg min

(
Em 3 η 7→

¨
Td×IRd

L(x, v)dη(x, v)

)
.

Define Cm := Π#Mm, where Π is the projection Π : Td× IRd 3 (x, v) 7→ x and # the pushforward
operator of measures. As Mm is convex, Cm is a convex subset of the set of probability measures.
As m 7→ ρ ? θm is continuous, m 7→ Cm has a compact graph, and, consequently, a fixed-point. It
is then readily checked, as in [20], that, if we define

λ := − min
η∈Em

¨
Td×IRd

Lm(x, v)dη(x, v) (39)

then λ is the associated ergodic constant of the Hamiltonian, thereby concluding the proof.

4 Proof of Theorem 2: uniqueness results

In order to derive the uniqueness of solutions, we will use the Lasry-Lions monotonicity criterion.
From the point of view of presentation, the focus will be on the derivation of the (strong) mono-
tonicity property of Proposition 1, and we will show how to use it to derive uniqueness for solutions
of (MFG) in the second-order case; in this second step we will use the standard computations of
[35], and we detail it to underline the way (12) is used. The first-order case will be treated by
adapting the arguments of [20]. Finally, we do not detail the proof of uniqueness in the ergodic
setting as it follows by exactly the same type of arguments.

4.1 Proof of Proposition 1

As already pointed out, Proposition 1 plays a central role in the uniqueness of solutions to (MFG).
The strategy of proof is novel and consists in one of the main contribution of the present work.
It relies on a concavity-type property, that is related to methods introduced and developed in the
context of Nash equilibria (for a game with finitely many players) in [43].

Proof of Proposition 1. Let T > 0, fix m1 ∈ C0([0, T ],P(Td)) and consider the functional:

g : C0([0, T ];P(Td))2 3 m 7→
¨

(0,T )×Td
(ρ ? θε,m1

− ρ ? θε,m)d(m1 −m).

Inequality (12) will be obtained as a consequence of the strict concavity of g.
Define εθ̇ε,m and ε2θ̈ε,m as the first and second Gateaux derivatives of m 7→ θε,m at a given m

in the direction h. The reason we chose the scaling ε and ε2 is to make the orders of magnitude
clearer in subsequent computations.These functions satisfy{

∂tθ̇ε,m − µ∆θ̇ε,m − θ̇ε,m (K − ε(ρ ? m)− 2θε,m) = −(ρ ? h)θε,m,

θ̇ε,m(0, ·) = 0,
(40){

∂tθ̈ε,m − µ∆θ̈ε,m − θ̈ε,m (K − ε(ρ ? m)− 2θε,m) = −2(ρ ? h)θ̇ε,m − 2θ̇2ε,m,

θ̈ε,m(0, ·) = 0.
(41)

Likewise, the first and second order Gateaux derivative of g at m in the direction h are

ġ(m)[h] = ε

¨
(0,T )×Td

θ̇ε,m(ρ ? (m−m1)) + ε

¨
(0,T )×Td

(θε,m − θε,m1
)(ρ ? h), (42)
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g̈(m)[h, h] = ε2
¨

(0,T )×Td
θ̈ε,m(ρ ? (m−m1)) + 2ε

¨
(0,T )×Td

θ̇ε,m(ρ ? h). (43)

From the expression of ġ, it is easy to check that m = m1 is a critical point of g. Now, assume
that

there exists ε0, δ, a > 0 such that, for ε 6 ε0, and any T > 0,

g̈(m)[h, h] 6 −a
2
ε

¨
(0,T )×Td

θ̇2ε,m, (44)

where (ε, a) can be chosen uniform in ν and δ is the constant in Assumption (Hθ0). Then, (12) is
obtained using a Taylor integral formula as follows: take h = m−m1, mξ = ξm+ (1− ξ)m1 and

θ̇ξ = θ̇ε,mξ for ξ ∈ [0, 1],
¨

(0,T )×Td

(
ρ ? θε,m − ρ ? θε,m1

)
d(m−m1) = g(m)− g(m1)

=

ˆ 1

0

(1− ξ)g̈(mξ)[m−m1,m−m1]dξ.

6 −a
2
ε

ˆ 1

0

(1− ξ)
ˆ T

0

ˆ
Td
θ̇2ξ dx dt dξ,

and, switching m and m1, we get
¨

(0,T )×Td

(
ρ ? θε,m − ρ ? θε,m1

)
d(m−m1) 6 −a

2
ε

ˆ 1

0

ξ

ˆ T

0

ˆ
Td
θ̇2ξ dx dt dξ, (45)

so that we obtain¨
(0,T )×Td

(
ρ ? θε,m − ρ ? θε,m1

)
d(m−m1) 6 −aε

ˆ 1

0

¨
(0,T )×Td

θ̇2ξ .

Estimate (12) then follows by observing that

−
ˆ 1

0

¨
(0,T )×Td

θ̇2ξ 6 −
¨

(0,T )×Td

(ˆ 1

0

θ̇ξ

)2

= −
¨

(0,T )×Td
(θε,m1

− θε,m)
2
.

Therefore, the remaining of the present proof consists in proving (44). Let us first rewrite g̈
in a more convenient form by using the adjoint state pε,m defined as the unique solution of the
backwards parabolic equation{

−∂tpε,m − µ∆pε,m − pε,m(K − ε(ρ ? m)− 2θε,m) = ρ ? (m1 −m) in (0, T )× Td ,
pm(T, ·) ≡ 0 in Td.

(46)

Using θ̈ε,m as a test function in the weak formulation of (46) and pε,m as a test function in the
weak formulation of (41) we obtain

g̈(m)[h, h] = 2ε

¨
(0,T )×Td

θ̇ε,m

(
(ρ ? h)(1− εpε,m)− εpε,mθ̇ε,m

)
dt dx. (47)

Observe that when ε is small both θ̇ε,m and pε,m are of order 1. Let us prove that g̈ is negative
for ε small enough. Using (40), we have

ρ ? h =
−∂tθ̇ε,m + µ∆θ̇ε,m + Vε,mθ̇ε,m

θε,m
with Vε,m := K − ε(ρ ? m)− 2θε,m.
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Defining ψε,m :=
1−εpε,m
θε,m

, we deduce

g̈(m)[h, h] := 2ε

¨
(0,T )×Td

ψε,mθ̇ε,m

(
−∂tθ̇ε,m + µ∆θ̇ε,m + Vε,mθ̇ε,m

)
− 2ε2

¨
(0,T )×Td

pε,mθ̇
2
ε,m.

Developing and integrating by parts, we obtain

2

¨
(0,T )×Td

ψε,mθ̇ε,m

(
−∂tθ̇ε,m + µ∆θ̇ε,m

)
=

¨
(0,T )×Td

ψε,m

(
−∂tθ̇2ε,m + µ∆

(
θ̇2ε,m

)
− 2µ|∇θ̇ε,m|2

)
=− 2µ

¨
(0,T )×Td

ψε,m|∇θ̇ε,m|2 −
ˆ
Td
ψε,m(T, ·)θ̇2ε,m(T, ·)

+

¨
(0,T )×Td

θ̇2ε,m (∂tψε,m + µ∆ψε,m) .

From this and the fact that ψε,m(T, ·) = 1
θε,m(T,·) > 0, we obtain

1

ε
g̈(m)[h, h] 6

¨
(0,T )×Td

θ̇2ε,m (∂tψε,m + µ∆ψε,m + 2ψε,mVε,m − 2εpε,m)−2µ

¨
(0,T )×Td

ψε,m|∇θ̇ε,m|2.

Introduce, for any ε > 0 and any t > 0 the first eigenvalue λε(t) defined by the Rayleigh quotient

λε(t) := min
u∈W 1,2(Td) ,

´
Td u

2=1
µ

ˆ
Td
ψε,m|∇u|2 −

1

2

ˆ
Td
u2 (∂tψε,m + µ∆ψε,m + 2Vε,mψε,m − 2εpε,m) .

(48)
To obtain (44), it only remains to prove that, under the smallness assumptions of the theorem,
there exists λ > 0 such that

λε(t) > λ > 0 for all t ∈ [0, T ]. (49)

We thus focus on proving the latter statement. Adapting mutatis mutandis the proof of Proposi-
tion 2, there exists a constant C > 0 that only depends on µ but not on (ν, T,m1), such that

‖pε,m‖L∞(0,T ;C 2(Td)) 6 C. (50)

In particular, combined with Proposition 2 this implies that

lim
ε→0

sup
T>0

∥∥∥∥ψε,m − 1

θε,m

∥∥∥∥
L∞(0,T ;C 2(Td))

+

∥∥∥∥∂tψε,m − ∂t 1θ ε,m
∥∥∥∥
L∞((0,T )×Td)

= 0. (51)

This implies that, uniformly in T and in t ∈ [0, T ], we have

lim
ε→0

(∂tψε,m + µ∆ψε,m + 2Vε,mψε,m − 2εpε,m) = µ∆(θ
−1
K ) +Kθ

−1
K − 2

= 3
K − θK
θK

+
3

2
· µ |∇θK |

2

θ
3

K

+

(
1

2
· µ|∇θK |

2

θ
3

K

− 2

)

=: 2Φ0 +

(
1

2
· µ|∇θK |

2

θ
3

K

− 2

)

Because of (51) we further deduce that, uniformly in T ,

lim
ε→0

sup
t∈[0,T ]

|λε(t)− λ0| = 0, (52)
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where λ0 is the first eigenvalue defined by the Rayleigh quotient

λ0 = min
u∈W 1,2(Td) ,

´
Td u

2=1
µ

ˆ
Td

1

θK
|∇u|2 −

ˆ
Td
u2

(
Φ0 +

(
1

4
· µ|∇θK |

2

θ
3

K

− 1

))
. (53)

It is proven in [43, First analysis of ξ, p. 34] that

min
u∈W 1,2(Td) ,

´
Td u

2=1
µ

ˆ
Td

1

θK
|∇u|2 −

ˆ
Td
u2Φ0 = 0.

Moreover, in one-dimension, as observed in [43, pp. 54-55], one might use [6, Estimate 2.2] to have

1

4
· µ|∇θK |

2

θ
3

K

− 1 6 −5

6
.

As demonstrated in [43], such an estimate also holds in higher dimensions under the additional
assumption that ‖K −

´
Td K‖L∞(Td) is small enough, whence the assumption on the existence of

δ > 0 appearing in Assumption (Hθ0). Therefore, we obtain λ0 > 0, which, combined with the
continuity property (53), yields the existence of a suitable ε0. Then, (49) holds and we obtain (12)
with a = 1

2 .

4.2 Uniqueness for the MFG system

We begin with the proof of the second-order case.

Proof of Theorem 2, second-order case. Let ε0 = ε0(β, T ) > 0 be given by Proposition 1. Let
us assume that there exists ε 6 ε0 such that there are two distinct solutions (u1,m1, θε,m1) and
(u2,m2, θε,m2) of (MFG). Define for the sake of readability S (mi) := ρ ? θε,mi , so that the
conclusion of Proposition 1 implies

¨
(0,T )×Td

(
S (m1)−S (m2)

)
d(m1 −m2) 6 0. (54)

Let V := u1 − u2 and m := m1 −m2. Clearly, (V ,m) satisfy

− ∂tV − ν∆V =
‖∇xu1‖2

2
− ‖∇xu

2‖2

2
+ S (m1)−S (m2) (55)

and
∂tm− ν∆m = −∇ · (∇xu1m1) +∇ · (∇xu2m2). (56)

Using m as a test function in (55) and V as a test function in (56) we obtain (similar to [37])

¨
(0,T )×Td

(
S (m1)−S (m2)

)
d(m1 −m2) =

1

2

¨
(0,T )×Td

‖∇xV ‖2(m1 +m2) > 0.

This implies that the inequality in (54) is in fact an equality. By (12), this yields θε,m1 = θε,m2 ,
so that u1 = u2 by uniqueness of the solution to the HJB equation, finally, we get m1 = m2.

We now deal with the first-order case.
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Proof of Theorem 2, first-order case. We follow the methodology of [20, Theorem 3.3, Proof of
uniqueness]. Argue by contradiction and assume that there exists ε 6 ε0 such that there are two
distinct solutions (u1,m1, θε,m1) and (u2,m2, θε,m2) of (MFG) let ξ ∈ D(IRd) be a symmetric, non-
negative kernel supported in the unit ball with integral 1 and set, for any η > 0, ξη := (1/ηd)ξ(·/η).
Define

mi
η := ξη ? m

i ,W i
η :=

ξη ? (mi∇xui)
mi
η

, i = 1 , 2.

Observe that this definition is licit as, by Proposition 2, ∇xui is continuous mi a.e., so that mi∇xui
is a Radon measure.

We have, by direct computations,

∂tm
i
η +∇ · (mi

ηW
i
η) = 0.

Now, define
mη := m1

η −m2
η,

so that
∂tmη = −∇ · (m1

ηW
η
1 ) +∇ · (m2

ηW
2
η ).

Multiplying by u := u1 − u2 and integrating by parts in time we derive
¨

(0,T )×Td
(−∂tu)mη =

¨
(0,T )×Td

u
(
−∇ · (m1

ηW
η
1 ) +∇ · (m2

ηW
2
η )
)

=

¨
(0,T )×Td

u
(
−∇ · (ξη ? (m1∇xu1)) +∇ · (ξη ? (m2∇xu2))

)
=

¨
(0,T )×Td

〈∇xu, ξη ? (m1∇xu1)〉 −
¨

(0,T )×Td
〈∇xu, ξη ? (m2∇xu2)〉

=

¨
(0,T )×Td

m1
η〈∇xu ,∇xu1〉 −

¨
(0,T )×Td

m2
η〈∇xu,∇xu2〉

+

¨
(0,T )×Td

〈∇xu , ξη ? (m1∇xu1)− (ξη ? m
1)∇xu1 − ξη ? (m2∇xu2) + (ξη ? m

2)∇xu2〉.

Define

Rη :=

¨
(0,T )×Td

〈∇xu , ξη ? (m1∇xu1)−m1ξη ?∇xu1 − ξη ? (m2∇xu2) +m2ξη ?∇xu2〉.

Using the fact that u is a viscosity solution of (55) with ν = 0 we can rewrite the identity above as

Rη =

¨
(0,T )×Td

(S (m1)−S (m2))(m1
η −m2

η)

+

¨
(0,T )×Td

mη

(
‖∇xu1‖2

2
− ‖∇xu

2‖2

2

)
−
¨

(0,T )×Td
m1
η〈∇xu ,∇xu1〉+

¨
(0,T )×Td

m2
η〈∇xu,∇xu2〉.

Developing mη , u and grouping the terms we obtain

Rη = −
¨

(0,T )×Td

(
‖∇xu1‖2 + ‖∇xu2‖2

2
− 〈∇xu1,∇xu2〉

)
(m1

η +m2
η)
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+

¨
(0,T )×Td

(
S (m1)−S (m2)

)
d(m1

η −m2
η). (57)

As mi > 0, we have mi
η > 0 for i = 1 , 2. Thus,

Rη 6
¨

(0,T )×Td

(
S (m1)−S (m2)

)
d(m1

η −m2
η). (58)

Now we have, on the one-hand,
¨

(0,T )×Td

(
S (m1)−S (m2)

)
d(m1

η −m2
η) →

η→0

¨
(0,T )×Td

(
S (m1)−S (m2)

)
d(m1 −m2) 6 0

(59)
and, on the other hand,

Rη →
η→0

0. (60)

Indeed, we can brutally bound Rη as

|Rη| 6 C

¨
||x−y||6η ,(x,y)∈Td×IRd

|∇xu1(x)−∇xu1(y)|dm1(x)dy

+

¨
||x−y||6η ,(x,y)∈Td×IRd

|∇xu2(x)−∇xu2(y)|dm2(x)dy.

However, as we observed, ∇xui is continuous a.e. on the support of mi, thereby establishing (60).
Combined with (59) and (58) this entails

¨
(0,T )×Td

(S (m1)−S (m2))d(m1 −m2) = 0.

We can then conclude in the same way as in the second-order case.

4.3 Uniqueness in the ergodic case

Let us first state the ergodic counterpart to Proposition 1:

Proposition 5. Assume (HK) and (Hθ0), let µ > 0. There exist ε0, δ, a > 0, where δ is the
constant in (Hθ0) such that, for any ε 6 ε0, the following monotonicity condition holds: for
m,m′ ∈ P(Td),

ˆ
Td

(
ρ ? θε,m − ρ ? θε,m′

)
d(m−m′) 6 −εa

ˆ
Td

(
θε,m − θε,m′

)2
. (61)

The proof of this proposition is identical to that of Proposition 1 and is omitted here. With
this proposition at hand, the proof of uniqueness of (MFGergo) consists in applying the standard
arguments for the uniqueness of ergodic MFG, as detailed in [20, 40].

5 Proof of Theorem 4

The strategy of proof uses in a crucial way the core ideas of [20]. Let us introduce some notations;
we let ε > 0 , ν > 0 be fixed and, for any T > 0

θT := θε,m ,m
T = m,uT := u
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where (θε,m,m, u) is the unique solution of (MFG). We also define the rescaled functions

ΘT (s, x) := θT (sT, x) ,MT (s, x) := m(sT, x) ,WT (s, x) := uT (sT, x) for any (s, x) ∈ [0, 1]× Td.

Let (λ, θε,m,m, u) be the unique solution of the ergodic system (MFGergo). We start by proving
the convergence results on ΘT .

Proof of the L2 convergence of ΘT . Let us define θ
T

as the solution of∂tθ
T − µ∆θ

T − θT
(
K − ε(ρ ? m)− θT

)
= 0 in [0, T ]× Td ,

θ
T

(0, ·) = θ0 in Td.
(62)

Using the change of variables t = sT , we get

‖ΘT − θε,m‖2L2((0,1)×Td) =
1

T
‖θT − θε,m‖2L2((0,T )×Td)

6
1

T

(
‖θT − θT ‖L2((0,T )×Td) + ‖θT − θε,m‖L2((0,T )×Td)

)2
=

2

T

∥∥∥θT − θT∥∥∥2
L2((0,T )×Td)

+
2

T

ˆ T

0

‖θT (t)− θε,m‖2L2(Td)dt.

However, from Proposition 1 we know that∥∥∥θT − θT∥∥∥2
L2((0,T )×Td)

6 − 1

aε

¨
(0,T )×Td

(ρ ? θT − ρ ? θT )d(mT −m)

and, similarly, from (9), ˆ T

0

‖θT (t)− θε,m‖2L2(Td)dt 6 C

for some constant T independant of T , whence

‖ΘT − θε,m‖2L2((0,1)×Td) 6 −
2

aεT

¨
(0,T )×Td

(ρ ? θT − ρ ? θT )d(mT −m) +
C

T
.

It now remains to prove the following lemma:

Lemma 3. Under the assumption of Theorem 4, there exists a constant C > 0 such that

0 >
¨

[0,T ]×Td

(
ρ ? θT − ρ ? θ

)
d(mT −m) > −C. (63)

Proof of Lemma 3. In the second-order case ν > 0, it suffices to proceed as in the proof of Theorem
2 to obtain that

¨
[0,T ]×Td

(
ρ ? θT − ρ ? θ

)
d(mT −m)−

¨
(0,T )×Td

(mT +m)

2
‖∇xuT −∇xu‖2

=

ˆ
Td
u(m(T, ·)−m) +

ˆ
Td

(uT (0, ·)− u)(mT −m).

Observe that u ∈ L∞(Td). Furthermore, since
´
Td m

T =
´
Td m, for any x̄ ∈ Td,

ˆ
Td
uT (0, ·)(mT −m) =

ˆ
Td

(uT (0, ·)− uT (0, x̄))(mT −m) 6 2‖m‖L1(Td)‖∇xuT ‖L∞([0,T ]×Td).
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From this and Proposition 2, there exists a constant C0 such that

¨
[0,T ]×Td

(
ρ ? θT − ρ ? θ

)
d(mT −m)−

¨
(0,T )×Td

(mT +m)

2
‖∇xuT −∇xu‖2 > −C0.

This result holds in the first order case, using a similar approach as the proof of Theorem 2.

We thus deduce that

‖ΘT − θε,m‖2L2((0,1)×Td) 6
C ′

T

for some constant C ′ (that also depends on ε).

Proof of the convergence of WT . We can now conclude exactly as in [20]. Define wT := u+Tλ(1−
s), which solves

−∂sw
T

T
− ν∆wT +

‖∇xwT ‖2

2
= ρ ? θε,m

while WT solves the same Hamilton-Jacobi equation with the right hand side replaced with ρ?ΘT .
By standard Hamilton-Jacobi estimates we obtain

‖wT (s, ·)−WT (s, ·)‖L∞(Td) 6 ‖wT (1, ·)−WT (1, ·)‖L∞(Td) + T

ˆ 1

0

‖ρ ? (ΘT − θε,m)‖L∞(Td).

Then, using the L2-convergence of ΘT and the Cauchy-Schwarz inequality, we get

‖WT /T − λ(1− s)‖L∞ 6
C

T
+ ‖ρ‖L2(Td)‖ΘT − θε,m‖L2([0,T ]×Td) 6

C ′√
T

6 Proof of Theorem 3

Recall that Theorem 3 only holds in dimension one with additional assumptions on the function
K. We will first give an explicit construction of solutions, and then check that these solutions are
in fact unique.

Construction of explicit solutions

Lemma 4. Under the assumptions of Theorem 3, for y ∈ (0, 0.5), define θy as the solution of{
−µθ′′y = θy(K − θy) in (y, 0.5) ,

θ′y(y) = θ′y(0.5) = 0 , θ > 0 , θy(y) > 0.
(64)

Then:

1. θy decreasing on (y, 0.5) and satisfies K(0.5) 6 θy 6 K(y).

2. y 7→ θy(y) is decreasing and limy→0.5− θy(y) = K(0.5).
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Proof of Lemma 4. For a fixed y ∈ (0, 0.5), the existence of θy and its monotonicity follow from
rearrangement inequalities. The bounds on θy are obtained using the maximum principle.

Let us prove that y 7→ θy(y) is decreasing. Assume by contradiction that there exist 0 < y1 <
y2 < 0.5 such that θy1(y1) 6 θy2(y2). As θy1 is decreasing, ϕ(y2) < 0, where ϕ := θy1 − θy2 satisfies

− µϕ′′ − ϕ(K − (θy1 + θy2)) = 0 in (y2, 0.5) , ϕ′(y2) < 0 , ϕ′(0.5) = 0. (65)

Let ϕ− be the negative part of ϕ; we have ϕ′−(y2) > 0 and ϕ−(y2) > 0. Let us multiply (65) by
ϕ− and integrate by parts, we obtain

µ

ˆ 1

y2

(ϕ′−)2 −
ˆ 1

y2

ϕ2
−(K − (θy1 + θy2)) = −µϕ′−(y2)ϕ−(y2) < 0.

This is a contradiction with the fact that −µ∂2xx−(K−(θy1 +θy2)) admits a positive first eigenvalue.

Proof of the existence of solutions to (MFGergo,1D). Let ε ∈ (0,
´
TK). There are two cases to be

handled:

• If ε >
´
TK −K(0.5), define

θ :=

ˆ
T
K − ε, λ :=

ˆ
T
K − ε, m := 1 + ε−1(K −

ˆ
T
K) and u := 0. (66)

• If ε <
´
TK−K(0.5), by the mean-value theorem, there exists a unique y ∈ (0, 0.5) such that

ε = 2
´ y
0
K − 2yθy(y): indeed, it is easy to check that y 7→

´ y
0
K − yθy(y) is increasing by

taking its derivative and using Lemma 4. Then define, for x ∈ (−0.5, 0.5),

θ(x) := θy(y)1(0,y)(|x|) + θy(|x|)1(y,1)(|x|), λ := θy(y),

m(x) := ε−1(K − θy(y))1(0,y)(|x|) and u(x) := λ−
ˆ sup(|x|,y)

y

√
2(λ− θ).

(67)

In both cases, direct computations show that (λ, θ,m, u) solves (MFGergo,1D) (we use the fact
that u is C 1, so that it is indeed the viscosity solution of the Hamilton-Jacobi equation).

Remark 3 (Regarding the construction of (67)). To get an intuition on this construction, recall
that from the weak KAM formula (39), θ should be constant in supp(m) and, in fact

supp(m) ⊂ {θ = ‖θ‖L∞(T)}. (68)

The expression of u is standard, see [40].

Obtaining the uniqueness of solutions In this paragraph, we establish that the solutions we
just constructed are the unique solutions of (MFGergo,1D).

Lemma 5. Take (λ, θ,m, u) a solution of (MFGergo,1D). The measure m has no atoms.

Proof of Lemma 5. Argue by contradiction and assume that m has atoms. Let Xsing be the set
of atoms of m. We first observe that Xsing necessarily has an isolated point. Indeed, should that
not be the case, Xsing would be dense in an open subset ω 6= ∅ of (−0.5, 0.5). It follows from (68)
that θ is constant in ω. As θ is continuous, it is then constant in ω, whence K − εm− θ = 0 in ω,
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whence m has no atom in ω, a contradiction. Now, let us show that Xsing = ∅. If this is not the
case, let x∗ be an isolated atom of m. In particular, θ is C 1 in (x∗ − ε, x∗) ∪ (x∗, x∗ + ε). Indeed,
in the sense of distributions,

−µθ′(x) =

ˆ x

0

θ(K −m− θ),

and as m∗ has no atoms in (x∗ − ε, x∗) ∪ (x∗, x∗ + ε), the conclusion follows.
Now, as K , θ are continuous, −µ∂2xxθ has an atom at x∗. Adopting the notation [f ](x) :=

limε→0(f(x+ ε)− f(x− ε)) we obtain[
θ
′]

(x∗) =
θ(x∗)

µ
m({x∗}) > 0.

However, this is in contradiction with θ(x∗) =
∥∥θ∥∥

L∞
.

As a consequence of Lemma 5, θ is C 1 in T.

Lemma 6. There exists y ∈ (0, 1) such that supp(m) = [−y, y].

Proof of Lemma 6. We begin by showing that supp(m) ∩ [0, 0.5] is connected. Should this not be
the case, there exists a < b such that (a, b) ⊂ supp(m)c, a, b ∈ supp(m)∩ [0, 0.5]. By (68), we have

θ(a) = θ(b) = ‖θ‖L∞(T), so that θ
′
(a) = θ

′
(b) = 0. Observe that Lemma 4 holds if the end point

of the interval is b instead of 0.5. Therefore, we get θ(b) < θ(a), a contradiction.
Let us now show that 0 ∈ supp(m): if a = inf(supp(m) ∩ [0, 0.5]) > 0, then, using a similar

argument as above, we get θ(0) > θ(a) = ‖θ‖L∞ , a contradiction.

Finally, let us conclude the proof of Theorem 3.

End of the proof of Theorem 3. We proved that the support of m is of the form [−y, y] for some
y ∈ (0, 0.5] and that θ is constant on that support, denote by c > 0 that constant. Assume c > 0,
using the reaction-diffusion equation satisfied by θ, we get K − εm− c = 0 which implies

´
K > ε

by integration. We just proved that ε >
´
K implies θ ≡ 0.

Now assume that y < 0.5, by integrating on [−y, y] we obtain

ε =

ˆ y

−y
K − 2yc = 2

(ˆ y

0

K − yθy(y)

)
<

ˆ
T
K −K(0.5),

where the inequality comes from y 7→
´ y
0
K − yθy(y) being increasing as used in the construction

of (67). Consequently, if
´
TK −K(0.5) 6 ε <

´
TK then y = 0.5 which implies that θ ≡

´
TK − ε.

This and K − εm− θ = 0 imply m = 1 + ε−1(K −
´
TK). We recover (66) using (MFGergo,1D).

The only case that remains to be treated is ε <
´
TK −K(0.5). Using a similar argument, we

can prove that it implies y < 0.5, so that θ coincides with θy from Lemma (4). We conclude that
the solution can only be given by (67) as in the previous paragraph.
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