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Abstract

The relationship between energy demand and variables such as economic activity
and weather is well established. However, this paper aims to explore the con-
nection between energy demand and other social aspects, which receives little
attention. Through the use of natural language processing on a large news cor-
pus, we shed light on this important link. This study was carried out in five
regions of the UK and Ireland and considers multiple horizons from 1 to 30 days.
It also considers economic variables such as GDP, unemployment and inflation.
We found that: 1) News about military conflicts, transportation, the global pan-
demic, regional economics, and the international energy market are related to
electricity demand. 2) Economic indicators are more important in the East Mid-
lands and Northern Ireland, while social indicators are more useful in the West
Midlands and the South West of England. 3) The use of these indices improved
forecasting performance by up to 9%.

Keywords: Power systems, regional electricity demand, economy and society,
multi-horizon forecasting, probabilistic forecasting

1



Context

Electricity demand modelling is a fundamental process in power system planning,
operation, and energy trading [1]. In order to avoid additional carbon emissions from
excess electricity generation and the high costs of electricity storage, electricity demand
and supply should be matched over time [2]. Demand forecasting has become a means
of enabling power dispatch, planning generation schedules, and integrating renewable
energy sources [3].

Electricity demand forecasting is linked to various factors, including weather, eco-
nomic activity, and major events. These factors have been extensively studied across
different spatial and temporal scales [4]. First, weather conditions significantly impact
electricity demand by changing human activities, such as the use of heating, cooling,
and lighting devices. This is due to temperature variations, humidity, solar radia-
tion, and large meteorological events [5, 6]. Second, the intensity and development
level of economic activity are key elements influencing electricity demand. For exam-
ple, business hours and weekdays are characterised by higher electricity demand [7].
The authors of [8] proposed that electricity consumption in Brazil is spatially corre-
lated with regional economic development. Macroeconomic indicators such as gross
domestic product (GDP) per capita have been found to influence national electricity
demand significantly [9]. Third, large events lead to changes in consumption patterns
both temporally and spatially. For example, the lockdown policies during COVID-19
reduced electricity usage [10, 11].

In the early 2000s, researchers pointed out that social sciences should be integrated
into energy demand studies in order to gain a comprehensive understanding of the
formation and evolution of energy demand, which is influenced by market prices,
consumer awareness, and social norms [12]. However, social factors pose challenges due
to their ambiguous definition and measurement. In social sciences, scientists depict the
complex relationship between human social characters and energy demand through
household interviews, surveys, and relational sociology. These studies offer insights into
human behavior and the correlation with peak demand, flexibility volumes, and energy
usage patterns [13–15]. More recently, in order to better model electricity demand,
studies have been carried out with large datasets related to social activities, including
mobile phone network data [16], online search queries shown by Google Trends [17],
and high-resolution satellite images [18].

Public news contains extensive but overlooked social knowledge that is potentially
valuable for electricity demand modelling. Usually, this knowledge is noisy, unstruc-
tured, and sparse, making its distribution difficult to understand [19]. The emergence
of Natural Language Processing (NLP) technologies allows us to discover knowledge
from massive text. Attempts have already been made to forecast energy by forecast-
ing incorporating news text, such as crude oil prices forecasting [20–22]. The study
by [23] not only forecast crude oil prices, but also extended the application scope
to gold and natural gas futures using the same news corpus. In electricity demand
forecasting, the study by [24] used key word frequency extracted from social media
to improve forecasting and explain the structural change in the load profiles. This
research is an inspiring attempt at text-based forecasting in electricity demand, but
the incorporation of richer text features remains an issue. Other studies have worked
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on latent features processed by deep networks, for example Convolutional Neural Net-
work (CNN) and Long Short-Term Memories (LSTM) [25, 26]. Although they provided
improved forecasts compared to benchmarks, these studies lacked explanation of how
the textual features worked, which is more compelling in this research. In [27], the
authors discovered several social variables (geopolitical tensions, transportation, global
pandemics, etc.) in unstructured news that could cause changes in electricity demand.
However, the use cases only concern UK and Ireland national day-ahead load forecast-
ing. Regional scenarios and longer forecasting terms should be explored to verify the
time-varying impacts of social factors on electricity demand.

This study aims to explore more subtle relationships between economic-social activ-
ities and electricity demand. Building on [27], this paper extends the approach in four
key ways: 1) improving the methodology with a better explanation of causation, 2)
increasing the spatial resolution from national load to multi-regional loads, 3) test-
ing forecasts on longer horizons from 1 to 30 days ahead, and 4) studying the effect
on extreme cases. This study provides a more nuanced understanding of the com-
plex interplay between economic-social activities and energy consumption, which will
undoubtedly improve demand forecasting models.

Gaps, contributions, and research questions

In this study, we work on regional electricity demand forecasting incorporating both
economic and textual social drivers. Text-based prediction has been applied in many
areas, but there is a clear need to explain the improved performance and avoid the
effects of spurious correlations. The difficulty of explaining the improved performance
is due to the complicated and unintuitive steps of text preprocessing and feature
extraction, and the black-box nature of the models used. Recent studies of demand
forecasting with text have focused on single time series or forecast horizons, over-
looking the potential for generalising the results and preventing the opportunity to
determine the most appropriate application. Finally, the predominance of determinis-
tic forecasting prevents a comprehensive analysis of the ability of the method to deal
with forecasting uncertainty.

To bridge the gaps, this study contributes on the following points:
1. We propose a methodology to analyse the relationship between news content

and demand from multiple perspectives. This makes it possible to highlight the
relative importance of economic and social indicators.

2. We evaluate the method on a robust case study consisting of five regions in the
UK and Ireland, and forecasting horizons from 1 to 30 days ahead. This allows
us to understand where and when the social indicators studied are more relevant.

This study answers the following five research questions of relevance to power
system practitioners, with more detailed discussion provided in Results 5:
1. Is there any relationship between national news and regional electricity demand?
2. Can textual news be used for practical applications to improve regional demand

forecasting?
3. Which topics have a higher impact on electricity demand?
4. Are the results consistent for different regions?
5. For which forecast horizons is the impact higher?
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In order to facilitate the application to the wider research community,
the codes and datasets are made available at https://github.com/YunBAI-PSL/
Regional-electricity-demand-forecasting-with-news.

Results

This section first provides an analysis of the causality between economic indicators,
social indicators, and regional electricity demand, with a causality map and a route
as examples. Considering both deterministic and probabilistic forecasting, this section
compares the forecasting errors of the models with and without economic or social
factors in different regions. To understand the mechanism of how economic and social
factors impact forecasting, the fourth part of this section analyses feature importance
both overall and by horizon. The dependencies of key factors are also included. Finally,
this section answers the five research questions in Gaps, contributions, and research
questions. Note that this section only shows results for the East Midlands region; the
results of the other regions can be found in the Supplemental materials.

Causality analysis

Fig. 1: (a) Granger causality map of economic and social factors and electricity
demand in the East Midlands. Single and double rows indicate unidirectional and bidi-
rectional Granger causality, respectively. (b) Granger causality route from inflation
rate to electricity demand in the East Midlands.

To present the relations of economy, society, and electricity demand, we take the
East Midlands as an example. In Figure 1, we plot the causality map of direct relations
and a route of second order relations according to the results of the Granger test.
In Figure 1a, we discover that there is no direct link between economic factors and
electricity demand. The causation flows from economic factors to demand through
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social factors. In particular, electricity demand is influenced by news about transport,
pandemic control, regional economics, energy markets, strikes, and military conflicts.
For news about pandemic control and regional economics, a bidirectional causality
with electricity demand is also observed. Figure 1b presents a more complex causality
chain observed in the East Midlands region. This can be interpreted as: inflation
influences family life, which in turn influences travel & leisure. At this point, news
about travel & leisure shows bidirectional causality with strikes and pandemic control,
which, as seen before, directly influences electricity demand.

Deterministic forecast

To compare how economic and social factors impact electricity demands separately
and jointly, we designed an experiment consisting of the comparison of four differ-
ent prediction models trained with different sets of data. The prediction models are
introduced in Methods 3 and built with Gradient Boosting Machines (GBM). The
four models are: GBM, a benchmark forecast model trained only with historical load,
calendar and weather information; GBM-E, trained with the inputs of GBM and
three economic indicators (GDP, inflation, and unemployment); GBM-S, to which
text-extracted social features are added; and finally, GBM-SE, trained with all the
variables available for the previous models. Table 1 shows the Root Mean Squared
Errors (RMSE) and Mean Absolute Percentage Error (MAPE) performance across all
the regions on the average of 30 horizons.

Table 1: Horizon-averaged model performance of RMSE
and MAPE with and without economic and social factors.
S and E indicate social and economic factors. N (No) and
Y (Yes) are indicators to show if the factor (S or E) par-
ticipates in the model.

Regions
Metrics RMSE (MW) MAPE (%)

S
E

N Y N Y

East Midlands
N 135.76 125.78 3.19 2.89
Y 133.96 123.31 3.19 2.84

West Midlands
N 115.31 109.53 3.53 3.34
Y 109.05 107.91 3.32 3.27

South Wales
N 103.11 109.18 8.46 9.00
Y 101.82 108.61 8.35 8.93

South West
N 124.23 117.25 9.20 8.83
Y 116.69 116.15 8.78 8.77

Northern Ireland
N 53.66 49.42 5.64 5.15
Y 50.03 48.68 5.28 5.07

Ireland
N 154.08 165.90 3.52 3.88
Y 149.54 160.16 3.46 3.76

The analysis in Table 1 suggests that in each region considered, the use of social
features improves forecasting performance. In almost all the regions, the use of eco-
nomic indicators also contributes to improving forecasting performance. The overlap
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effect of economic and social factors can be observed in the East Midlands, West Mid-
lands, South West, and Northern Ireland. For example, in the East Midlands, economic
and social factors can improve the benchmark model by 1.3% and 7.4% respectively.
The improvement can reach up to 9.2% if both factors are combined. According to
the performance of the factors, we summarised the economic-sensitive regions as the
East Midlands and Northern Ireland, and the rest are social-sensitive regions.

Fig. 2: RMSE error plots for model PF, SCF, PF-SCF, GBM, and GBM-
ES in all the regions. a-f, GBM-ES is the best-performing GBM model
with economic, social or both factors. (a): East Midlands, (b): West Midlands,
(c): South Wales, (d): South West, (e) Northern Ireland, (f) Ireland.

The evolution of the forecasting error along the horizons from 1 to 30 days is
presented in Figure 2. Here, the models GBM and GBM-ES are compared to naive
forecasts: Persistence Forecasts (PF), Smart Climatology Forecasts (SCF), and the
linear combination of PF and SCF (PF-SCF), described in Methods 4. The charts
show how, in almost all cases, the proposed model outperforms naive approaches, and
the use of social and economic factors additionally reduces the errors.

Probabilistic forecast

In this case, the experiments presented above are repeated, but the evaluation is car-
ried out against probabilistic forecasts metrics. In particular, the Continuous Ranked
Probability Score (CRPS) is used as the metric to evaluate the performance of the
probabilistic forecast. Table 2 lists the CRPS values for all the regions on the average
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of 30 horizons. Its analysis shows that CRPS values can be decreased by 5% on aver-
age by adding social factors in the West Midlands and South Wales regions. In the
South West and Northern Ireland, economic factors improve probabilistic forecasts by
7.3% on average. Although both factors cannot reduce CRPS in the East Midlands,
their combination can still improve by 1%.

Figure 3 shows the improvements by percentage on all the horizons. It demonstrates
that in the East Midlands, economic factors improve forecasting on the future third
week with an average of 6.6%, while social factors are merely beneficial on days 2, 5,
and 6 with an improvement of 2.6%. The performance in the West Midlands and the
South West are similar. Economic factors contribute to the second half of the horizons,
reflecting delayed impact, but positive improvements in social factors cover almost all
the horizons. Considering the second half of the horizons, in the West Midlands, the
average improvement of economic factors is 3.8%, 10% for social factors, and 9.5% for
economic-social factors. In South Wales, social factors can reduce the CRPS by 1.1%
and 1% in the first and second halves of month. In Northern Ireland, economic and
social factors can improve probabilistic forecasting, and higher improvement appears
in the second half of the month. The improvement percentages for ‘E’, ‘S’, and ‘ES’
are 9.4%, 4.9%, and 9.2%, which shows that economic factors are more beneficial for
reducing forecasting uncertainty. Social factors from the UK news can slightly improve
the probabilistic forecasting in Ireland by less than 1%, and only in the first week.

As a short conclusion, combining economic and social factors is more beneficial
in deterministic forecasting. A single social or economic factor performs better for
probabilistic forecasting. In the West Midlands and South Wales, social factors can
improve both forecasting tasks, while Northern Ireland prefers economic factors.

Table 2: Horizon-averaged model perfor-
mance of CRPS with and without economic
and social factors. S and E indicate social
and economic factors. N (No) and Y (Yes)
are indicators to show if the factor (S or E)
participates in the model.

Regions
S

E
N Y

East Midlands
N 0.2841 0.2849
Y 0.3037 0.2822

West Midlands
N 0.2759 0.2735
Y 0.2517 0.2578

South Wales
N 0.7329 0.8133
Y 0.7233 0.7956

South West
N 0.4629 0.4387
Y 0.4471 0.4436

Northern Ireland
N 0.3815 0.3454
Y 0.3627 0.3463

Ireland
N 0.3306 0.3910
Y 0.3500 0.3968
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Fig. 3: Probabilistic forecasting improvements of models with economic
and social factors. a-f, improvement percentages for 30 horizons in the different
participation of economic-social factors. ‘E’ for economic, ‘S’ for social, ‘ES’ for both
economic and social. (a): East Midlands, (b): West Midlands, (c): South Wales, (d):
South West, (e) Northern Ireland, (f) Ireland.

A final analysis for probabilistic forecasts was carried out on a single special day.
In the UK, 2023-05-08 (Monday) was a bank holiday to celebrate the coronation of
King Charles III. However, due to its exceptional nature, this date was not present in
the calendar used to identify non-working days. The government actually announced
that 2023-05-08 would be a bank holiday on 2022-11-06, according to the news: Extra
bank holiday approved to mark King’s coronation [28]. The python package holidays
0.40 used in the benchmark model did not include 2023-05-08 as a holiday [29]. Thus,
the benchmark model treated the date 2023-05-08 as a normal Monday and overesti-
mated the demand on this day. Nevertheless, the model incorporating social factors
captured the relevant textual information that was mentioned more frequently as May
8th approached. The model featuring social factors outperformed the benchmark on
different horizons as shown in Figure 4.

Figure 4 shows the comparison of actual values and forecasts of electricity demand
in the East Midlands on date 2023-05-08. Both the benchmark and the model with
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Fig. 4: Actual values and forecasts of electricity demand in the East Midlands on
date 2023-05-08. The forecasts are generated by benchmark and the model with social
factors. The horizons are 1, 10, and 30 days before 2023-05-08, which means that the
datasets used in the three subplots end on 2023-05-07, 2023-04-28, and 2024-04-08
respectively. The RMSE improvements and 90% confidence intervals are given in the
figure.

social factors are PGBM models in probabilistic forecasting. It is obvious that the
demand is overestimated, because the models recognised this day as a regular Mon-
day instead of holiday. However, the model with social factors can decrease forecasts
especially in daytime, corresponding to the higher level of human activity, and brings
19.89%, 18.72%, and 10.96% of RMSE improvements for horizons 1, 10, and 30 days
with respect to the benchmark. This case clearly illustrates well the impact of sudden
events on the benchmark model. The adjustments for holidays prevented the bench-
mark from responding in time, leading to forecasting biases. This demonstrates that
our model with social factors has the ability to handle sudden events, especially when
traces of these events can be found in historical news texts, which the benchmark fails
to detect.

Feature importance analysis

In this subsection, we applied SHAP (SHapley Additive exPlanations) methods to
explain how economic and social factors contribute to the forecasting process [30].
We analysed the overall feature importance ranking and how the importance of top
features varies with forecasting horizons. We also investigated the dependency of top
factors with the most correlated feature. Figure 5 shows the results of the analysis for
the East Midlands.

In Figure 5a, GDP, energy markets, and regional economics are the top three
factors impacting electricity demand in the East Midlands. As expected, higher GDP
impacts demand positively, as with the text-based social factors of energy markets and
regional economics. In Figure 5b, GDP is always more important than the other two
factors, and shows weekly patterns. The SHAP values of energy markets and regional
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(a) Overall (b) All horizons

(c) GDP and unemployment (d) Energy markets and strikes

Fig. 5: Feature importance analysis plots by SHAP values in the East Midlands. (a)
and (b) are SHAP values overall and on all horizons. In (b), G is for GDP, E is for
energy markets, R is for regional economics, (c) is the dependency plot of GDP and
unemployment, and (d) is the dependency plot of energy markets and strikes.

economics are relatively stationary. The top features can be different in the other
regions. In the West Midlands and Ireland, inflation ranks first in all the economic
and social factors. Unemployment ranks in the top three in South Wales, the South
West, and Northern Ireland.

Figure 5c and Figure 5d demonstrate the top two features and related interaction
with the features detected by SHAP values on the whole dataset. In Figure 5c, the
SHAP values and the actual GDP are positively correlated, and the SHAP values
are higher under low unemployment rates. In Figure 5d, the SHAP values of energy
markets follows an inverted U-shape. At the lower level of strikes, the SHAP values are
positive correlated with the actual energy markets. The SHAP values start decreasing
with the actual energy markets under a higher level of strikes.
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Discussion

From the analysis of the results above, this study aims at answering the following
research questions, and is thus beneficial for a better understanding of electricity
demand, its potential application in forecasting, and the advantages and limitations
of using NLP.

1. Is there any relationship between national news and regional electric-
ity demand?

This question was initially answered in the work of [27] at the national level. This
second study shows that there is still a stable relationship between national news
and regional electricity demand. Results 1 identifies that social factors from national
news, such as energy markets and regional economics, can result in a Granger-cause
change in regional demand. National economic features can impact regional demand
by Granger causing social factors. According to Results 4, news information plays
a rather important role in forecasting models and we can also detect the complex
interaction between different economic or social factors.

2. Can textual news be used for practical applications to improve
regional demand forecasting?

NLP techniques are powerful for extracting numeric features, such as sentiments
and topics, from textual news, and have been used to forecast crude oil prices [23],
taxi demand [31], and so on. In this study, adding textual features to our forecasting
model improved both deterministic and probabilistic performance, as evidenced by
Results 2 and Results 3. In Table 3, the results have been averaged across all regions
and horizons. They show better performance when textual features are added, with
improvements of 3.9% and 2.3% for deterministic and probabilistic tasks, respectively.

Table 3: Horizon and regional averaged
model performance of CRPS with and
without economic and social factors. S and
E indicate social and economic factors. N
(No) and Y (Yes) are indicators to show
if the factor (S or E) participates in the
model.

S
E Deterministic Probabilistic

N Y N Y
N 106.41 102.23 0.4275 0.4312
Y 102.31 100.93 0.4177 0.4251

3. Which topics have a higher impact on electricity demand?
SHAP values offer a method to quantify feature importance in forecasting models.

As described in Results 4, the significance of features varies across regions. Key eco-
nomic indicators such as GDP, inflation, and unemployment are influential on regional
demand. Additionally, social factors such as energy markets, regional economics,
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military conflicts, strikes, and transportation rank higher than the other factors.

4. Are the results consistent for different regions?
The study reveals a mixed picture of improvements across the six regions under

investigation. Notable advancements were observed in four regions, demonstrating the
importance of the textual features. However, in South Wales and Ireland, the results
showed marginal improvements, indicating a potential need for further refinement or
alternative approaches in these regions.

In Ireland, this phenomenon was in part expected, since this dataset was added
for comparison with the UK regions, but the model was fed with textual data and
economic indicators from the UK, not from Ireland. On the one side, Ireland is close
to the UK, sharing a common border and a common language. Furthermore, news
about politics in Northern Ireland was indicated as important for the prediction of UK
national load in [27]. On the other hand, BBC news is clearly more related to the UK
and not directly pertinent to Ireland, therefore, the lack of relevant impact observed
is understandable. Regarding South Wales, its demand has been found to be the most
challenging to predict, as shown in Figure 2 and Figure 3.

In the East Midlands and Northern Ireland, our results highlighted the significance
of economic features as primary drivers of the observed outcomes, as seen in Table 1.
This finding underscores the unique economic characteristics of the regions and their
influence on the overall results. Conversely, in the remaining regions, social textual
features emerged as more critical as seen in Table 1. This outcome emphasised the
importance of incorporating textual features in future studies or strategies.

5. For which forecast horizons is the impact higher?
Table 5 to Table 10 and Table 11 in Supplemental materials show that economic

or social factors are more powerful on the first ten horizons. The reasons are twofold.
First, the predictive ability of the model decreases on longer horizons. Second, news
is an external feature subject to timeliness, and current news is difficult to predict
further.

Methods

Dataset

As an extended study of [27], this work still chooses the UK and Ireland as the
research cases. Historical electric demand is obtained from [32] and the ENTSO-E
transparency platform[33] for the Republic of Ireland and the regions Northern Ireland,
East Midlands, West Midlands, South Wales, and South West.

Historical textual news sourced from the BBC news repository is maintained by
[34]. The textual features such as word frequencies and topics are extracted by [27].
The thousands of features generated are clustered and aggregated into ’social factors’
as described in Methods 2, summarised as: military conflicts, transportation, travel
& leisure, sports events, pandemic control, regional economics, strikes, family life,
election, and energy markets (see detailed description in Table 4).
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In addition to the previous study, we also consider historical economic data. The
objective is to verify a few key points. First, we want to ensure that any causality
observed between social factors and electricity load is genuine. Second, we aim to
confirm that improvements in forecast performance are not merely a reflection of
easily obtainable economic data. Specifically, we want to avoid situations where social
factors merely mirror economic developments that are readily available in tabular
form. We apply the Gross Domestic Product (GDP) per capita, inflation rate, and
unemployment rate from a national scale to incorporate the macroeconomic effects on
electricity demands from [35].

This research involved building forecasting models based on the machine learning
paradigm, where feature engineering is integral. In Results 2, the benchmark model
includes features of historical demands, and calendar indicators for holidays and week-
ends, as set in [27]. Regarding temperatures, 2-m temperatures for the major cities
in each region were taken from ERA5, the global climate and weather dataset in the
European Centre for Medium-Range Weather Forecasts (ECMWF) [36]. Concretely,
we collected the temperatures in Leicester for the East Midlands, Birmingham for
the West Midlands, Cardiff for South Wales, Bristol for the South West, Belfast for
Northern Ireland, and Dublin for Ireland. Given that longer horizons are forecast in
this study, the average hourly and monthly temperatures were employed instead of
the instant observations to maintain the central trend and seasonality.

Feature Clustering

In the work [27], the authors extracted thousands of numerical features from vast news
text with different NLP methods, covering statistical counts, word frequencies, public
sentiments, topic distributions, and word embeddings. The authors stated that not all
the features are useful for forecasting tasks, and features from different sources may
have overlaps semantically. For example, the frequency of the word ‘war’ and war-
related topic features refer to the same content, and the shapes of their feature series
are similar.

Based on the above findings, we grouped all the features in [27] into ten clusters
by hierarchical clustering and took the centroids from each cluster as social factors.
Our method has three advantages: i) avoiding working with a large number of features
by focusing on the ten centroids; ii) reducing the semantic overlaps between features
by maximising the distances between clusters; iii) keeping the explanation while sim-
plifying the analysis procedure. We summarised the content of each centroid as social
factors (‘S’) by the features included as follows: S1 for military conflicts, S2 for trans-
portation, S3 for travel & leisure, S4 for sports events, S5 for pandemic control, S6
for regional economics, S7 for strikes, S8 for family life, S9 for election, and S10 for
energy markets.

Forecasting models and settings

A Light Gradient Boosting Machine (LGBM) is used as the deterministic forecasting
model [37]. Based on decision trees, LGBM introduces Exclusive Feature Bundling
(EFB) and Gradient-based One-Side Sampling (GOSS) to decrease computing time
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and resources while maintaining accuracy. EFB can reduce the number of features
by bundling them into one dimension, especially sparse dummy features. The GOSS
method is effective in reducing the training samples. GOSS considers data samples with
higher gradients more critical when computing information gain for splitting a node.
By keeping the top a samples and randomly selecting from the rest of the samples with
lower gradients, GOSS can speed up the process and lead to more accurate results.

In probabilistic forecasting, LGBM usually trains different models for each target
quantile to depict the total forecasting distributions. If there are multiple quantiles, it
will take more time to train and maintain the quantile regression models. Instead of
training model ŷq = f(x) for all quantiles q, Probabilistic Gradient Boosting Machines
(PGBM) focus on learning the key parameters of an assumed target distribution
[38]. In our case, we assume the data are normal distribution, that PGBM can learn
(µŷ, σ

2
ŷ) = f(x), and that the forecasting target ŷ can be sampled or inferred from

ŷ ∼ N(µŷ, σ
2
ŷ).

Before model training, the dataset is split into a training set (2020.06.01 to
2022.11.30), a validation set (2022.12.01 to 2022.12.31), and a test set (2023.01.01-
2023.05.31). All the data are standardised according to the training set to ensure the
features are on the same scale and follow a normal distribution. For multi-horizon
forecasting tasks in each region, we built 30 models for 30 horizons. In each horizon,
we wrapped the hourly data into a multi-regression form, with 24 targets for 24 hours
one day ahead. For sample i and horizon h, the formulas are ŷi,h = fd(xi) for deter-
ministic forecasting and (µŷi,h

,σ2
ŷi,h

) = fp(xi) for probabilistic forecasting, where

xi = (xi,1, xi,2, ..., xi,m) is the vector with m features, fd(∗) and fp(∗) are LGBM
and PGBM models, ŷi,h = (ŷ1,i,h, ŷ2,i,h, ..., ŷ24,i,h) is the target vector with 24 hours,
µŷi,h

= (µŷ1,i,h
, µŷ2,i,h

, ..., µŷ24,i,h
) and σ2

ŷi,h
= (σ2

ŷ1,i,h
, σ2

ŷ2,i,h
, ..., σ2

ŷ24,i,h
) are mean and

variance vectors with 24 hours. fd(∗) and fp(∗) both take Mean Squared Error (MSE)
on the validation set as the loss function. For hyper-parameter searching, we employed
Optuna, an automatic optimisation framework [39]. Optuna designs efficient search-
ing and pruning strategies and allows users to build search space dynamically, thus
achieving high performance with limited computing resources. For simplicity, we refer
to both LGBM and PGBM as GBM in the main text.

Benchmark models

Focusing on deterministic forecasting, this study considers several benchmark models:
Persistence Forecasts (PF), Smart Climatology Forecasts (SCF), and a combination of
PF and SCF (PF-SCF). PF and SCF are naive models with only history observations
and are useful for short- and long-term forecasting [1]. PF takes the last observed value
yt as the forecast for all the horizons: ŷt+h = yt(h = 1, ...,H), where H is the horizon
of interest. As to SCF, it is a smarter version of Climatology Forecasts (CF). CF is

based on the average of all the historical observations: ŷt+h =
∑N

i=1 yi(h = 1, ...,H),
where N is the number of observations. Considering the seasonal patterns in electricity
demands, SCF uses the average history data at the same month and hour as the
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forecasts:

ŷt+h =
1

Nh

N∑
i=1

yi · 1(month(t+h)=month(ti)∩(hour(t+h)=hour(ti))), (1)

where Nh is the number of historical data with the same month and hour as timestamp
t + h, 1 is the indicating function, month(t + h) and hour(t + h) are the month and
hour of timestamp t+h, month(ti) and hour(ti) are the month and hour of timestamp
ti. According to [1], the combination of PF and SCF is better than the single model,
with the forecast calculated as: ŷPF−SCF,t+h = αŷPF,t+h + (1 − α)ŷSCF,t+h, where
0 < α < 1 is the coefficient of the convex combination. In our case, we combine the
forecasts from PF and SCF using the LASSO model for the PF-SCF model.

Evaluation metrics

For deterministic forecasting, Root Mean Square Error (RMSE) and Mean Absolute
Percentage Error (MAPE) are used to measure the deviation between the truth and the
forecasts. Continuously Ranked Probability Score (CRPS) measures the discrepancy
between the cumulative distributions of the truth and forecasts. The three metrics can
be calculated as follows:

RMSE =
1

30D

30∑
H=1

D∑
d=1

√√√√ 1

24

24∑
h=1

(yh,d,H − ŷh,d,H)2, (2)

MAPE =
100%

30×D × 24

30∑
H=1

D∑
d=1

24∑
h=1

∣∣∣∣yh,d,H − ŷh,d,H
yh,d,H

∣∣∣∣ , (3)

CRPS =
100%

30×D × 24

30∑
H=1

D∑
d=1

24∑
h=1

∫
[F (ŷh,d,H)− 1{ŷh,d,H≥yh,d,H}]

2dŷ, (4)

where the RMSE and MAPE are first calculated on each day ahead (24 hours), then
averaged on all of the days and all of the horizons. yh,d,H and ŷh,d,H are the true
electricity demand and forecasts. D is the number of days in the test set for each
model. Hour h varies from 1 to 24, and horizon H varies from 1 to 30. In Formula 4,
CRPS is calculated on each hour and averaged as RMSE and MAPE. F ( ˆyh,d,H) is the
Cumulative Distribution Function (CDF) of ŷh,d,H , and in our case it follows normal
distribution. 1 is the indicator function.

Granger test

Based on the Vector Auto-Regression (VAR) model, the target of the Granger test is
to detect whether a time series X can forecast another series Y [40]. If so, it is said
that series X Granger causes Y . To conduct the test, the Granger method constructs
two VAR models for Y :

Yt = α0 + α1Yt−1 + · · ·+ αpYt−p + εt, (5)
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Yt = β0 + β1Yt−1 + · · ·+ βpYt−p + γ1Xt−1 + · · ·+ γqXt−q + ϵt, (6)

where p and q are lag orders, αi, βi, and γi are coefficients, εt and ϵt are error terms.
As seen from the second VAR model, lag terms of X are added. If the second model
is significantly better than the first, then X can forecast Y . F-statistic can be applied
to test whether there is a significant difference between the two by comparing the
Residual Sum of Squares (RSS) of both models. Given n samples of the data, RSS =∑n

i=1(yi − ŷi)
2. Note R0 and R1 are RSS for the two VAR models, F-statistic is

computed as follows:

F =
(R1 −R0)/q

R0/(n− p− q)
∼ F (q, n− p− q). (7)

The null hypothesis H0 is that X cannot forecast Y . By comparing the F-statistic
with Fδ under significant level δ, if F > Fδ, then H0 is rejected, indicating that X
can Granger-cause Y .
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J., Nicolas, J., Peubey, C., Radu, R., Rozum, I., Schepers, D., Simmons, A., Soci,
C., Dee, D., Thépaut, J.-N.: ERA5 hourly data on single levels from 1940 to
present. Copernicus Climate Change Service (C3S) Climate Data Store (CDS)
(2023). https://doi.org/10.24381/cds.adbb2d47

[37] Ke, G., Meng, Q., Finley, T., Wang, T., Chen, W., Ma, W., Ye, Q., Liu, T.-Y.:
Lightgbm: A highly efficient gradient boosting decision tree. Advances in neural
information processing systems 30 (2017)

19

https://doi.org/10.1109/ISGTEUROPE56780.2023.10408499
https://doi.org/10.1016/j.energy.2022.126012
https://doi.org/10.1109/TPWRS.2024.3361074
https://doi.org/10.1109/TPWRS.2024.3361074
https://www.bbc.com/news/uk-63528830
https://www.bbc.com/news/uk-63528830
pypi.org/project/holidays
pypi.org/project/holidays
https://proceedings.neurips.cc/paper_files/paper/2017/file/8a20a8621978632d76c43dfd28b67767-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2017/file/8a20a8621978632d76c43dfd28b67767-Paper.pdf
https://doi.org/10.1016/j.inffus.2018.07.007
nged.data@nationalgrid.co.uk
https://www.nationalgrid.co.uk/our-network/live-data-feed-application-map
https://www.nationalgrid.co.uk/our-network/live-data-feed-application-map
https://transparency.entsoe.eu
https://dracos.co.uk/made/bbc-news-archive/archive.php
https://dracos.co.uk/made/bbc-news-archive/archive.php
https://www.ons.gov.uk/census
https://doi.org/10.24381/cds.adbb2d47


[38] Sprangers, O., Schelter, S., Rijke, M.: Probabilistic gradient boosting machines
for large-scale probabilistic regression. In: Proceedings of the 27th ACM SIGKDD
Conference on Knowledge Discovery & Data Mining, pp. 1510–1520 (2021). https:
//doi.org/10.1145/3447548.3467278

[39] Akiba, T., Sano, S., Yanase, T., Ohta, T., Koyama, M.: Optuna: A next-
generation hyperparameter optimization framework. In: Proceedings of the 25th
ACM SIGKDD International Conference on Knowledge Discovery & Data
Mining, pp. 2623–2631 (2019). https://doi.org/10.48550/arXiv.1907.10902

[40] Granger, C.W.: Investigating causal relations by econometric models and cross-
spectral methods. Econometrica: journal of the Econometric Society, 424–438
(1969) https://doi.org/10.2307/1912791

20

https://doi.org/10.1145/3447548.3467278
https://doi.org/10.1145/3447548.3467278
https://doi.org/10.48550/arXiv.1907.10902
https://doi.org/10.2307/1912791


Supplemental materials

Other benchmarks

Generalised Additive Models (GAM) is a generalised version of the linear model, a
linear form of several nodes [2]. Each node f is a non-linear combination of features
based on spline basis B(x): f(x) =

∑m
i=1 βiBi(x), where m is the dimension of B(x).

The GAM for forecasting electricity demand is:

Dt =

7∑
i=1

1∑
j=0

αi,j1(dowt=i)∩(dlst=j)

+

7∑
i=1

βiD1d,t1dowt=i + γD1w,t

+ f1(t) + f2(toyt) + f3(t, Tt) + f4(Tδ=0.95,t)

+ f5(Tδ=0.99,t) + f6(TMin99,t, TMax99,t) + ϵt,

(8)

where Dt is the electricity demand at timestamp t, αi,j , βi, and γ are the coefficients
that will be optimised, 1 is the indicating function, dowt is the day of week variable,
dlst is a 0-1 variable to show if t is daylight saving time or standard time, D1d,t and
D1w,t are the demand of last day and week at the same time t, toyt is the time of year
linearly growing from 0 to 1 during the year, Tt is temperature at time t, Tδ=0.95,t

and Tδ=0.99,t are exponentially smoothed temperatures on δ = 0.95 and δ = 0.99:
Tδ,t = δTδ,t−1 + (1 − δ)Tt, TMin99,t and TMax99,t are the minimum and maximum of
Tδ=0.99 on a certain day before timestamp t.

Based on ordinary least square regression, Least Absolute Shrinkage and Selection
Operator (LASSO) adds an L1 regularisation term to penalise model complexity and
make the parameters sparse [3]. Supposing there are m samples and n features, the
forecast ŷi is:

ŷi = β0 + β1xi,1 + β2xi,2 + . . .+ βnxi,m, (9)

and the loss function of LASSO is:

L(β) =
1

2n

n∑
i=1

(yi − ŷi)
2 + λ

m∑
j=1

|βj |, (10)

where β0 is an intercept, β1 to βn are coefficients, yi is the truth value, and λ controls
regularisation between 0 and 1.

Support Vector Regression (SVR) is a regression model based on Support Vector
Machines (SVM) and captures the non-linear relationship between features and targets
[4]. It uses kernel functions to map the inputs to high-dimensional space for a better
data split. It also considers margin bounds and uses data outside bounds to fit the
model with tolerance to specific errors, thus keeping the model smooth. The process
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of solving an SVR model can be transferred to optimisation of a convex problem as:

min
w,b,ζ,ζ∗

1

2
||w||2 + C

m∑
i=1

(ζi + ζ∗i )

subject to: yi − wTϕ(xi)− b ≤ ϵ+ ζi

wTϕ(xi) + b− yi ≤ ϵ+ ζ∗i

ζi, ζ
∗
i ≥ 0,

(11)

where w is the weight vector, b is the bias, ϕ(∗) is the kernel function, ζi and ζ∗i are
slack variables, C is the penalty parameter, and ϵ is the error tolerance.

ExtraTrees Regressor (ETR) is an ensemble learning algorithm that integrates the
results of multiple decision trees to improve the model generalisation [5]. Different
from random forest, ETR randomly selects and splits a feature subset, and trains on
the randomly selected samples. The random choice of ETR increases model diversity
and reduces the risk of over-fitting. When splitting a node, given the randomly selected
sample subset S and feature fi, the maximum and minimum of fi in S are noted
as fS

i,max and fS
i,min, a split can be defined as si = [fi < fi,c], where fi,c is a cut-

point. For the randomly selected N features F = [f1, f2, ..., fN ], one can get N splits
for all the features S = [s1, s2, ..., sN ]. The final optimal split s∗ is computed by
s∗ = argmax

s∈S
score(s, S). In the regression task, if Sl and Sr are two subsets of S split

by s, and Sl ∪ Sr = S, score(s, S) can be calculated as follows:

score(s, S) =
var{y|S} − |Sl|

S var{y|Sl} − |Sr|
S var{y|Sr}

var{y|S}
, (12)

where var{y|S} is the variance of output y in sample subset S, | ∗ | is the number of
samples.
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Results figures and tables

Fig. 6: Electricity demand plots for all the regions. a-f, (a): East Midlands,
(b): West Midlands, (c): South Wales, (d): South West, (e) Northern Ireland, (f)
Ireland.
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Table 11: CRPS results on different models and horizons.
PGBM-E is the model featuring economic factors, PGBM-S fea-
tures social factors, PGBM-ES features both economic and social
factors.

Regions Methods
Horizons

1-10 11-20 21-30 1-30
East Midlands PGBM 0.2571 0.3084 0.2867 0.2841

PGBM-E 0.2691 0.2964 0.2892 0.2849
PGBM-S 0.2672 0.3345 0.3092 0.3037
PGBM-ES 0.2630 0.2991 0.2845 0.2822

West Midlands

PGBM 0.2436 0.2883 0.2957 0.2759
PGBM-E 0.2423 0.2963 0.2818 0.2735
PGBM-S 0.2301 0.2593 0.2655 0.2517
PGBM-ES 0.2337 0.2754 0.2644 0.2578

South Wales

PGBM 0.5893 0.8206 0.7887 0.7329
PGBM-E 0.6813 0.9394 0.8192 0.8133
PGBM-S 0.5867 0.8075 0.7755 0.7233
PGBM-ES 0.6573 0.9036 0.8258 0.7956

South West

PGBM 0.3804 0.4941 0.5141 0.4629
PGBM-E 0.3815 0.4649 0.4696 0.4387
PGBM-S 0.3820 0.4695 0.5141 0.4471
PGBM-ES 0.3963 0.4615 0.4730 0.4436

Northern Ireland

PGBM 0.3656 0.3965 0.3825 0.3815
PGBM-E 0.3457 0.3548 0.3356 0.3454
PGBM-S 0.3531 0.3743 0.3608 0.3627
PGBM-ES 0.3379 0.3560 0.3450 0.3463

Ireland

PGBM 0.3024 0.3640 0.3252 0.3306
PGBM-E 0.3598 0.4461 0.3672 0.3910
PGBM-S 0.3144 0.3880 0.3478 0.3500
PGBM-ES 0.3611 0.4476 0.3820 0.3968
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Fig. 8: Granger causality map of economic and social factors. Single and double rows
indicate unidirectional and bidirectional Granger causality, respectively. E1 is for GDP,
E2 is unemployment rate, E3 is inflation rate. S1 to S10 are social factors as listed in
Section 1.
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Fig. 9: Granger causality map of economic-social factors and electricity demand in
the West Midlands. Single and double rows indicate unidirectional and bidirectional
Granger causality, respectively.
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Fig. 10: Granger causality map of economic-social factors and electricity demand in
South Wales. Single and double rows indicate unidirectional and bidirectional Granger
causality, respectively.

36



Fig. 11: Granger causality map of economic-social factors and electricity demand
in the South West. Single and double rows indicate unidirectional and bidirectional
Granger causality, respectively.
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Fig. 12: Granger causality map of economic-social factors and electricity demand
in Northern Ireland. Single and double rows indicate unidirectional and bidirectional
Granger causality, respectively.
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Fig. 13: Granger causality map of economic-social factors and electricity demand
in Ireland. Single and double rows indicate unidirectional and bidirectional Granger
causality, respectively.
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(a) Overall (b) All horizons

(c) Regional economics and travel &
leisure (d) GDP and Election

Fig. 14: Feature importance analysis plots by SHAP values in the West Midlands.
(a) and (b) are SHAP values overall and on all horizons. In (b), R is for regional
economics, G is for GDP, I is for inflation. (c) is the dependency plot of regional
economics and travel & leisure. (d) is the dependency plot of GDP and election.
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(a) Overall (b) All horizons

(c) Unemployment and inflation (d) GDP and inflation

Fig. 15: Feature importance analysis plots by SHAP values in South Wales. (a) and
(b) are SHAP values overall and on all horizons. In (b), U is for unemployment, G
is for GDP, R is for regional economics, (c) is the dependency plot of unemployment
and inflation, and (d) is the dependency plot of GDP and inflation.
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(a) Overall (b) All horizons

(c) GDP and strikes (d) Unemployment and GDP

Fig. 16: Feature importance analysis plots by SHAP values in the South West. (a)
and (b) are SHAP values overall and on all horizons. In (b), G is for GDP, U is for
unemployment, R is for regional economics, (c) is the dependency plot of GDP and
strikes, and (d) is the dependency plot of unemployment and GDP.
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(a) Overall (b) All horizons

(c) GDP and inflation (d) Regional economics and sports events.

Fig. 17: Feature importance analysis plots by SHAP values in Northern Ireland. (a)
and (b) are SHAP values overall and on all horizons. In (b), G is for GDP, R is for
regional economics, U is for unemployment, (c) is the dependency plot of GDP and
inflation, and (d) is the dependency plot of regional economics and sport events.
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(a) Overall (b) All horizons

(c) Inflation and GDP (d) GDP and unemployment

Fig. 18: Feature importance analysis plots by SHAP values in Ireland. (a) and (b)
are SHAP values overall and on all horizons. In (b), I is for inflation, G is for GDP,
E is for energy markets, (c) is the dependency plot of inflation and GDP, and (d) is
the dependency plot of GDP and unemployment.
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