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LSTM-Based Time-Frequency Domain Channel
Estimation for OTFS Modulation

Ana Flavia dos Reis, Bruno Sens Chang, Member, IEEE, Yahia Medjahdi, Member, IEEE, Glauber Brante, Senior
Member, IEEE and Faouzi Bader, Senior Member, IEEE

Abstract—Orthogonal Time Frequency Space (OTFS) is a
promising modulation scheme that works in the delay-Doppler
(DD) domain, offering resistance to frequency selective fading
and time-varying channels. Thus, OTFS channel estimation
assumes great significance for successful transmission. Typically,
it requires allocating pilots in the DD domain, which often results
in an increase in the peak-to-average power ratio (PAPR) and
high complexity to detect the received signal. In response to these
issues, we present a solution that estimates the channel in the
time-frequency (TF) domain. In addition, although several works
in the literature present solutions for OTFS channel estimation,
few consider the presence of high-power amplifiers (HPAs) and
explain the impact of nonlinear effects on channel estimation and
system performance. Starting from channel estimation based on
preambles and pilots in the TF domain, we present a solution
capable of obtaining reliable channel estimation using a long
short-term memory (LSTM) network in highly selective channel
conditions, effectively compensating for nonlinearities in signal
reception. Our results validate the effectiveness of the proposed
solution, highlighting its potential to improve the performance
and robustness of OTFS communication systems in real scenarios
with nonlinear HPA effects.

Index Terms—Channel estimation, LSTM, OTFS, HPA distor-
tions, Vehicular communication.

I. INTRODUCTION

EETING the increasing demand for higher data rates,
reliability, and connectivity, the dynamic scenario of
modern wireless communication systems poses significant
challenges [1]. In particular, vehicular communication is one
of the areas of greatest interest for the development of
solutions within future 6G applications, where one of the
challenges is to estimate the wireless channel with sufficient
quality in order to ensure reliable communication.
As vehicular communication scenarios continue to evolve,
the demand for robust and efficient wireless communication
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systems becomes increasingly critical. In this context, al-
though widely adopted, conventional multicarrier transmission
schemes, such as orthogonal frequency division multiplexing
(OFDM) modulation, reveal inherent limitations that may
impair their effectiveness in future vehicular environments [2].
The sensitivity of OFDM to inter-carrier interference (ICI) and
its vulnerability to time-varying channels and frequency selec-
tivity [3], particularly in high-mobility scenarios, highlight the
importance of re-evaluating its suitability for future vehicle
communication systems.

In response to this, Orthogonal Time Frequency Space
(OTFS) [4], [5] has emerged as a promising modulation
scheme, presenting a new approach to wireless communica-
tion. Unlike traditional modulation methods, OTFS uses the
delay-Doppler (DD) domain to encode and transmit informa-
tion, making it robust to the doubly selective channel effects.
The OTFS addresses the limitations of conventional communi-
cation systems in dynamic and highly dispersive environments.
In addition, the ability of OTFS to mitigate ICI and effectively
handle time-varying channels opens up new possibilities for
communication technologies, being particularly suitable for
high mobility scenarios and holding the promise of improved
performance and extended applications in modern wireless
communication systems.

In this context, channel estimation in OTFS communication
systems is critically important, as it significantly affects the
overall system performance and unlocks the full potential of
this state-of-the-art technology. Most of the existing estimation
techniques for OTFS are based on the DD domain pilot-
adding method [6], [7]. A well-known OTFS channel estima-
tion approach in the literature is presented in [6], in which
the authors propose a threshold-based estimation technique
that considers an OTFS frame with embedded pilots, that is
surrounded by a guard band to avoid interference with the
data symbols. Another work, presented in [7], also considers
DD-embedded pilots along with data symbols, where a cross-
correlation-based algorithm is presented to perform Doppler
domain channel estimation. It is highlighted that the guard
band insertion significantly degrades the spectral efficiency.

As analytically characterized by [8], although OTFS signals
can exhibit lower peak-to-average power ratio (PAPR) com-
pared to OFDM, the issue of high PAPR persists in such sys-
tems, posing a significant challenge in OTFS channel estima-
tion. The high PAPR values can lead to nonlinear distortions in
the presence of high power amplifiers (HPA), degrading the
overall system performance. Consequently, researchers have
dedicated several efforts to develop PAPR reduction techniques
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for OTFES [9], [10].

Nonetheless, it is important to highlight that research re-
garding the influence of high PAPR on channel estimation is
still incipient in the OTFS literature. Works such as [6], [7]
assume a linear communication environment, where an ideal
radio frequency (RF) interface is considered. In this simplified
model, the channel response is considered to be linear and
time-invariant, overlooking potential nonlinear distortions that
practical components may introduce. However, in real-world
communication systems, nonlinearities in the RF interface can
have a significant impact on the estimation of the OTFS
channel and, consequently, the overall performance of the
communication system. Addressing these nonlinear effects
will be crucial in developing robust and high-performance
OTFS channel estimators. Furthermore, the analysis made
in [9] and [11] highlights that the addition of pilot structures
with high power in the DD domain can induce a high PAPR.
Consequently, this increase in PAPR renders these estimators
impractical [12].

The work in [13] is an important reference for learn-
ing methods on OFDM channel estimation, being the first
to present that offline-trained deep learning models can be
successfully employed to estimate channels impaired with
nonlinear distortions. In the OTFES context, different methods
are presented in the literature to reduce the PAPR when
considering pilot placement in the DD domain. The work
in [9], for example, proposes an iterative clipping and filtering
method in a system with the pilots embedded in the DD
domain, while [14] introduces a superimposed pilot placement
scheme in the DD domain in conjunction with a discrete
Fourier transform (DFT) propagation and [15] uses a deep
learning architecture based on autoencoder to tackle the high
PAPR. Although recognizing the existence of these methods
of reducing PAPR, we emphasize that the primary focus of
this paper is not on overall PAPR reduction. Therefore, we
do not specifically address additional methods to mitigate
PAPR. Instead, our focus is on developing a channel estimation
method that effectively addresses the challenges posed by
nonlinear distortions induced by HPAs, ultimately leading to
improved accuracy in channel estimation for OTFS systems.

In this sense, different methods for OTFS channel estimation
with the pilot transmission done in the time-frequency (TF)
domain can be found, e.g., in [11], [16]. Although the proposal
in [16] results in a significant reduction in pilot overhead and
an increase in bandwidth efficiency, it comes at the cost of high
computational complexity, as it considers that while pilots are
transmitted in the TF domain, another OTFS frame is needed
to send the data. On the other hand, in [11], the advantages
of reducing interference between pilots and data are achieved
through the successive interference cancellation method. An-
other recent work in [17] proposes a low-overhead OTFS
transmission scheme based on TF-domain pilot positioning.
Here, we emphasize that these proposals are advantageous
for reducing PAPR, however, these approaches offer less
flexibility and adaptability compared to methods based on
neural networks (NNs), and can entail higher computational
complexity.

In this paper, we address channel estimation in OTFS

systems considering HPA-induced nonlinearities. To this end,
we propose a novel method based on TF domain channel
estimation, reducing the PAPR while improving the capacity to
detect OTFS signals. Starting with an initial coarse preamble-
based estimate of the channel and using frequency domain
pilots, we show that it is possible to reduce the pilot overhead
and obtain a reliable channel estimate through a long short-
term memory (LSTM) network, particularly in the presence of
highly selective channels. Moreover, inspired by our previous
research findings [18], which concentrated on the OFDM chan-
nel and capitalized on the generalization capability of LSTM-
based deep learning architecture, we show that it is possible to
obtain a channel estimate robust against nonlinear effects from
HPA without requiring signal linearization at the transmitter.
Then, we effectively compensate for the nonlinearities along
with the channel estimation. It is important to note that the
proposed method is specifically tailored for Symplectic Finite
Fourier Transform (SFFT)-based OTFS systems, which lever-
age the OTFS compatibility with OFDM. Thus, the OTFS of-
fers enhanced robustness in rapidly changing channels and can
effectively handle large Doppler shifts, making it particularly
well-suited for dynamic vehicular communication scenarios
where mobility and channel variability are prominent factors.
In contrast, OFDM is impaired in extreme scenarios [2]. To
validate the efficacy of our proposed estimator, we conducted
a comparative analysis against the classic methods outlined in
prior works [6], [7]. Our method not only showcases enhanced
precision in channel estimation, demonstrated through im-
proved bit error rate (BER) and PAPR performances, but it also
introduces a more efficient approach for OTFS communication
systems within real-world scenarios. This is highlighted by a
significant reduction in the computational complexity required
for detecting the received signals compared to the benchmark
methods.

The remainder of this paper is organized as follows. Sec-
tion II presents the system model, including the implemen-
tation for OTFS transmission and the main characteristics of
the HPA nonlinear distortion model. The benchmark OTFS
channel estimation schemes are described in Section III, while
the proposed LSTM-based channel estimator is detailed in
Section IV. Results and discussions are presented in Section V
and Section VI concludes the paper.

Notations: The notation (-) indicates the conjugate opera-
tion, * denotes the convolution, ()M is the modulo operator
of divider M, (-)" is the Hermitian and © is the Hadamard
product.

II. SYSTEM MODEL

The most popular implementations for OTFS systems found
in the literature use either the SFFT combined with a multi-
carrier modulation or the discrete Zak transform [3]. In this
section, we first review the OTFS modulation implementation
considered in this paper, where the inverse SFFT (ISFFT) and
SFFT operations are used to convert time-varying channels
into invariant channels in the DD domain and vice versa,
allowing us to interpret the OTFS system as pre- and post-
processing blocks applied to a multicarrier signaling scheme.
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Subsequently, we describe the main attributes of the adopted
HPA nonlinear distortion model.

A. OTFS Transmitter

Let us consider that the TF plane is sampled in time and
frequency axes at intervals of 7' (seconds) and Af (Hz),
respectively. The multicarrier system is characterized as a
block structure consisting of N symbols with M subcarriers
each. As illustrated in Figure 1, the DD domain symbols,
denoted as Xppll, k], are mapped to the two-dimensional
DD grid, where [ € {0,...,M — 1} is the delay index and
k € {0,...,N—1} is the Doppler index. As a key component
in OTFS modulation, the SFFT operation enables efficient
signal mapping between DD and TF domains. Thus, the M-
by-N matrix of TF domain symbols is obtained via the ISFFT
as

N—-1M-1

1 - nk ml
Xrp[m,n] = 3 S Xoolt, ke (% -5), (1)
VNM (= 1=
where the m € {0,...,M — 1} is the subcarrier index and

n € {0,...,N — 1} is the symbol index.
The multicarrier modulation is performed on Xrr[m,n] to
obtain the OTFS transmit signal s(t) as

N—-1M-1

s(t) =Y Y Xrw[m,nlge (t —nT)>mma/ D),
n=0 m=0
2)

where gix(t) is the pulse shape filter at the transmitter side.
This operation is known as the Heisenberg transform, which
describes a generalization of the OFDM transform, converting
the TF-modulated signal into the time domain for transmis-
sion [4]. Finally, following a pattern similar to OFDM, a cyclic
prefix (CP) is appended at the beginning of each symbol before
being transmitted.

1) HPA Distortion Model

For a more realistic characterization of wireless communi-
cation scenarios, our analysis considers that this time-domain
signal is affected by HPA-induced nonlinearities. The model
of the HPA nonlinear distortions in the transmitted signal
snLp(t) follows the memoryless HPA description in [19].
Such a model characterizes both amplitude to amplitude
(AM/AM) and amplitude to phase (AM/PM) distortions, while
it fits a commercial evaluation of HPA from the 3GPP [20]
into a polynomial. This model shows that the HPA response
is usually constant over the useful signal frequency band,
allowing us to neglect the memory effect of the HPA on the
channel. In addition, we assume that phase compensation is
perfectly done at the receiver [21].

The key component in this modeling is Bussgang’s Theo-
rem [22], which states that if the input signal to the HPA has
a Gaussian distribution, the output signal can be written as

§NLD (t) = ’}/OS(t) + @(t), (3)

where @(t) is a nonlinear distortion with zero mean and
variance a©2, that is uncorrelated with s(t), while 7o describes
a complex gain. Subsequently, as per the theorem, 7 is

compensated at the transmitter and the output of the HPA is
given by
snLp(t) = s(t) +D(t), “)

where D(t) = D(t)/7o is the residual nonlinear distortion
induced by the HPA.

For the polynomial model description in [19], the relation-
ship between the input signal s(¢) and amplified output signal
SnLp(t) can be expressed as

SNLD(t) = g (p(t))ej (¢p (P(t))+<p(t)> "
=¢(p(t))er?®,

in which ¢, (p(t)) and ¢,(p(t)) represent the AM/AM and
AM/PM characteristics of the HPA, respectively, p(t) is the
input signal modulus and ¢(t) is the input signal phase. The
complex soft envelope of the amplified output signal is

s(p(t)= ¢a(p(t))e’?r (o), (6)

which, according to [19], can be approximated as

»
s(p(t) = > ap(t), 9
=1

in which a; are the complex coefficients of the polynomial ap-
proximation, computed by using the least square (LS) method.
In order to reduce the nonlinear effects, the HPA is set
to operate at a given Input Back-off (IBO) from its 1 dB
compression point. In practice, this refers to the input power
level at which the HPA performance drops by 1 dB from
its linear response [23]. Consequently, prior to amplification
through the HPA, the signal is scaled by using the gain

L1dB
_ , 8
0 101113(? L ®)

where ¢14p is the input power at 1 dB compression point and
ts 1s the mean power of the input signal. This step ensures
the targeted IBO level, maintaining the desired operating
characteristics of the HPA.

B. Channel

The non-linearly amplified signal sxpp(t) is then transmit-
ted over a doubly selective channel being characterized by the
delay-Doppler response [3]

hpp(1,v) = Z hxd (T — 1%)0(v — 1g), 9)
K=1

where 7 and v denote respectively delay and Doppler vari-
ables, x € Z is the number of resolvable propagation paths and
d(+) is the Dirac delta function. Each path is represented by

a hg € C channel coefficient and has a delay 74 = A;—AKJC and
Koy +Rog

Doppler frequency vy = —*7="<, where I, and k,, represent
the integer indices of the delay and Doppler bins and k,, is
the fractional Doppler. Fractional Doppler shifts are typical
in high-mobility scenarios where significant relative velocity
between the transmitter and receiver results in a more complex
and varying frequency shift. This phenomenon is expected to
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Time- Frequency Domain

Xppll, k] XTF ™, 1 (Multicarricr SNLD(t) Channel r(t) Multicarrier | YTE[m, 7] Yopll, k]
. SFFT
Modulation h(r,v) Demodulation

Fig. 1: SFFT-based OTFS architecture.

be prevalent in future vehicular communication systems. Thus,
the discrete DD domain channel response Hppll, k| can be
transformed to the TF domain using ISFFT as

—1M-1

1 nk _ ml
§ " Hppll, ke (5 ),
\/7

k=0 =0

C. OTFS Receiver
The signal at the OTFS receiver is given by

’I“(t) = //hDD(T7 V)ejQWV(t_T)SNLD(t - T)deI/ + w(t),
Y
where w(t) ~ N(0,02) is the additive white Gaussian noise
(AWGN) in the time domain.

Next, the multicarrier demodulation of the received sig-
nal r(t) is performed through the Wigner transform, which
presents the inverse of the Heisenberg transform. Thus, the
TF domain signal is obtained as

Yrp[m,n] = / r(t)gly (t — nT) e~ 2mmalt=nT)q  (12)

where g _(t) represents the conjugate of the pulse shape filter
at the receiver side. We consider the rectangular waveform for
both g« (t) and g, (t) [24], [25]. By employing suitable equal-
ization and decoding, the wireless communication channel
can be effectively utilized for signal detection on the receiver
side. Also, it is noted that the equalization process can be
conducted in either TF or DD domains, in which the receivers
in the DD domain often confers a higher degree of complexity.
Referring to the details provided in [26], our system adopts
the one-tap channel to derive the minimum mean square error
(MMSE) equalizer within the TF domain. This equalizer is
mathematically represented as follows

HJ’rI‘F[mv n}

Hep[m, n]* + 02,

EQ[m,n] = (13)

Thus, the received signal after equalization Xt [m, n] can be
obtained as

Xrr[m,n] = Yop[m, n]EQ[m, n). (14)
Finally, the DD domain received signal is obtained by means

of the SFFT operation, given by

—1M-1
Yool k] =

n=0 m=0

D. PAPR and HPA efficiency

Given the nonlinear characteristics of the HPA, the signal
is subject to unnecessarily high power consumption due to
possibly high PAPR, which may significantly damage the
efficiency of the communication. The maximum PAPR for the
input signal s(t) is given by [8], [27]

|s()|”

max
t={0,1,.. MN—1} Payg ’

PAPR = (16)

where P,,, is average power of the signal over its entire
g

duration 7', given as
17 5
— t)|” dt.
7 | lscol

The complementary cumulative distribution function
(CCDF) describes a signal’s PAPR performance, analyzing
its fluctuations’ statistical behavior. The CCDF represents the
probability that the PAPR exceeds a certain threshold, and it
is mathematically expressed as

Pavg = a7

CCDF =P(PAPR > \) =1 —P(PAPR < \), (18)

where A is a constant and defines the threshold for the CCDF.

It is also important to emphasize that the efficiency of the
HPA is inversely related to the PAPR of the input signal, being
given as [28]

B
1
=| === 19
NHPA (PAPR) THPA o 19)
where nppa,,.. is the maximal HPA efficiency and § € [0, 1]

is the efficiency exponent, which depends on the class of the
HPA.

III. BENCHMARK CHANNEL ESTIMATORS

The literature related to OTFS channel estimation usually
involves estimating the channel characteristics in the DD
domain. In this section, we present two well-established tech-
niques, which we will denote as threshold channel estimation
(TCE) [6] and correlation channel estimation (CCE) [7], to
be used as performance benchmarks for our proposed LSTM-
based channel estimator.

A. Threshold Channel Estimation (TCE)

The work in [6] is a seminal work for channel estimation
in OTFS systems. The authors introduced an embedded pilot
scheme, in which a sufficiently large guard interval is applied
around a unique pilot to improve the acquisition of delay and
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Doppler responses. As illustrated by Figure 2, the pilot and
data symbols are allocated in the OTFS frame as

pilots ifl=1,k=k,
Xppl[l, k] =10 if [l =1, <Gk —ky| <Gy,
data  otherwise

(20)
where G; and G, present the guard band along the delay and
Doppler axis, respectively. Moreover, the pilot position (I,,,k))
is known at the receiver side. This positioning of the pilot
is strategic, allowing a simple channel estimation process by
analyzing the received signal values around the DD grid of this
embedded pilot. This guarantees that the receiver can segment
the frame into one group comprising pilot and guard symbols,
dedicated to channel estimation, and another group consisting
of symbols for data detection. Such a structure ensures that
received symbols designated for channel estimation do not
interfere with those intended for data detection.

The channel estimation is based on the received symbols
Yregll, k] for the subgrid (I, — G; <1 <1, + Gy, ky —Gi <
k < lx + Gy). Thus, using the threshold method in which, for
this grid, the estimated channel is given as

Vel i Ve[l k] > 0

e 1 k—k)] = Xoo[lp kpl’
DDrce [ P P ] { 0, otherwise

)

(2D
where 9 is the detection threshold, which is arbitrarily fixed
as ¥ = 30, with o, being the effective noise of the pilot
signal. So, if there is a path, it can be seen on the receiver
side as a scaled version of the pilot plus Gaussian noise [29].
Finally, the estimated channel is used for data detection.

B. Correlation Channel Estimation (CCE)

In [7], the authors propose an estimator for OTFS systems in
which the cross-correlation channel matrix is acquired through
estimation in the DD domain. As presented in Figure 3, they
assume that the channel is invariant for more than one symbol
duration, so the pilot and information are sent at different
frames. Thus, the pilot signal in the DD domain is considered
as
1 ifl=I,,k=k

. (22)
0 otherwise

XDD[lv k] = {
Thus, the estimated channel response in the DD domain can
be written as

hoDocsll K] = hd (1= I) = 1) €% - g [1]
K=1

X T (Ko + Ko, — (k= k)

where hy is the path gain, /[, and k,, represent the integer
indices of the delay and the Doppler bins in the DD domain,
respectively. The initial phase is represented as ¢. The frac-
tional Doppler is represented as x,,, which uses a noninteger
index to represent the Doppler values for the K—th, with
(ky, + v, ) being the DD representation of the path fractional
Doppler. The phase shift due to the Doppler effect 1)x and the
function Yy are defined as

Pi[l] £

(23)

Nep —lrg +1

Rt even oy

(24)

D|/D|D|D|D
D/D/D|D|D

=li==l=l=l=l===
glou|o|o|o|o|o|o|lo
liE=l=N=l=l===
=]
glou|lo|lolo|o|ololo
olou|o|o|o|o|o|o|lo
== l=l=l=R=l===

0

-1

Fig. 2: DD domain frame structure for the TCE scheme
proposed by [6], where D denotes the data resource elements
and P the pilot, surrounded by the guard interval.
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Fig. 3: DD domain frame structure for the CCE scheme
proposed by [7], where the P pilot and the D data resource
elements are sent at adjacent frames.

and
N

TN(LL') A Ze(j%r(n—l))%’

n=1

(25)

where Ncp denotes the size of the cyclic prefix. Finally,
this estimator is based on a cross-correlation function across
Doppler delay elements, as detailed in [7].

While the CCE outperforms existing approaches in the
literature, it does exhibit error floors under a high signal-to-
noise ratio (SNR), which is a challenge for channel estimation
in prospective OTFS applications. In addition, common to [6],
[7] is that these works require a substantial guard interval
to mitigate the interference of unknown data symbols in the
pilots used for channel estimation. In addition, a high pilot
SNR is required by the schemes proposed by [6], [7], which
results in high signaling and pilot overheads to ensure accurate
channel state information (CSI) estimation. As an important
conclusion, these aspects can potentially negatively impact the
PAPR of the transmitted signal, as highlighted in [12], and
which can jeopardize their practical application.

IV. PROPOSED LSTM-BASED CHANNEL ESTIMATOR

In this section, we propose a new channel estimation scheme
for OTFS systems subject to HPA-induced distortions. Our
method starts with an initial channel estimate derived from
the preamble and the frequency-domain pilots. This estimate
serves as input to an LSTM layer, effectively tracking the
channel’s behavior. Subsequently, a shallow NN is applied
to increase the denoising capability and refine the estimation
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accuracy. Through these steps, we can maintain low pilot
overhead and attain a reliable channel estimation, especially
when dealing with nonlinear and highly selective channels.

We consider a basic transmitted packet consisting of a
preamble with a known deterministic sequence, used for
primary synchronization of the channel, followed by the data
field. Moreover, the CP is used to absorb the inter-symbol
interference (ISI) caused by the multi-path propagation. In the
data field, M subcarriers are employed within each symbol,
in which only M,, are active and the other are inactive
subcarriers. In addition, considering the M, subcarriers, M,
of them are allocated as pilots, while the remaining My
subcarriers carry the data.

A. Signal Generation

In our proposal, the pilots are incorporated in the TF domain
and, consequently, the number of subcarriers reserved for data
transmission in the DD domain is decreased, while preserving
the same subcarrier spacing and bandwidth. Let us first denote
the set of active subcarriers as M., so that My, = [Moy|,
while the set of pilot subcarriers is My, with M, = |M,|.
Our configuration results in a frame with My subcarriers
dedicated to data that occupy the positions My such that
Mg UM, = Mgy,. Then, we first transform Xpp to the
TF domain, but only taking the data into account, obtaining
the My-by-N matrix

N

Aq—1
i Xppll, k}ej%(%kf%),
1=0

(26)
in which mq € Mg, and the pilot subcarriers are subsequently
inserted by doing

XTFd [md7 n] =

1 N—-1
VoD

pilots it me M,

. 27
if m e My 7

XTF [m7 n] {XTFd [m’ ’/L]
Figure 4 illustrates the TF domain frame structure given
in (27), in which the D represent the data subcarriers, obtained
from (26), while P denotes the pilot subcarriers P. In addition,
the preamble is shown as PR. Importantly, this configuration
ensures that there is no overlap between the pilot and data
subcarriers, optimizing the use of available resources in our
estimation process.

B. Initial Estimation

We initiate our estimation process by utilizing the LS
method for the preamble and pilot information in the frequency
domain. The initial channel estimation in the preamble is
obtained as

Y([m, np:

Pim] vim,

Hoppy s [m, np:] = (28)
where Y[m, n,,] is the frequency domain signals for each m-
th subcarrier, obtained by the demodulation of the training
sequences from the preamble at the n,, symbol position. Fur-
thermore, P[m] represents the frequency domain predefined

preamble sequence.

On the pilots’ subcarriers, the initial channel estimation is
obtained as

Y[my,n]

Hrp, o [mp,n] = ., Vn. (29)

S[mp, n]
Thus, for each n-th symbol, Y[my, n] and S[mp, n| represent
the frequency domain received and transmitted signals at the
m, € M, pilot positions, respectively. It should be noted
here that, unlike the proposals in [6], [7], the pilots have
the same power as the transmitted signal. Finally, to avoid
interference in the training of the LSTM-NN network, which
will be further explained, the information in the M, data
subcarriers is considered as null to build the initial channel
estimation Hryp, . [m, n]. Consequently, the pilot information
is used as a basis for interpolating the data carrier information
and obtaining the final channel estimate.

C. LSTM Interpolation

We take advantage of the performance gain of the LSTM-
based over traditional DNN-based receivers in symbol-by-
symbol estimation [18], [30]. The LSTM is based on recurrent
units to process and learn from a sequence of data [31], which
is done by internal gate units capable of storing the memory
content of the data while employing structures capable of de-
ciding when to keep or override information of these memory
cells. Unlike traditional feedforward DNN architectures, which
may encounter challenges in effectively capturing long-term
temporal dependencies in sequential data, LSTM efficiently
learns the time correlations of the channel. It achieves this by
leveraging its memory cell mechanism, allowing it to consider
not only the current input but also the previous output when
estimating the current output. Internally, the gates of the LSTM
cell are calculated as [32]:

o Forget Gate: f, = o(xUs + hi—1 Wy + by)

e Input Gate: i; = o(xU; + he—1 W; + b;)

o Output Gate: o; = o(z:U, + he—1 W, + by)

Here, o denotes the activation function, where we favored
the Rectified Linear Unit (ReLU) jointly with adaptive mo-
ment estimation (ADAM) as the optimizer. This preference is
driven by its fast computing time, minimal parameter tuning
requirements, and its well-established capability to address
optimization problems effectively.

The weight matrices U,, W, correspond to the input and
recurrent connections, where the subscript ¢ can either be the
input gate (¢), output gate (o), or the forget gate (f). The
notation h;_1 represents the previous hidden state and x; the
current input, while by, b;, and b, are bias terms. Thus, the
behavior of an LSTM cell is guided by the following steps.

1) Internal Memory Update

cy = U(ft ®ci—1 + 14 @Et), (30)

where ¢; is the candidate memory state at time step ¢, which
is calculated based on the current input and previous hidden
state as

Et = tanh(xtUc + ht_1WC + bc), (31)

where tanh denotes the hyperbolic tangent function, U, and
W. represent the weight matrices corresponding to the input
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Fig. 4: TF domain frame structure for the proposed initial
channel estimation. Here we denote the pilot subcarriers as P,
the preamble as PR and D as the data subcarriers.

and recurrent connections, respectively, and b, is the current
bias for candidate memory information.
2) Hidden State Output Update

hy = o ® tanh(c;), (32)

which is used for predictions or passed to the next time step.

In the context of channel estimation, / LSTM inputs must be
used, which are related to the number of active subcarriers and
pilot subcarriers. In addition, each LSTM network comprises
x hidden states, determining the number of steps ¢ for the
recurrent operations. Such processing characteristics of the
LSTM allow it to learn the channel correlation over time and

adapt the channel estimates accordingly. Thus, we consider
the initial channel estimation presented in Subsection IV-B as
the initial point to perform LSTM-based interpolation for the
data positions and obtain the channel information for the entire
frame.

D. NN Noise Compensation

Aiming to reduce the noise, the output of the LSTM layer
is further processed by a shallow NN with w neurons. The
goal of the LSTM-NN network is to update the estimation
initially obtained and learn to correct the estimation errors
compared to the channel with perfect CSI. We follow the
methodology outlined in [33] to establish the parameters for
both the training and testing phases of our approach. The
dataset is split into training and testing sets by randomly
selecting 80% and 20%, respectively, from a pool of 10,000
distinct realizations of the vehicular channel. The batch size
is set to be sufficiently smaller than the size of the training
dataset, facilitating faster generalization and training. The
number of training epochs is carefully selected to ensure model
convergence. For optimization, we adopt the ADAM optimizer
paired with the ReLU activation function to minimize the loss
between the perfect channel and the estimates produced by
the LS-LSTM-NN architecture. Following recommendations
from [33], we set the learning rate to 0.001, allowing ADAM
to adapt dynamically throughout training until convergence is
achieved. The NN network is trained to determine the param-
eter 6* that minimizes the loss function ¢, which measures the
approximation

6* = argmin /¢ (9, Hrp, ooy [, 0], Hop[m, n]) , (33)

0
where 6 represents the NN weight vector, Hrp[m, n] is the
perfect channel response obtained from the vector of train-
ing samples, used during the training stage of the proposed
estimator, while Hr, .., [m,n] is the output of the LSTM.
The loss is evaluated as

¢ <0a I:ITFLSTM [m’ n]’ Hrp [mv n]) =
M—-1N-1

ﬁ mz::O T; ‘HTF[m,n] — f (I:ITFLSTM [m’"];a) ’2’
(34)

where f (I:ITFLsTM [m, n; 9) is the output of the NN, repre-

sented as a function of LSTM estimate Hrp, ¢y, -

Notice that this process during the training stage is iterative,
with the LSTM-NN network adapting f (ICITFLSTM [m,n]; 9)
given each training sample. Finally, the final channel estima-
tion is obtained as

His_rstvmonn|m,n] = f (I:ITFLSTM [m,n; 9*) . (35

Figure 5 shows the block diagram of the proposed LS-
LSTM-NN channel estimator for OTFS systems, while Table I
summarizes the DL architecture and parameters used in the
training phase from our proposed scheme. Combining the ini-
tial estimate, LSTM, and NN provides a reliable estimation of
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Fig. 5: Block diagram of the proposed LS-LSTM-NN estimator.

TABLE I: Parameters for training the proposed estimator.

Parameter Values
Hidden size of the LSTM X
Hidden size of the NN w
Training samples 8000
Testing samples 2000
Batch size 128
Epochs 500
Optimizer Adam
Learning rate 0.001

the channel with unknown instantaneous variation. In addition,
the use of multiple pilot symbols is advantageous due to a
substantial reduction in the PAPR of OTFS signals. Notably,
this approach aligns with practical scenarios characterized by
nonlinearities [12]. Also importantly, our analysis shows that
this achievement does not compromise the spectral efficiency.
In fact, our proposed solution achieves nearly optimal per-
formance in this regard, reinforcing the effectiveness of our
approach.

V. SIMULATION RESULTS

In this section, we conduct a comparative analysis to evalu-
ate the performance of the LS-LSTM-NN receiver, outlined in
Section IV, within a scenario affected by distortions resulting
from HPA nonlinearities. The performance evaluation scheme
is done in terms of BER, throughput, PAPR, and computational
complexity. We compare our proposal with the benchmark
methods TCE [6] and CCE [7], in which channel estimation is
done using the pilot response in the delay-Doppler domain. For
both benchmark methods, the SNR for the pilots is assumed
to be SNR, = 40 dB, as per their design. To support
reproducibility, the codes used for the simulated results can
be downloaded at [34].

To ensure compatibility, our system is inspired by the
physical layer specifications of the IEEE 802.11p [35] com-
munication standard. Thereby, we consider a bandwidth of
B = 10 MHz, with a carrier frequency of f. = 5.9 GHz
to transmit a frame with M = 64 subcarriers and N = 14
symbols. Furthermore, we account for turbo LTE coding with
a rate of 1/2 and utilize the MMSE criterion for equalization.
It is also important to note that, unlike the other estimators, our
proposed method conducts the equalization process within the

TABLE II: Simulation parameters.

Parameter Values
Bandwidth (B) 10 MHz
Carrier Frequency (fc) 5.9 GHz
Symbol Duration (7) 8 us
Number of symbols (V) 14
Number of subcarriers (M) 64
Subcarrier spacing 156.25 KHz
Speed (v) {300} km/h
IBO {2,4} dB
Modulations QPSK, 16-QAM

TF domain'. The results show the performances in a scenario
considering the ITU-T Vehicular-A [36] with speed v = 300
km/h and [16-QAM, QPSK] modulation orders. Furthermore,
our evaluation takes into consideration the impact of HPA
nonlinearities considering an IBO = 4 dB for the highest
modulation order and IBO = 2 dB for the nonlinear effects
on QPSK modulation. Table II summarizes the simulation
parameters.

A. BER

To evaluate the detection capabilities of the different meth-
ods in a scenario that includes the nonlinearities induced by
HPAs, this section explores the BER of the transmitted signals.

Figure 6 compares the BER of the channel estimation
methods in a scenario involving QPSK modulation and IBO =
2 dB. As shown, the estimators perform similarly at low SNR.
Nevertheless, as the SNR increases over 20 dB, an error floor
becomes evident in the benchmark estimators. In contrast,
the LS-LSTM-NN estimator is the best performer, closely
approaching the detection performance when perfect CSI is
considered. Remarkably, even with an elevated SNR level of
30 dB, our estimator is the only one capable of achieving a
BER below 1073, presenting a gain of at least 5 dB for this
particular error rate threshold, compared to [6], [7].

Figure 7 evaluates the BER performance considering a 16-
QAM modulation and IBO = 4 dB. Similarly to the results
observed in QPSK modulation, at low SNR the considered
channel estimators exhibit comparable performances. How-
ever, a notable gain is observed for the proposed method in

lDuring our evaluations across the different scenarios, we found that
conducting DD equalization within the channel estimated with our method
led to detection results similar to those in the TF domain, but with increased
computational complexity.
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Fig. 6: BER analysis for v = 300 km/h and QPSK modulation
and IBO = 2 dB.
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Fig. 7: BER analysis for v =
modulation and IBO = 4 dB.

the high SNR region. Furthermore, both estimators presented
in [6] and [7] show an even more expressive error floor
at high SNR for scenarios with higher modulation order.
Consequently, these estimators fail to reduce the BER to a
level lower than 10~2 during signal detection.

The PAPR analysis in Section V-C will further explore this
result. Higher modulation orders yield greater variations in
the amplitude of the transmitted signal, which significantly
affects the detection of benchmark estimators. In this sense,
we remark that the increased performance of the proposed LS-
LSTM-NN is evident, as it is the only one capable of achieving
an error rate of 10~2 and, therefore, is the sole one to provide
reliable channel estimates in such scenarios.

B. Throughput

Complementing the BER analysis of the previous section,
we now compare the channel estimators in terms of system
throughput. Our proposed estimator operates within a frame
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o
2
)
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=
=

O L L L L L

0 5 10 15 20 25 30

SNR [dB]

Fig. 8: Throughput analysis for v =
modulation and IBO = 4 dB.

300 km/h, 16-QAM

structure where M, = 8 subcarriers are designated as pilots in
the frequency domain. Meanwhile, My = 44 subcarriers carry
data, and the additional 12 subcarriers act as a guard band.
Moreover, these symbols are preceded by a unique preamble.
Thus, the data density of the transmitted frame can be written
as

NM,
PLS—LSTM—NN = ( 4~ 64%. (36)

N+1)M
To ensure a fair comparison, we consider that the channel
estimator proposed by [6] takes into account a frame with a
single pilot inserted in the DD domain that is surrounded by a
guard band that achieves a data density similar to our proposal,
except for the preamble. Thus,

My
——— =~ 69%.
NM %

In contrast, since the estimator introduced in [7] adopts an
arrangement where pilot and data transmissions are transmitted
in separate frames, as depicted in Figure 3, this design leads
to a spectral efficiency of

PTCE = (37

pcce = 50%, (38)

which will mark a reduction in the data density compared
to the TCE method and the proposed LS-LSTM-NN scheme.
Thus, we analyze this loss by comparing the throughput of the
transmission, calculated as [37]

T; = p; v (1 — BER;), (39

where the index ¢ is used to differentiate the channel estimation
schemes and r is the modulation and coding scheme (MCS)
average factor.

Figure 8 presents the throughput comparison for the differ-
ent estimators, considering N = 14 symbols, v = 300 km/h,
16-QAM modulation, and IBO = 4 dB. As illustrated, the
estimator proposed in [6] is the one that offers the best
performance in terms of throughput, which is mainly due to
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the choice of the guard band to define the spectral efficiency
in (37). However, our proposed estimator closely approaches
this benchmark while outperforming the method introduced
by [7]. Moreover, it is important to highlight that the slight
reduction in the throughput of our approach is counterbalanced
with substantial enhancements in terms of BER, as illustrated
by Figure 7. An additional investigation of the throughput in
the same scenario, but with a fixed SNR of 30 dB and different
frame sizes IV, presented in Figure 9, reveals an important
trend. Our proposed solution exhibits improved performance as
the block size increases, which is expected due to the use of a
unique preamble. For instance, when the frame size is N > 30
symbols, the proposed LS-LSTM-NN scheme outperforms [6],
[7] in terms of throughput.

C. PAPR

The PAPR analysis holds critical significance within real-
world communications scenarios. In this subsection, we com-
pare the channel estimation techniques in terms of their impact
on the CCDF, which is often employed to assess signal PAPR
distortion and provides insights into the probability of signal
exceeding a given power level \.

The CCDF analysis comparing the different estimators is
illustrated in Figure 10. As we observe in the figure, the
comparison between the estimators highlights the problem of
allocating pilots with very high power to facilitate channel
estimation in the DD domain. Specifically, the proposed LS-
LSTM-NN estimator yields a PAPR threshold gain of at least
8 dB when compared with the method proposed in [6]. More-
over, this advantage is even more pronounced when compared
to the estimator presented in [7]. This result underscores the
significant impact on channel estimation accuracy from the
benchmarks, primarily due to the reliance on a much higher
pilot power compared to the average power of a transmission
frame, resulting in elevated PAPR levels [11]. Consequently,
the requirement for high pilot overhead can lead to inefficient
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Fig. 10: PAPR analysis.

resource utilization, which may adversely impact power effi-
ciency [17]. In this context, TF domain pilot positions offer
more efficient utilization of resources compared to DD domain
pilot placements.

Let us remark that determining an acceptable PAPR thresh-
old depends on several factors, including the specific attributes
of the communication system, the characteristics of the HPA,
and the performance requirements of the application. Addition-
ally, we point out that the PAPR limitation due to high power
pilots in the DD domain is a factor already investigated in
the existing literature [12]. Nevertheless, maintaining a lower
PAPR holds paramount importance in mitigating the distortion
induced by HPAs. This importance arises from the indication
that the efficiency of HPA decreases with the increase of the
PAPR of the input signal, as notable in (19). Indeed, it is worth
noting that higher PAPR values can significantly jeopardize
the quality of communication and are generally impractical
in real-world scenarios [9]. In contrast, our scheme offers a
practical avenue for OTFS communication.

D. Computational Complexity

To assess the computational complexity of the schemes,
we quantify the complexity order of the operations needed
to estimate the channel from a received symbol. The channel
estimation algorithm in [6] requires comparing N symbols
and the maximum Doppler samples with a given threshold,
which yields a complexity order of O(N M). In addition, this
method depends on the equalization in the DD domain, which
is significantly complex due to the need to invert the channel
matrix. The complexity of the MMSE equalization in the DD
domain is of order O(M3 N?) [26]. Thus, the complexity
order of the TCE scheme is given by

Crce = O(N M + M3 N3). (40)

By its turn, the estimation algorithm in [7] uses the FFT for
correlation operations, while equalization is also performed in
the DD domain, thus having a complexity order of

Coce = O(k D M NlogN + M3 N3), (41)
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TABLE III: Computational complexity.

Method ‘ Computational Complexity
TCE [6] O(MN + M3N3)
CCE [7] O(kDMNlog N + M3N?3)

LS-LSTM-NN | O(M2, + M2 + Mon My, + Mq N)

where D is the resolution of the fractional Doppler, while &
is the number of paths of the vehicular channel, which in the
case of Vehicular A model is kK = 9 [36].

The proposed LS-LSTM-NN estimator employs the LS
initial estimation, with the number of operations required being

C’LS =2Mon. (42)

Such initial estimation is followed by the LSTM unit with
computational complexity depending on the input size, here
denoted as I = My + My, and the size of its hidden states
= % The overall number of operations of the LSTM
unit is given by [18]

CrLst™m = 4X2 +4x I+ 3x
Mg + Mp (43)
—
The shallow NN has a single hidden layer with w = 15
neurons and wiy, = weut = 2M,, input and output layers.
Thus, its computational complexity is given by

= 3M§ + 3M] + 6MaM, + 3

CnN = 15win + 15 wout = 60My,. 44)

Therefore, the order of the computational complexity of the
LS-LSTM-NN estimator can be written as O(M2, + M2 +
MonM,,).

Differently from [6], [7], the LS-LSTM-NN estimator per-
forms equalization in the TF domain. This decision is moti-
vated by practical considerations to manage the complexity of
the receiver. Research findings, such as those in reference [38],
indicate that DD domain processing can introduce a higher
degree of complexity. The complexity order of the MMSE
equalization in the TF domain is O(M4 N) [26]. Combining
the above, we have that

CLS—LSTM—NN = O(Mgn + Ms + MonMp + My N) 45)

Table III summarizes the complexity order required for each
method compared in this paper to detect the transmitted signal.
In Figure 11, the order of the computational complexity is
calculated over different frame sizes, clearly emphasizing the
reduction in complexity achieved by the proposed LS-LSTM-
NN channel estimator, independently of the chosen V.

VI. CONCLUSION

This work is focused on addressing the challenge of channel
estimation in OTFS communication systems while consider-
ing the nonlinear effects induced by HPAs. In this context,
we present an alternative strategy to face the conventional
methods where channel estimation is based on high-power
pilot subcarriers inserted in the delay-Doppler domain, leading
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Fig. 11: Computational complexity for different frame sizes.

to elevated PAPR levels and compromising system perfor-
mance. Our proposed LS-LSTM-NN estimator is based on
a time-frequency domain pilot insertion scheme, effectively
mitigating PAPR-related issues without sacrificing system
throughput. Furthermore, our approach exhibited significant
robustness against HPA-induced nonlinearities, as evidenced
by the BER and PAPR evaluations conducted under different
modulation schemes and SNR conditions. Remarkably, our
method significantly reduces the computational complexity
during signal detection, making it more suitable for future
real-world applications.
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