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Within the recent deep learning revolution, transformer architectures and pre-
trained self-supervised models opened up many perspectives for the study of lin-
guistics and animal communication. These state-of-the-art tools efficiently ad-
dress a wide range of applications in monitoring animal behavior through sound
(Stowell, 2022; Kahl, Wood, Eibl, & Klinck, 2021; Hagiwara, 2023) or in assist-
ing humans with language related tasks. The increasing scientific interest gener-
ated by this revolution raises the following question: can acoustic deep learning
be leveraged as a scientific tool in the study of the evolution of language?

We propose a novel methodology involving the use of deep learning mod-
els as comparative toolkits by testing their ability to jointly process speech and
non-human vocal communication. This approach relies on the disentanglement of
self-supervised learning (SSL) pre-trained models, i.e., computer models trained
on large unlabeled datasets. SSL models were introduced in the field of computer
vision (Jing & Tian, 2021) as a way to leverage the extensive availability of im-
age data. They rely on the assumption that pre-training a first model to encode
and extract information from large collections of raw data can benefit secondary
models specialized in downstream tasks on smaller-sized datasets. By applying
this method to acoustic data, researchers were able to develop efficient speech
processing models, outperforming most purely supervised solutions (Mohamed
et al., 2022; Yang et al., 2021). SSL models trained on speech datasets show
high performance on an array of tasks (Evain et al., 2021) and learn to encode
different levels of linguistic information during pre-training without the need for
supervision. For instance, Pasad, Shi, and Livescu (2023) showed that low-level
acoustic information tends to be encoded in the initial layers of these models while
high-level phonemic or lexical information is mostly encoded in deeper layers.

By adapting the SSL approach to bioacoustic tasks, we develop transfer learn-
ing experiments aimed at understanding how much information speech-based
models are able to extract from non-human vocalizations. We focus our prelim-
inary experiments on non-human primates, more specifically apes, as our closest



living relatives provide a unique opportunity to explore the evolutionary basis
of our vocal communicative behavior. We rely on models pre-trained on human
speech (Hsu et al., 2021; Schneider, Baevski, Collobert, & Auli, 2019) to per-
form primate-related bioacoustic tasks and compare them to models pre-trained
on other taxa such as birds (Kahl et al., 2021), or general acoustic data such as
music, video soundtracks, etc. (Huang et al., 2022; Kong et al., 2020). The tasks
include vocal identity recognition, detection of vocalizations in natural contexts
and call-type classification.

We define three main approaches to test the knowledge transfer capabilities of
SSL models from speech to primate vocalizations. The probing approach consists
in using pre-trained models as feature extractors. Said features are then ”probed”
with logistic regression to disentangle the type of information they extracted from
primate vocalizations. Good performance on a given task shows that the infor-
mation needed to answer the task was successfully extracted during pre-training
and is linearly separable within the model’s representations. The fine-tuning ap-
proach involves further training SSL models on small datasets to improve their
performance on the downstream task. It can show how much more training data a
model needs to efficiently extract information from primate vocalizations. Finally,
to ensure true knowledge transfer from human to other primates, a third method
involves parameter-efficient fine-tuning (PEFT) and adversarial reprogram-
ming (Elsayed, Goodfellow, & Sohl-Dickstein, 2018; Zheng et al., 2023). Both
methods allow keeping the pre-trained weights of the original model untouched
by training additional “filters” for primate-related tasks.

Preliminary experiments consist in recognizing vocal signatures of individual
gibbons (Hylobates funereus). The probing method shows that the initial layers
of speech-based models are capable of extracting sufficient information to clas-
sify the individual voices of 10 female gibbons with up to 95% accuracy. This
result outperforms models pre-trained on birdsongs, which seem to heavily rely
on recognizing the background noise of recordings rather than the primate’s vocal
signature. Additionally, we demonstrate the ability of some speech models to rec-
ognize gibbon’s vocal identities from the temporal dynamics of their song rather
than the anatomical specificities of their voices. Finally, when the fine-tuning
method is applied, further performance gains can be observed, even in few-shot
learning setups.

This type of result helps us examine divergences and similarities between
speech and primate vocalizations from a deep learning perspective. They show
how speech-based pre-training may be at an advantage when dealing with primate
vocal communication by transferring knowledge from one to the other. In general
terms, our experiments test for the validity of deep transfer learning as a scientific
tool in the study of the origins of language from a comparative standpoint. Future
experiments will focus on extending previously mentioned methods to other tasks
and primate species.
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