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Abstract
Precision medicine research benefits from machine learning in the creation of robust models adapted to the processing of 
patient data. This applies both to pathology identification in images, i.e., annotation or segmentation, and to computer-aided 
diagnostic for classification or prediction. It comes with the strong need to exploit and visualize large volumes of images 
and associated medical data. The work carried out in this paper follows on from a main case study piloted in a cancer center. 
It proposes an analysis pipeline for patients with osteosarcoma through segmentation, feature extraction and application of 
a deep learning model to predict response to treatment. The main aim of the AWESOMME project is to leverage this work 
and implement the pipeline on an easy-to-access, secure web platform. The proposed WEB application is based on a three-
component architecture: a data server, a heavy computation and authentication server and a medical imaging web-framework 
with a user interface. These existing components have been enhanced to meet the needs of security and traceability for the 
continuous production of expert data. It innovates by covering all steps of medical imaging processing (visualization and 
segmentation, feature extraction and aided diagnostic) and enables the test and use of machine learning models. The infra-
structure is operational, deployed in internal production and is currently being installed in the hospital environment. The 
extension of the case study and user feedback enabled us to fine-tune functionalities and proved that AWESOMME is a 
modular solution capable to analyze medical data and share research algorithms with in-house clinicians.
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Introduction

Precision medicine (PM) seeks to offer patients a treat-
ment adapted to the characteristics of their disease. In other 
words, it can be described as the process that enables the 
identification and classification of individuals into sub-
groups whose responses to a specific treatment will differ 
for the same disease [1]. PM is becoming more and more 
widespread, and can be applied to various diseases, from 
the prediction of treatment response for different types of 
cancers [2], especially in radiology [3, 4], to the prevention 
and management of diabetes [5]. PM has an increasing need 
of large well-annotated volumes of data in order to allow 
the development of sufficiently complex, robust, relevant 
and generalizable models, in particular in statistical learning 
and deep learning.

Medical imaging processing involves several stages. 
They are described in Fig. 1. Insights from experts help 
to ensure the quality of the analysis and of the generated 
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models. The first stage in the process is data acquisition 
and gathering. A number of problems can be encountered 
at this first stage, particularly in the case of multicentric 
studies (data collection from several hospitals), where 
the different MR systems and acquisition parameters 
have a major impact on the quality and appearance of the 
image, even on associated metadata [6]. Pre-processing 
algorithms or techniques can be applied to acquired data 
to remove noise, re-scaling data or enhance contrast at 
stage two. The third stage is visualization, enabling clini-
cians to clearly identify the pathology through a shared 
taxonomy [7]. At this stage, the clinician can choose to 
annotate the anomalies detected, for example, by delimit-
ing them as for tumor segmentation. The fourth part of the 
process, as shown in Fig. 1, is optional. It corresponds to 
features extraction; this can be the application of more or 
less sophisticated processing to extract and exploit hidden 
information as radiomics [8]. Data mining is the last step 
of the image processing and exploits the data previously 
acquired (raw or obtained during segmentation and/or fea-
tures extraction phases). Usually associated with machine 
learning or deep learning, this phase produces models to 
discriminate pattern in the data (classification or predic-
tion to treatment).

All these steps and the interpretation of the result depend 
on the quality of execution of the different tasks and the qual-
ity of the process evaluation [9]. Clinician’s involvement is of 
major importance to obtain good quality labels. Image anno-
tation and quantitative analysis of large mass of data are how-
ever time-consuming tasks, especially with non-ergonomic 
tools, and require to take in hand the adapted tools.

Related Works  A wide range of tools and functionality 
in medical image processing exists. In the present work, 
the focus was made on open-source tools, summarized 
in Table 1.

Many applications currently use locally installed desktop 
software. Among the most widespread software, ITK-Snap 
[10] and MITK [11] both propose segmentation tools for 
medical imaging. More recently, the latter offers fully auto-
mated segmentation tools, but is still limited to the Linux 
operating system. XNAT [12], an advanced data manage-
ment and segmentation platform, offers a semi-automatic 
tool to interpolate segmentation between two pre-segmented 
slices. Much less widespread, IBEX [13] has features for 
editing regions of interest for radiomics extraction. It has 
been tested as a proof of concept by researchers with a vari-
ety of skills sets [14]. One of the most comprehensive and 
complex solutions available is 3DSlicer [15]. Its broad func-
tionalities allow to manage most of the phase of the analysis 
and can be enhanced by plugins.

While these tools serve many clinician needs, they also 
have significant limitations. Indeed, special authorizations 
are required to install such software for secure reasons in 
hospital environment, and it might be complicated to install 

Fig. 1   Illustration of the processing stages of medical image analysis: from acquisition to data mining for computer-aided diagnosis

Table 1   Overview of the previous comparable tools mentioned by 
analysis stage. SEG means segmentation, FEATS for feature extrac-
tion and DIAG for diagnosis. Extendable refers to the tool’s ability to 
be enhanced by third-party plugins

Name Type Actions in analysis Extendable

ITK-Snap Desktop SEG (manual) No
MITK Desktop SEG (manual+auto) Yes
XNAT Hybrid SEG (auto) Yes
IBEX Desktop SEG + FEATS Yes
3DSlicer Desktop SEG (manual+auto) Yes
ISB-CGC​ Web SEG + FEATS Partially
MonaiLabel Server Web SEG (manual+auto) Yes
CIRCUS Web SEG + DIAG No
ePAD Web SEG + FEATS Yes
Studierfenster Web SEG + FEATS Partially
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on institutional computers due to access restriction. The cli-
nician may then be reduced to a single point of access to the 
software, which is generally not accessible remotely, limit-
ing its use in everyday clinical routine [16].

In parallel, another type of platform has emerged: web 
viewers. Some of them focus on a single application case 
[17, 18], while others seek to have a more global range of 
functions. The simplest ones propose a platform dedicated 
to visualization only [19, 20]. Others, more accomplished, 
are interested in the following steps of the processing chain. 
Starting with annotation and segmentation, notably with 
the Open Health Imaging Foundation (OHIF) platform [16] 
which is a zero-footprint web architecture offering a few 
simple tools. This platform has the advantage of being able 
to be enriched, and has been widely used as a building block 
in other projects. It was, for example, used in the Crowds 
Cure Cancer project1 for the collaborative annotation of can-
cer patient data cohorts or again in the ISB-CGC initiative 
[21] for the analysis of cancer-related data too. MonaiLabel 
Server [22], which adds a computational server to OHIF, 
offers more complete and advanced functionalities for seg-
mentation with semi and fully automatic models. This solu-
tion can also be plugged into 3D Slicer, making it a hybrid 
approach for both local and web-based use. The Clinical 
Infrastructure for Radiologic Computation of United Solu-
tions (CIRCUS) [23] provides a web-based solution for 
computer-assisted detection and diagnosis. It also focuses 
on models for annotation. It was successfully deployed in 
two hospitals. Next, the ePAD [24] and Studierfenster [25] 
platforms are designed for the fourth processing stage. The 
former includes bio-markers visualization. The latter offers 
the possibility to use machine learning models and to extract 
radiomics for several cases.

From all the software mentioned, it appears that none of 
them allow to perform every single step of the processing 
stages in one ergonomic interface. Moreover, regulation 
and protection of personal data, especially in the context of 
medical imaging is increasing. The overall objective of this 
project is to provide a secure platform to facilitate transfer 
between research and clinical application with a web-based 

software solution for image processing. The AWESOMME 
platform, presented in this paper, innovates by offering 
visualization, annotation and feature extraction tools and links 
data to computer-aided diagnostic models (classification, 
prediction...) generated during data mining projects. This 
platform aims to enhance available tools in place, without loss 
of previous works and in a distant future replace those tools.

The following section presents the different datasets 
used in this project, the components of the infrastructure 
to develop and the associated tools to implement different 
stages modules. Each chosen module focuses on a specific 
concept or need. The “Results” section describes usage and 
implementation of plugins and modules to create this soft-
ware. The generic aspect and efficiency of the platform are 
tested in this “Results” section. The action perimeter, its 
limitations and its comparisons with other platforms are dis-
cussed in the fourth and last section of this paper.

Materials and Methods

AWESOMME was developed as part of a cross-disciplinary 
research project. It was born from a collaboration with the 
Léon Bérard Cancer Centre (CLB) in Lyon (France) look-
ing for a tool to centralize the use of tools created during an 
anterior project. The use case was completed by examples 
of data collected in two other datasets.

This platform is based on a three-component architecture 
(Fig. 2). It relies on a data storage system using the inter-
national standard format for storing medical data Digital 
Imaging and Communication in Medicine (DICOM) [23], 
a computational server also used as a storage for other data 
format (such as radiomic files) and a web interface used as 
a single access point for all processing steps. This type of 
architecture is the most common existing solutions but had 
to be improved to meet the requirement of this project.

Those requirements can be articulated around four 
notions, security and user authentication, segmentation 
(manual and automatic), feature extraction and classifica-
tion for computer-aided diagnosis.

Vocabulary specific for each component is used in the fol-
lowing sections; Table 2 proposes descriptions for ambigu-
ous terms.

Table 2   Definitions of technical 
terms

Vocabulary Definition

Model Machine learning term, algorithm trained on data to realize a specific action 
(segmentation or classification)

Module Refers to the plugin created for each stage of the processing chain
Mode Specific term used in OHIF. Designs a specific viewer for a dedicated application
Plugin An extension to an existing element, implements new functionalities and 

installed directly on the base element

1  https://​crowds-​cure.​org.

https://crowds-cure.org
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Datasets

Use Case Study

Led by the CLB, an Osteosarcoma cohort [26] was set up 
with 177 patients from 3 multi-centers (site gathering data 
from several sub-centers in a region). The data were collected 
anonymized after institutional review board approval, from 
the two external centers and extracted from the CLB’s Picture 
Archiving Communication System (PACS) [27] in the stand-
ard DICOM format. The entire dataset was segmented by the 
source provider, and the segmentations obtained were trans-
mitted and integrated into the database in The Neuroimaging 
Informatics Technology Initiative (NIfTI) format.

Models  This cohort has been exploited in two previous 
research works. Each produced a machine learning model, 
one for 2D automatic segmentation (collaboration with 
Altran-Capgemini during an internship) and the other for 
outcome prediction classification based on the patient 
radiomic signature. The prediction model used ReliefF 
technique to analyze redundancy and reduce the number 
of features, and train a SVM classifier. Details about the 
training and the validation can be found in the article [3]. 
These models were to be integrated on the platform for 
inference and not for performance evaluation.

Other Datasets

To complete the main study use case, two other independent 
datasets were introduced inside the platform. The first one is a 
subset of the LIDC-IDRI dataset [34]. A lung tumors segmen-
tation model has been trained on it. The architecture of the net-
work is a 3D iUnet [35] to cope with the large GPU memory 
such large images require. The network was first trained on 
patches centered on the tumors, then random patches all over 
the images were used.

The second subset is extracted from a single-center ancil-
lary study of patients in acute respiratory distress syndrome 
(ARDS). The study was approved by their institutional eth-
ics committee (CSE HCL20 [36]). The model was trained 
with 316 CT volumes from 97 patients (yielding a Dice 
similarity coefficient of 0.972 on the training set). The lung 
segmentation model is a deep 3D convolutional neural net-
work using a modified version of the 3D U-net architecture, 
optimized with the Adam optimizer through a Dice-based 
loss function [37].

Models  Two models produced during these works were 
integrated in the platform: the lung volume segmentation 
model and the lungs tumors segmentation model for infer-
ence, only as a proof of concept and not to assess the validity 
of the models.

Fig. 2   Overview of the architecture of the AWESOMME Platform. Three main components are visible, for each new plugins and communica-
tion protocol for user traceability were developed
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Architecture

The infrastructure was deployed on the CPU on a dedicated 
virtual machine with a 10Tb.

Image Data Server: Orthanc

Orthanc Server is an open-source, small footprint light-
weighted vendor neutral archive that can act as a PACS. 
It comes with its own database engine based and assures 
DICOM interoperability using the DICOMTK Toolkit. This 
makes Orthanc Server a robust DICOM store. It is expend-
able by internal plugins, some existing plugins are already 
developed and can be modified. Since Orthanc Server pro-
vides a full programmatic access to its core features through 
a REST API [28], higher-level applications can also be built 
on top of it by driving the REST API.

This service can be reached at: https://​covid.​creat​is.​insa-​
lyon.​fr/​aweso​mme-​ortha​nc/.

Web‑Services Server: Girder

Girder is a free open-source platform [29]. It is developed 
by Kitware and allows transparent data management func-
tionalities, as storage and serve data from back-end stor-
age engine (such as MongoDB databases). It is divided in 
a server (Python) client (JavaScript) architecture, the web 
interface act as the client and interacts with the server part 
thanks to a single and expandable RESTful web API, that 
can be used in other applications to interact with Girder. 
Girder provides a flexible architecture that allows users to 
extend its functionality through plugins. These plugins ena-
ble developers to add custom features, tools, and integration 
to Girder without modifying its core codebase. Plugins are 
implemented as Python packages, and this mechanism can 
be used to add new custom routes and endpoints. It provides 
also a hooks system that can be used to extend or modify 
native Girder behaviors and events.

Girder also provides authentication and user management 
methods, and most importantly it enables access control to 
its resources through an authorization system. With the cus-
tomization of routes, Girder was extended with new plugins 
to act as a centralized authentication system and to modify 
Girder behavior to be a computational web-services launcher 
(to extract radiomic and start docker image applications).

One can access the Girder interface at: https://​covid.​creat​is.​
insa-​lyon.​fr/​aweso​mme-​girder/.

Web Viewer: OHIF

The OHIF viewer is an open-source, zero-footprint web-
based viewer [16]. OHIF has been widely adopted by the 
developer community as evidenced by the large number of 

projects based on it. It can connect to Image Archives using 
the DICOMweb standard web service. It is based on Cor-
nerstone to decode and render DICOM images.

It includes a few interactive tools, such as windowing or 
leveling, and offers measurement and limited manual seg-
mentation tools. Still, OHIF natively lacks semi-automatic 
of fully segmentation tools that will allow clinicians and 
researchers to quickly annotate large amounts of data. It 
lacks the functionality to save corrections made on exist-
ing segmentation. Furthermore, OHIF does not offer feature 
extraction or machine learning classification models.

Version 2.0 of OHIF introduces a side panel system for 
a unique expendable viewer, into which items can easily 
be added. The latest version benefits from a more complex 
architecture, as it also uses a system of modes, allowing 
access to viewers that do not have the same tools or the same 
analysis objectives. This project was based on the version 
3.3, the improvements were initially implemented in version 
2.0 of OHIF and then re-integrated into version 3.3 using 
both mode and panel extension.

The web viewer service is available at: https://​covid.​creat​is.​
insa-​lyon.​fr/​aweso​mme-​ohif/.

Modules Methods

Authentication

The three components described above have their own 
authentication system. The challenge is to offer a single 
system for the entire infrastructure.

Orthanc can simply contain identification pairs in its 
configuration file, or rely on plugins to link up with Key-
Cloack, for example. The Girder authentication system is 
comprehensive, secure and autonomous. It can be connected 
remotely via API routes. Girder’s system was found to be 
the most robust and expandable. Thus, the next step is to 
connect the Orthanc and OHIF components to the Girder 
authentication system. Orthanc’s plugins (Python Plugin and 
Orthanc-Explorer-2) were used to connect Orthanc to the 
Girder API Routes and simple requests were used in OHIF.

Segmentation

The segmentation module addresses several needs.
Firstly, in the osteosarcoma case study, segmentation files 

were already available. They were done manually or with 
a semi-automatic tool with corrections. It corresponds to 
a long and painstaking process done by a clinician. It was 
particularly important to preserve the work already done and 
re-integrate it into the platform. For that purpose, an import 
module was needed in the infrastructure. Our case study 
contained images and segmentations in The Neuroimaging 
Informatics Technology Initiative (Nifti) format but the data 

https://covid.creatis.insa-lyon.fr/awesomme-orthanc/
https://covid.creatis.insa-lyon.fr/awesomme-orthanc/
https://covid.creatis.insa-lyon.fr/awesomme-girder/
https://covid.creatis.insa-lyon.fr/awesomme-girder/
https://covid.creatis.insa-lyon.fr/awesomme-ohif/
https://covid.creatis.insa-lyon.fr/awesomme-ohif/
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server Orthanc only supports DICOM format. Several con-
version tools exist and the following list is not an exhaustive: 
dcm-js (javascript), pydicom (python).

Secondly, the developed module integrates different 
aspects of manual segmentation. An important requirement 
was to propose tools familiar to the clinicians to create 
detailed annotation on the image. To this end, AWESOMME 
strongly relies on tools proposed by OHIF with the Corner-
stone suite.

Finally, pre-trained segmentation models were made 
available on the platform. To integrate those models easily, 
Docker was used in order to wrap the development envi-
ronment of the model. That way, all needed modules and 
weights of models were put inside a Docker image that is 
called by a script. As OHIF is the entry point for the clini-
cians, it sends a request of execution of a specific model 
and its inputs. The instruction is transmitted to the Girder 
server, which can as a coordinator then launch the execution 
commands via Docker using python-on-whales library in 
Girder’s python side.

Feature Extraction

The feature extraction module focuses on radiomic 
extraction since this was the initial subject of our case 
study. The implementation of the extraction and storage 
were done on the Girder Server as for segmentation using 
API Routes.

As the use of radiomic features is expanding rapidly, a 
few concerns have emerged such as lack of reproducibil-
ity. Two initiatives were taken into account to answer those 
challenges. Concerning the extraction, the PyRadiomics [30] 
library was used to respect the Image Biomarker Standardi-
sation Initiative (IBSI) [31].

Radiomic features and additional information storage 
are critical to share clinical and omics data in oncology 
research. As the results, the methodology to conserve infor-
mation of extraction followed the recommendations of the 
French GrOup inter-SIRIC sur le paRtage et l’Intégration 
des donnéeS clinico-biologiques en cancérologie initiative 
(OSIRIS) [32].

Classification

The classification module is based on the same method-
ology as the previous two modules. In the same way as 
for the automatic segmenting models, each classifica-
tion model used for prognosis or diagnosis must also be 
integrated into a docker system. The results files must be 
accessible via the platform in a text file, or a file read-
able by the clinicians. In the main use case, the inputs 
for the predictive model were a single radiomic file in 
the CSV format.

Results

This section describes the main implementations made to 
improve and upgrade the 3 components to address the spe-
cific needs mentioned earlier and to offer diverse function-
alities with a section dedicated to deployment phase results.

Several plugins were developed to meet different needs 
and were divided into two main categories: security includ-
ing user management and data protection, and data analysis.

Deployment Phase Results

A first deployment phase was carried out in our laboratory. 
AWESOMME was deployed on a server and could be avail-
able for registration.

A public account has been set up for demonstrations. 
The aim of this launch was to obtain initial feedback on the 
platform before deploying a corrected, robust and extended 
version inside the hospital.

A demonstration of the platform and the different func-
tionalities described in this article is available at: https://​
covid.​creat​is.​insa-​lyon.​fr/​aweso​mme-​demo/.

Security: User Management and Data Protection

The precise workflow for user verification and access con-
trol is presented in Fig. 3.

User Management

Link Girder Credentials to Other Components  The first 
plugin created auth_ohif enabled two links: Orthanc-
Girder and OHIF-Girder. It retrieved encrypted user cre-
dentials and sent an encrypted token back to OHIF, which 
stores it and then interacts with Girder for processing. This 
plugin is called when a function with an encrypted token 
is used (either from OHIF or Orthanc). Each time a data 
is accessed by OHIF modules, the token is verified, for 
example, to check if a user has access to the data (accessing 
the link between user groups and Orthanc data saved in the 
resources_ohif plugin described below).

Orthanc-Girder link was built on already existing plugins: 
Orthanc-Explorer-2 and Orthanc-Python. The original 
plugins, OrthancExplorer2 used Keycloack authorization, 
if both installed, provided an authentication mechanism 
through a modern and user-friendly interface. Meanwhile, 
OrthancExplorer2 was enhanced to restrict access only to 
those registered in the Girder database and without need-
ing Keycloack authorization plugin. This development 
ensured a well-controlled access to a unique and secure 

https://covid.creatis.insa-lyon.fr/awesomme-demo/
https://covid.creatis.insa-lyon.fr/awesomme-demo/
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system, facilitating its management while also suppressing 
all unsecured URLs provided by Orthanc’s default UI. This 
advancement strengthened the confidentiality and sharing 
of medical data.

OHIF-Girder link required a new user interface on 
OHIF side to enter credentials. This was added and sim-
ply used the API routes with the encrypted credentials to 
save the encrypted token in as a state in an authentication 
React service.

Advanced Management  The advanced_management plugin 
was created to ease clinicians’ registration. New API Routes 
were created for administrators enabling them to generate 
random codes in the Girder interface (or in OHIF). The 
codes were divided in admin codes and member codes, 
meaning that an administrator can decide to open the data 
collection to other user with administrator rights. New users 
registering on the OHIF platform can then enter such a code. 
The code used determined the user rights and automatically 
granted them to the user.

A new user interface was implemented in OHIF to ena-
ble the use of the plugin by clinicians directly on the web-
viewer. This functionality is available on the page under the 
user profile top-right button (Fig. 4).

Actions are made available depending on the current user 
access rights. An admin could add another user in a group 
of data or generate codes to share to several other users. A 
non-admin user in a group could request membership by 
providing such a code.

Data Protection

Data Collections  The resources_ohif plugin was imple-
mented to create two new data models, series and derived 
objects from series (SEG, RTStruct, SR...). These mod-
els kept track of which cohort(s) each data file (DICOM 
images on the Orthanc Server or radiomics/diagnostics on 
the Girder Server) belongs to.

It enabled filtering, granting or prohibiting access to spe-
cific data for a group of user via the auth_ohif plugin. The 
cohort filter is called from OHIF using new API Routes.

Corresponding developments were then been imple-
mented in OHIF to render access rights saved in Girder, as 
highlighted in the middle of Fig. 4. New filtering criteria 
allowed to focus on a specific group of all the data avail-
able on the server and to reduce the number of patient data 
displayed in the list. In addition, name in which the data is 
included and a visual indicator for permission access were 
added for the sake of readability for each data item.

Traceability  The traceability plugin provided an interface for 
tracking the activities of each user on the platform. It was 
made only accessible for administrators. A list of action of 
interest was compiled, including both internal Girder actions 
and new actions created by the developed plugins.

For every action of this list, an event is generated, and 
these events are then monitored by the traceability plugin. 
For some actions, events were already triggered. For new 
developed actions, event triggers were added in the code, but 

Fig. 3   Check-in workflow to access data
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native Girder code which did not include events, the plugin 
listened to API Route request end notification. Every event 
triggered the apparition of a new log in the journal stored in 
the Girder’s database. A log entry includes the name of the 
action, parameters, the user who triggered it and the date. 
As part of the actions listed, creation of a cohort’s access 
code or request for automatic segmentation can be named.

This plugin did not need a counterpart in OHIF since it 
was only created for administrator and developers of AWE-
SOMME and it was not relevant to access those information 
in the medical viewer.

Data Import Module  This OHIF module was created to 
upload data on the Orthanc server from local data or from a 
temporary connection to a PACS. The user can choose the 
data group to which the import is added, a user can only add 
data to a group for which they are an administrator.

From the PACS, the transfer of data for a specific patient 
to the Orthanc Server of AWESOMME went through an 
anonymization script. A form should be filled to get only 
very specific data from the PACS and not huge data collec-
tion. The correspondence between the patient on the PACS 
and the patient on the platform is transmitted only to the user 
so that only the user keeps this information.

Local import functionality was achieved to support 
either DICOM or NiFti format. As data is saved in the Ort-
hanc Server via the DICOM API Routes, NiFti were to be 
converted to DICOM format. The conversion was made 
directly in OHIF thanks to JavaScript modules. However, 

the converted DICOM did not contain automatically perti-
nent information as Patient ID or modality of the image etc... 
So, the user must provide the NiFti file with a specific file 
name to complete information on the DICOM after conver-
sion. Nifti files could also be paired to an Excel file with 
additional metadata fields to inject in the DICOM file.

Data Analysis Implementations

This part presents the new features implemented on the web-
viewer. Most of the modifications were first made on OHIF 
version 2.0, then transposed and completed on version 3.3. 
The figures below show the final platform, i.e., the enhanced 
version 3.3. In OHIF version V2, all modifications were 
made in the only viewer available, so all data had access 
to the same interface and functions. In OHIF version V3, 
the mode system was leveraged to offer a new mode with 
the new functionalities without affecting the existing mode. 
OHIF enables access to the different modes in the patient 
expanded rows of the home view. The internal functions 
from OHIF were used to add a new mode which appeared 
automatically next to the others. This mode access was 
restrained with specific mode function that verifies if the 
mode is valid for each patient. In this paper case, the mode 
was made valid for all data collection.

Data analysis included segmentation or delineation 
(manual or automatic), feature extraction and computer-
aided diagnosis (as classification). These actions should be 

Fig. 4   New functionalities on the page. Two modification categories are displayed: the new filtering selector shown in red and new buttons in the 
header part to access new functionalities forms shown in green at the top
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performed by expert in the user interface, but OHIF could 
not support intensive calculation thus a plugin was created 
for the most computationally intensive function (such as run-
ning a segmentation model).

Batch Analysis Module

Some steps of the processing chain could be made by batch. 
Batch analysis, made available directly on the home page, 
was limited to one cohort at a time.

Currently, the batch analysis system is enabled for fully 
autonomous processes such as automatic segmentation and 
radiomics extraction. Figure 5 shows pieces of informa-
tion displayed and the form to be filled in by the user. Data 
belonging to a group were not necessarily homogeneous, 
i.e., the relevant acquisition for each patient may differ. They 
were then identified by their acquisition type (MR/CT...) and 
number or by their description for segmentation files. The 
indications at the top of the form were added to guide the 
user through the choice of inputs for analysis. The “Enter 
Description” and “Tag for reference” fields, for automatic 
segmentation and for feature extraction respectively, were 
built to identify outputs.

The batch analysis module relies on the same implemen-
tations as described below, the request can be transmitted 
as a list instead.

Segmentation

Manual Tools and New Functions  This part was proper to the 
OHIF interface, as it included only light computation functions.

Whether in version v2 or v3, OHIF offers default tools, 
using an external Cornerstone library, including specifically 
manual segmentation and annotation tools. However, one of 
the default tool in OHIF version 2.0 did not have its equiv-
alent in the version 3.3: the Freehand ROI Tool, because 
of the switch between the CornerstoneTools in the version 
2.0 to Cornerstone3D library in the latest version. This tool 

provides greater precision compared to the rest of the ROI 
tools. Thus it was manually added to the list. The complete 
list of tools available is displayed in Fig. 6 at the top.

Then a custom segmentation panel, in which new func-
tionalities are implemented in the top part of the panel, was 
created with the default mode segmentation panel as a base. 
This default panel was activated when segmentation was 
loaded into the viewer.

The default panel already authorized a few actions as 
renaming segments but for other actions, such as creating a 
new segment in a segmentation (which corresponds to the 
file and segments to the delimited content — one segmenta-
tion should be able to have one or several delimited zones), 
there was an existence but no user interface was available to 
use them. The first enhancement made was enabling those 
interactions in the default segmentation panel. Figure 6 pre-
sents the new functionalities created to improve the clini-
cians’ experience on the platform.

Then, an import functionality has been implemented 
directly in the home page. A similar function was 
designed in the panel to make for segmentation import. 
It was conceived to import previous masks (DICOM 
of NiFti) made on local tools. From NiFti, conversion 
relies on the same method as for the home view import 
data functionality. Though, a specific file name was not 
required as the converted file is linked to the current dis-
played series. A few check-ups were made on the size 
of the data and the spacing. The user was asked to enter 
information to complete the metadata of the segmenta-
tion file as the description. It was necessary for a better 
tracking of actions to describe the segment and indicate 
its nature (automatic or manual) as well as the person or 
model who created it.

Also, an interpolation tool was created: it is particularly 
useful to reduce the cost of the manual segmentation task 
by clinicians as it offered the possibility to interpolate a 
segment data between only two segmented slices ensuring 
shapes coherence.

Fig. 5   Batch analysis forms for segmentation (left) and radiomics extraction (right)
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Automatic Segmentation  Trained automatic segmentation 
models were also made available in the panel (middle part 
selector). Since it required more computer resources, they 
were accessible via a request system to the heavy computa-
tion server.

The aimodules_ohif plugin in Girder allowed the retrieval 
of requests and instructions sent by the web viewer for the 
launch of automatic models or the launch of radiomics 
extraction (also thanks to new API Routes). Appropriate data 
are retrieved via a communication link to Orthanc before 
launching the appropriate processing and sending back the 
result to the viewer. For the first step of analysis, three auto-
matic segmentation models have been added. 

1.	 Osteosarcoma: The original study case model which is 
used to delineate bone tumor

2.	 Lungs: A model to delineate abnormalities in the lungs
3.	 Lungs: A model to delineate volume of the lungs

Models are linked to different application cases, using 
the cohort implemented. Thus, an automatic segmentation 
model can only be called up on data belonging to a specific 
group (information retained by the previous plugin). The 
Girder API Route system did not allow to return file, so 
only the pixel array in NIfTI format was sent back to OHIF. 
Conversion back to DICOM was achieved in the OHIF part 
using the library dcmjs.

A preliminary analysis about time cost of inference of a 
model was made on the Osteosarcoma segmentation model. 

Table 3 presents two criteria investigated to have an impact 
on the total time of the model. In this case, the number of 
slices had a significant impact on the model temporal cost 
but for the communication temporal cost, total file size was 
the most critical point. Transfer of data from Orthanc to 
Girder and conversion temporal cost are not significant.

As models could be part of very different application cases 
(here osteosarcoma or lungs segmentation), they should not be 
called on every data. A filter was directly built in this panel to 
ensure that all models were retrieved but only models linked 
to the collection of the current data were available in the 
selector. Information as time cost or confidence was added. 
If necessary, metadata should be entered in the form. Only 
segmentation with a unique segment is fully supported (load-
ing, saving, import) in the current version.

Feature Extraction

On Girder’s side, feature extraction was implemented in the 
aimodules_ohif plugin as well. For radiomics, the instruc-
tions should follow the same strategy: the request should 
contain the information about the series and segmentation 
to retrieve from the data server before launching extraction. 
Pre-saved parameters files are saved in Girder but the request 
could also contain new sets of parameters in the JSON for-
mat. In order to comply with the OSIRIS initiative, those 
parameters and the version of the module used to extract 
radiomics were saved in the same file as the radiomics in 
Girder, allowing future communication with OSIRIS server.

Fig. 6   Enhanced OHIF: shows the global view with data visualization and tools with the new segmentation panel
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Figure 7 (left) shows how the panel is organized in two 
parts on OHIF’s side. Top part of the panel is to start the 
extraction, containing segmentation input, tag reference 
and parameter window. The bottom part lists the radiomic 

files downloable for the series. After each launch and 
except if an error occurred (signaled by a notification), 
a file should be added to the list without further action 
from the user.

Table 3   Temporal cost of automatic model request depending on some data characteristics

Values in bold are there to clearly identify problematic values in processing time
a Number of slices or instances contained in the series sample
b Resolution is expressed in pixels
c Size refers to the total of MB for all instances combined
d Temporal cost are in seconds
e Model temporal cost designates the time during which the model is running on the data to produce the result
f Data handling includes data download from Orthanc to Girder’s local folder, data conversion and results upload to Girder
g Communication describe the response of the request sending data back to OHIF from Girder

Sample info Time per phased Ratio phase over total

Criteria Slicesa Resolutionb Sizec Modeld Data handlinge Communicationf Total Model Data handling Communication

Sample 1 16 512*512 8.6 11.75 0.46 6.79 19 0.63 0.02 0.36
Sample 2 60 352*352 15.1 22.18 0.96 11.8 34 0.65 0.03 0.29
Sample 3 26 1024*1024 54.6 13 2.21 42.79 58 0.22 0.04 0.55

Fig. 7   Enhanced OHIF: (left) only shows the radiomics panel, it is 
accessible the same way as the segmentation panel on the side on 
the window. (middle) shows the side panel for launching diagnostic. 
(right) Presentation of the scoring panel. One can select a type of 

score, and then the chosen score. Here it uses a scale of pre-defined 
values but for other cases a text box can display. A physician can 
enter the confidence in their scoring and add a comment before sav-
ing it to the Girder server
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Computer‑Aided Classification and Prognostic

As the two previous actions, automatic computer-aided clas-
sification for prognostic was also implemented in the same 
Girder plugin. For the moment, one model to predict patient 
treatment response for Osteosarcoma was integrated. This 
model required a radiomic file as an input. that should be 
passed as an argument to the API request. The reference to 
this file is part of the request parameters and then mounted 
from the Girder data storage to the docker volume.

The automatic models from data mining were imple-
mented in a third panel. It was built as a two-part panel, 
the first part for launching the automatic models and the 
second part for the results files. Number and type of inputs 
were stored with the model information in Girder and were 
transmitted to OHIF to create a custom and generic input 
form for each model. Figure 7 (middle) presents the form 
for the osteosarcoma treatment response prediction model.

Other Panel

An emerging need was to be able to score or evaluate data. 
This involved either scoring a piece of data according to a 
specific criterion, or giving a confidence index to a segmen-
tation, an image or a value. This scoring module was built 
for the Modified Rankin Scale. It was designed with general-
ization in mind. Figure 7 (right) shows how a user can select 
the type and enter the score either from pre-defined choices 
or a text box. The scores are then recorded and associated 
with the data (primary or derived) for subsequent statistical 
analysis or evaluation.

Discussion

The medical viewer AWESOMME has been designed to help 
clinicians and radiologists to easily create research cohorts of 
data including metadata and annotation in a setting designed 
to fit in with their daily hospital routine. It was created with 
security of access and traceability in mind, while promot-
ing ease of access and use. Meaning, the platform should be 
accessible on any machine in the hospital network and should 
include familiar analysis tools. Three different actions were 
implemented in the platform, segmentation, feature extraction 
and classification for computer-aided diagnosis.

To answer the first requirement, the decision was made to 
develop the solution as web-based platform. Desktop soft-
ware solutions such as original Slicer 3D require independ-
ent multi-installations for multi-machine use. A single instal-
lation, accessible on all Internet-connected machines in the 
hospital environment, ensures the same controlled, secure 
and homogeneous environment across all hospital machines.

The architecture generally encountered in the implemen-
tation of a medical web viewer is a set of at least three com-
ponents: a data server, a computational server and a web 
interface. This is the architecture on which both the Monai-
Label solution and the XNAT software are based. XNAT 
uses the web viewer as a plugin rather than the main com-
ponent of its solution while our solution uses it as the main 
interface for the user.

The choice of data server is a keypoint question. The 
component chosen for the web interface, OHIF, is based on 
a DICOMweb communication protocol. In our hospital case, 
PACS uses a similar system, so the platform connection to 
the hospital database should be straightforward. However, 
this raises a few questions. Uploading research data to PACS 
from the platform, particularly DICOM segmentation files, 
is currently prohibited to avoid overloading clinical PACS. 
That’s why the choice was made in favor of the Orthanc data 
server, which can also be enhanced. On the other hand, it 
was necessary to maintain a link to PACS for ongoing data 
import. This has justified the need of a PACS import mod-
ule. OHIF used as the main interface was chosen as it is an 
ergonomic, web-based viewer. From literature and develop-
ments made during this project, OHIF has appeared as an 
easily expendable and ergonomic tool. In spite of that, these 
two components (Orthanc and OHIF) do not allow the user 
to run heavy calculations such as machine learning models. 
The third component in the architecture was used for this 
purpose. Girder was chosen because it is a modular compo-
nent that also serves as a data repository for non-DICOM 
files. Girder does not use the protocol required for OHIF 
justifying the user of the Orthanc data server. Girder’s native 
features as users and groups management have been used 
to offer a strong cohort filter for data. It relies on matching 
data on the data server Orthanc and a list of references in 
Girder. References should be manually added on Girder’s 
interface or using the requests. In our case, the requests are 
sent by OHIF which have the import module for users. It 
meets security requirement by restricting access to data 
regarding user’s right.

In the AWESOMME infrastructure, computational ser-
vices and management of user rights are associated in one 
web-services server. This coupling implies that comput-
ing resources are directly linked to the deployment envi-
ronment. In our case, AWESOMME is offered on a server 
with dedicated GPU resources. These resources are more 
than sufficient for the proof of concept. On the other hand, 
in the event of an increase in data use and computational 
demands, the computational part could easily be deported to 
a possible computational cluster. Unfortunately, having sev-
eral components also brings the disadvantage to have more 
parts to maintain, in different programming languages. The 
evolution from OHIF version 2 to version 3.3 is a perfect 
example of the difficulties that can be encountered: changes 
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to sub-modules imply the deletion/modification of function-
alities in the interface.

Another major limitation of this architecture is also the 
regular exchange of information between the different com-
ponents. It appears from preliminary results of a time cost 
analysis that the characteristics of the data (number of slices 
and resolution) have an impact on the time it takes to com-
plete the request. Two aspects are taken into consideration: 
the time of the model and the time during the communica-
tion of the results between Girder and OHIF. The first is 
part of the optimization of the model, but the latter should 
be decreased as much as possible as it is strongly dependent 
on the quality of the network connection. In the study case 
of this article, emergency and fast response is not a key point 
but it can be in other circumstances. Limitations surround-
ing temporal costs should be the subject of a specific and 
more complete analysis to fully comprehend their impact on 
machine learning models’ uses during clinical routine. The 
possibilities for optimizing models do not fall within the 
scope of this manuscript, although the use of GPUs for infer-
ence could perhaps improve model calculation times. We are 
currently studying strategies for optimizing data exchanges 
but we have yet not concluded. For example, by avoiding 
going through the results of the query and directly uploading 
the results from Girder by transmitting only the information 
from the segmentation series to OHIF so that it can reload 
this data specifically.

To the best of our knowledge, no other web-based plat-
form included a complete workflow of analysis: segmenta-
tion, feature extraction and diagnostic support. MonaiLabel 
offers a comprehensive solution for segmentation including 
functionalities for continuous learning. Both MonaiLabel 
and XNAT solutions rely on the component OHIF that the 
platform AWESOMME uses as well since OHIF already 
offers manual tools for segmentation. The segmentation 
panel for these solutions does not satisfy all the function-
alities required, notably the import of previous segmenta-
tion done on a desktop software or feature extraction. The 
recent version of the plugin XNAT-OHIF based its current 
interface for the segmentation panel on MonaiLabel and 
does not include feature extraction. One of the key points of 
this project was to be able to re-inject segmentation made 
on desktop software. As manual segmentation is very time-
consuming, it was important that the platform was able to 
continue to use previously performed segmentation, thus 
saving clinicians the trouble of having to do it all over 
again. This functionality is not implemented in MonaiLabel 
and not available in the web-viewer access point of XNAT 
(but in the data management interface). AWESOMME ena-
bles it, for both DICOM (SEG) and NiFti. Other formats 
are widely used for segmentation, as DICOM RTStruct 
and NRRD for example, import function for these formats 
should be made available shortly.

Integration of the main use case model was completed by 
the addition of other models extending possible case studies. 
It was the opportunity to analyze the process of automatic 
model integration into the platform. Although the Docker 
system is quite useful to connect easily Girder to new model, 
models themselves can be harder to handle. As they are 
developed by different researchers in different study cases, 
inputs are not homogeneous from one model to another. The 
types of the inputs can change, from DICOM to NiFti for 
image input format and models can even be based on dif-
ferent type of data (radiomic) or image for classification. It 
highlights the need of specific guidelines for future models, 
all pre-processing and post-processing should be included 
in the docker system. Data could be provided in a specific 
format, initiatives as Brain Imaging Data Structure (BIDS) 
[33] are example of data structures that could be replicated 
in AWESOMME. New automatic model should rely on the 
same data structure or change it directly in pre-processing 
steps in their docker image. The same strategy should apply 
to outputs. Integration of automatic models was successful 
as model trained for research were used on new incoming 
data. As previously mentioned, it is important to notice that 
analysis of the automatic models results is outside of the 
scope of this project and should be further evaluated in a 
follow-up study.

Regarding feature extraction, AWESOMME offers radi-
omics extraction based on a specific python module. The 
extraction of radiomics in the platform environment is 
intended to be reproducible as the choice of the module was 
made to ensure the compliance with international initiatives 
on radiomics guidelines. It could be relevant to add more 
compliant modules for radiomic extraction. The platform 
could also be used in other cases of computer-aided diagno-
sis, with the extraction of non-radiomics features. It has been 
designed to integrate the addition of other feature extraction 
approaches with minimal effort.

The laboratory instance is already successfully deployed 
and the hospital instance is currently being deployed. The 
operating system available in the laboratory is different from 
that in the hospital, so a test phase was first necessary to 
check that all the components were working properly. The 
final ongoing step is the provision of a dedicated machine 
from the hospital.

Initial user’s feedback from within the laboratory and 
from the radiologists was promising. The possibility of add-
ing new data and functionalities specific to research projects 
was mentioned. For example, the import module has been 
created at the request of clinicians and colleagues. The plat-
form has then demonstrated to be modular and adaptable to 
different study cases. Teams which provided data samples 
are eager to use the platform, naming the scoring project and 
the lungs volume segmentation. It leads to new functionality 
development enabling, for example, visualization of scores 
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or adding new computer-aided diagnosis model. A new need 
also arose to enable inter-expert evaluation, especially in the 
case of multi-center cohorts. It means that analysis done by 
an expert (either scoring, annotation etc...) could be com-
pared to another expert inputs.

Conclusion

The purpose of this platform is to provide a direct link 
between machine learning algorithms and clinical research 
and diagnosis for the analysis of large volumes of patient 
data while ensuring protection and traceability of sensitive 
data. As several tools already exist for specific applications 
or actions, this solution aims to centralize all processing 
steps to visualize and produce expert data more efficiency.

Based on a three-component architecture, enhancements 
of the basic elements have been proposed allowing the 
implementation of secure and generic use of AWESOMME. 
Import of data on the platform has been facilitated with 
anonymization and upload functionalities in a data collection 
system. Users access and data restriction were implemented 
through a filter on these cohorts. Regarding the actions 
available, automatic models for both segmentation and clas-
sification (computer-aided diagnosis) were wrapped inde-
pendently in Docker images callable from one on the major 
architecture component. Feature extraction was developed 
to comply with existing initiative and ensure repeatability.

Thanks to the authentication and user access control, patient 
data and information are secured and user actions are tracked 
down at any time. Different types of data and application have 
been considered to demonstrate scalability and generalization. 
AWESOMME’s simplified multi-expert management opens 
up the possibility of creating cohorts enriched with annotations 
and inter-expert variability at low cost. The platform AWE-
SOMME has then the capacity to provide a new approach 
for multi-sources data processing (images, radiomics etc...) 
helping to better understand patient outcomes classification 
and prediction thanks to machine learning research through a 
clinician-friendly interface.
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