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Quantification and mitigation of the effect of resynchronization
errors in ultrasound sensor network for passive imaging
in elastic plates

Omar Bouchakour, Emmanuel Moulin,a) Lynda Chehami, and Nikolay Smagin
Universit�e Polytechnique Hauts-de-France, Universit�e Polytechnique Hauts-de-France, Centre National de Recherche Scientifique,
Universit�e de Lille, Unit�e Mixte de Recherche 8520, Institut d’Electronique de Micro�electronique et de Nanotechnologie, F-59313
Valenciennes, France

ABSTRACT:
The problem of signal desynchronization in passive imaging based on noise correlation for defect detection in elastic

plates is investigated. Although a post-processing resynchronization process relying on the symmetry of noise corre-

lation functions can be applied prior to the imaging algorithm, perfect synchronization might not be achieved experi-

mentally. Effect of such residual synchronization errors on the defect detection performance is quantified as a

function of their probability density function. A mathematical regularization process is then proposed to reduce the

standard deviation of the resynchronization errors by a factor of
ffiffiffiffiffiffiffiffiffiffiffiffi
N � 1
p

=N (N is the number of sensors), which

results in a significant improvement in the detection performance. Finally, these theoretical results are validated

through a simple flexural-wave propagation simulation. VC 2024 Acoustical Society of America.
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(Received 14 December 2023; revised 9 April 2024; accepted 22 April 2024; published online 15 May 2024)

[Editor: Peter Huthwaite] Pages: 3283–3290

I. INTRODUCTION

Structural health monitoring (SHM) is attracting strong

interest in the industrial community and the subject of active

international research. Pitch-catch1 is one of the most widely

used classical ultrasonic methods for defect detection. This

kind of so-called “active” method requires controlled sour-

ces and, therefore, complex electronics. This might not be

practical in some applications, especially SHM-related ones,

using embedded sensor networks. A few years ago, some

research work2,3 has performed on Green’s functions,

retrieving from ambient noise cross correlation in complex

mediums. In the particular case of reverberating plates,

noise cross correlation can be written as4

CðtÞ � GðtÞ � Gð�tÞ½ � � f ðtÞ; (1)

where G(t) is the Green’s function, f ðtÞ ¼ C0ðtÞ � KðtÞ, C0

is the noise auto-correlation, and K(t) is a function depend-

ing on the plate characteristics.4

This made it possible to take advantage of the cross cor-

relation of ambient noise for passive imaging to locate

defects in reverberating plates for SHM applications.5,6

However, this technique requires that signals recorded by

the different sensors must be synchronized with each other.

This involves an electronic complexity, which might

become a real challenge for embedded applications based

on wireless sensors network imaging.7,8

Coming back to the literature, a set of synchronization

methods for sensor networks have been developed and

tested. Arceo-Miquel et al.9 proposed a synchronization

approach using an external clock via Global Positioning

System (GPS). However, this kind of method may not be

accurate, especially when the connection to the external

clock fails. Moreover, it is not applicable in certain environ-

ments such as underwater, indoors, and under foliage.10 In

Ref. 11, Elson et al. developed a synchronization protocol

called reference-broadcast synchronization (RBS). The

basic idea of such a protocol is that nodes in the network

periodically send beacon messages to their neighbors using

broadcast at the physical layer. Recipients use the message’s

arrival time as a reference point to compare their clocks.

However, convergence time and complexity are the major

issues of the RBS method. Indeed, it requires a lot of syn-

chronization rounds to achieve reasonable convergence. In

addition, each node must communicate with all the other

nodes of its neighborhood to achieve convergence.12 In pas-

sive imaging based on noise correlation (in particular, seis-

mology13,14 and underwater acoustics15–17 domains), the

peak correlation technique (PCT) has been used as a promis-

ing method for the detection of signals time shifts. Such an

approach is based on the symmetry of the cross-correlation

functions.18 In fact, the correlation between the positive and

negative time lags of the cross correlation between signals

recorded by a pair of sensors gives a peak of resemblance

corresponding to the time shift of this cross correlation. This

allows sensor resynchronization in post-processing without

adding electronic hardware complexity. However, in the

presence of an additive noise during the measurement pro-

cesses, estimating time shifts using such a technique can

lead to resynchronization errors and then a subsequenta)Email: emmanuel.moulin@uphf.fr
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degradation of the localization image contrast. The main

objective of this work is to quantify this degradation as a

function of the standard deviation of the resynchronization

error. Then, we show that this error can be reduced by

means of a pseudo-inversion process.

This paper is outlined as follows. In Sec. II, the degra-

dation of the contrast ratio of the localization image is quan-

tified as a function of the statistical properties of the

resynchronization error. In Sec. III, we show how the

resynchronization error can be reduced using a Moore-

Penrose pseudo-inversion process. In Sec. IV, the theoretical

derivations are validated using a numerical simulation and

obtained results are discussed.

II. INFLUENCE OF SYNCHRONIZATION ERRORS
ON DEFECT DETECTION

Let us consider a set of N independent acoustic sensors

attached to a plate subject to some ambient noise. The proce-

dure that we use to detect and localize a possible defect is

based on cross-correlating noise recorded at each receiver and

applying a backpropagation and dispersion-compensation

algorithm. Indeed, as detailed in previous work,4,5 the com-

puted positive time lag of differential noise cross correlation

between two states with and without defect allows to isolate

the defect signature. A pixel-by-pixel backpropagation process

then allows to build a localization image of the defect.

Here, we will consider that each receiver is driven by

its own independent internal clock, leading to possible time

drifts between recorded signals. In that case, resynchroniza-

tion of signals is needed before applying the localization

algorithm. In this section, we will investigate the effect of

possible residual errors in the resynchronization process on

the defect detection performance.

We note siðtÞ as the signal that would be recorded at the

ith receiver, Ri, in the case where all receivers are synchro-

nized to a common timebase.

By defining Di as the possible clock drift affecting

receiver Ri, we can then write the actually measured signals

as

smes
i ðtÞ ¼ siðt� DiÞ; (2)

where siðtÞ is the signal recorded by Ri if the receivers were

synchronized, and the upper index, “mes,” refers to

measured.

The cross correlation computed between two receivers,

Ri and Rj, is then

Cmes
ij ðtÞ ¼ smes

i ðtÞ � smes
j ð�tÞ; (3)

where � denotes convolution.

Equations (2) and (3) yield

Cmes
ij ðtÞ ¼ Cijðt� dijÞ; (4)

where CijðtÞ ¼ siðtÞ � sjð�tÞ, and dij is the time shift

between Ri and Rj, which is defined as

dij ¼ Di � Dj: (5)

These, supposedly unknown, time shifts have to be esti-

mated so that they can be compensated before applying the

localization algorithm. This can be performed by using the

PCT, consisting of exploiting the time symmetry that should

characterize the quality of Green’s functions reconstruc-

tion.13–17 For that, we compute the cross correlation

between Cmes
ij ðtÞ and its time-reversed version. The obtained

correlation peak, which would theoretically correspond to

the zero time lag of the noise correlation CijðtÞ, is actually

obtained at the shifted time lag, 2dij [see Fig. 1(a)]. Then,

the measured cross correlation can be resynchronized in

post-processing by simply compensating the time shift as

follows:

Cres
ij ðtÞ ¼ Cmes

ij ðtþ dijÞ; (6)

where the upper index, “res,” refers to resynchronized.

From Eq. (4), this yields

Cres
ij ðtÞ ¼ CijðtÞ: (7)

However, in the presence of an additive noise in the

measurement process, some uncertainties can affect the esti-

mation of the cross-correlation time shifts [see Fig. 1(b)].

The corresponding estimated shift, denoted by deij
, can then

be written as

deij
¼ dij þ Eij; (8)

where Eij is the estimation error.

Consequently, the resynchronized cross correlation with

deij
can be written as

Cres
ij ðtÞ ¼ Cmes

ij ðtþ deij
Þ; (9)

which, according to Eqs. (4) and (8), can be expressed as

Cres
ij ðtÞ ¼ Cijðtþ EijÞ: (10)

Similar to Eq. (1), positive time lag of the differential cross

correlation (subtraction with and without defect) used for

imaging can be written as

DCþij ðtÞ ¼ DGijðtÞ � f ðtÞ; (11)

where DGijðtÞ is the part of the Green’s function resulting

from the defect.

In the frequency domain, this yields

DCþij ðxÞ ¼ DGijðxÞFðxÞ ¼ DGijðxÞC0ðxÞKðxÞ; (12)

where C0ðxÞ is the noise power spectral density and KðxÞ is

the Fourier transform of K(t), which is defined in Eq. (1).

In the far-field, DGijðxÞ can be written as19

DGijðxÞ ¼ BðxÞf ðhij;xÞvije
�jkðxÞdij ; (13)
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where BðxÞ is a frequency-dependent function characteriz-

ing the source nature [for example, displacement source if

BðxÞ is constant or load source if BðxÞ is as given in Ref.

19]; f ðhij;xÞ is the scattering amplitude; hij is the angle of

the wave packet scattered by the defect toward Rj when Ri is

considered as a source; vij ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffi
didddj

p
is a geometric fac-

tor, where did and ddj are the distances from Ri to the defect

and the defect to Rj, respectively; dij ¼ did þ ddj; and kðxÞ
is the wave number that obeys the dispersion relation of the

A0 Lamb mode.

Equations (12) and (13) yield

DCþij ðxÞ ¼ f ðhij;xÞ vij e�jkðxÞdij U0ðxÞ; (14)

where U0ðxÞ ¼ BðxÞKðxÞC0ðxÞ. Note that the exact

expression of U0ðxÞ can be obtained from previous work4,19

but will be useless here.

Equation (10) implies

DCresþ
ij ðxÞ ¼ DCþij ðxÞ ejxEij : (15)

Thus,

DCresþ
ij ðxÞ ¼ f ðhij;xÞvij e�jkðxÞdij U0ðxÞ ejxEij : (16)

For simplification purposes, we will number the

receiver pairs as n � ðijÞ.
Next, the backpropagation algorithm is applied for the

defect localization. It consists of backpropagating the differ-

ential correlation associated with each sensor pair on the dis-

tance first sensor-pixel-second sensor. Then, summation

over all sensor pairs results in the so-called backpropagation

function,4 expressed in the frequency domain and for pixels

located on the defect position as

BPFðxÞ ¼
XNc

n¼1

DCresþ
n ðxÞejkðxÞdn ; (17)

where Nc ¼ N2 is the number of pairs.

To keep only the first wave packets and remove the

reverberations, we return to the time domain via the inverse

Fourier transform, bpf(t). Then, we compute the time-

windowed intensity on the defect position as follows:

Ires ¼
ðT0=2

�T0=2

jbpfðtÞj2 dtj; (18)

where T0 is the wave packet duration.

Replacing bpf(t) by its expression [inverse Fourier

transform of Eq. (17)], we then obtain

Ires ¼
ðT0=2

�T0=2

XNc

n¼1

f ðhn;xÞvnunðtÞ
 !2

dt; (19)

where unðtÞ ¼ u0ðtþ EnÞ.
Assuming that the defect has isotropic scattering behav-

ior, then jf ðhn;x0Þj2 ¼ r0=2p, where r0 is the defect scat-

tering cross section19 at frequency x0. Equation (19)

becomes

Ires ¼
r0

2p

ðT0=2

�T0=2

XNc

n¼1

v2
nu2

n þ
XNc

n¼1

XNc

m 6¼n

vnvmunðtÞumðtÞ

2
4

3
5 dt;

(20)

which can be written as

Ires ¼
r0

2p
E0

XNc

n¼1

v2
nþ
XNc

n¼1

XNc

m 6¼n

vnvm

ðT0=2

�T0=2

unðtÞumðtÞdt

2
4

3
5;

(21)

where E0 ¼
Ð T0=2

�T0=2
u2

0ðtÞ dt.
Because we are interested in an average behavior of the

intensity on the defect position, introducing the statistical

mean (denoted by h�i) on Ires for a set of random realizations

on En and knowing that unðtÞ and umðtÞ are independent for

n 6¼ m, we obtain

FIG. 1. (Color online) Illustration of an example of the correlation between the positive and negative time lags of Cmes
ij ðtÞ windowed around the resemblance

peak (a) noise-free case and (b) noisy case.
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hIresi ¼
r0N2

c

2p
E0

XNc

n¼1

v2
n þ E1

XNc

n¼1

XNc

m 6¼n

vnvm

0
@

1
A; (22)

where E1 ¼
Ð T0=2

�T0=2
hunðtÞi2 dt.

Defining �v ¼ ð1=NcÞ
PNc

n¼1 vn, and v2 ¼ ð1=NcÞ
PNc

n¼1 v2
n,

it is easy to show that
PNc

n¼1

PNc

m 6¼n vnvm ¼ N2
c �v2 � Ncv2 ,

thus

hIresi ¼
r0N4

c

2p
E1 �v2 þ E0 � E1

Nc
v2

� �
: (23)

Considering that Nc is large enough to neglect ½ðE0 � E1Þ=
Nc�v2 , hIresi can be approximated as

hIresi �
r0N4

c

2p
E1�v2: (24)

To quantify the degradation of the defect detection as a

function of time shift, we define a contrast ratio, denoted Cr,

between the case with resynchronization error and a refer-

ence case without resynchronization error as

Cr ¼
hIresi

I
; (25)

where I is the defect pixel intensity in the case of synchro-

nized signals (the case where E1¼E0).

According to Eq. (24), the contrast ratio can then be

simplified as

Cr ¼
E1

E0

: (26)

Using Parseval’s theorem, E1 can be written such that

E1 ¼
ð
jFT hunðtÞið Þj2 dx; (27)

where FTð�Þ denotes the Fourier transform.

From the definition of unðtÞ, we have jFTðhunðtÞiÞj2

¼ jU0ðxÞj2 � jhejxEnij2. Using the transfer theorem, we can

easily show that

hejxEni ¼
ð

ejxEpðEÞ dE; (28)

which is simply
ffiffiffiffiffiffi
2p
p

times the Fourier transform, pðxÞ, of

the probability density function of E.

Thus, Eq. (27) yields

E1 ¼ 2p
ð
jU0ðxÞj2 � jpðxÞj2 dx: (29)

Assuming that the standard deviation of E is small compared

to the wave propagation time, the probability density func-

tion, pðEÞ, is a narrow time-dependent function. This implies

that its Fourier transform, pðxÞ, evolves slowly over the

frequency band of U0ðxÞ. Then,
Ð
jU0ðxÞj2 � jpðxÞj2 dx

¼ jpðx0Þj2E0, and by introducing Eq. (29) into Eq. (26), we

finally obtain

Cr � 2pjpðx0Þj2; (30)

where x0 is the central frequency of the bandwidth.

This expression shows how localization performance is

related to the standard deviation of the resynchronization

error. It will be applied and validated in a numerical case in

Sec. IV. However, first, we will show in Sec. III how this

standard deviation can be minimized by applying a mathe-

matical manipulation based on Moore-Penrose pseudo-

inversion, thus resulting in improved contrast ratio.

III. MINIMIZATION OF RESYNCHRONIZATION
ERRORS USING A MOORE-PENROSE PSEUDO-
INVERSE PROCESS

As explained in Sec. II, the time shifts, dn, of the noise

correlation functions are obviously the direct consequence

of the individual receiver’s time drifts, Di [see Eq. (5)]. Yet,

the PCT-based method has consisted of estimating and then

compensating, directly, the dn without caring about the orig-

inal drifts. Although this is in principle sufficient for suc-

cessful application of the localization algorithm, we will see

here that recovering the set of Di by pseudo-inversion of Eq.

(5) will have a regularization effect on the correlation time

shift estimations.

First, Eq. (5) can be written in matrix form as

d ¼ MD; (31)

where M is a connectivity matrix of dimension ðNc � NÞ
containing 1, 0, and –1 elements. D is a vector of ðN � 1Þ
elements containing time drifts, Di, of the N sensors.

Finally, d is the ðNc � 1Þ vector of the correlation shifts, dn.

Similarly, Eq. (8) can be written in matrix form as

de ¼ dþ E, where E is the vector of estimation errors. From

these estimated correlation shifts, de, we can then estimate a

time drift vector, Dp, through a pseudo-inversion as follows:

Dp ¼ Mþde; (32)

where Mþ is the Moore-Penrose pseudo-inverse20 of M, and

the index, p, refers to pseudo-inverse.

Dp corresponds to the N receiver clock drifts best

matching (in the least-square sense) the correlation shifts

that could be estimated experimentally through the PCT

method. Next, we can multiply it by matrix, M, to obtain a

constrained version of these correlation shifts as

dp ¼ MDp ¼ MMþde: (33)

According to Eq. (31), Eq. (33) becomes

dp ¼ MMþMDþMMþE: (34)

As well-known properties of the Moore-Penrose pseudo-

inverse imply that MMþM ¼ M, Eq. (33) yields
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dp ¼ dþ Ep; (35)

where Ep ¼ A E and A ¼ MMþ.

This process then provides us with a new set of esti-

mated correlation shifts, dp, with resynchronization errors,

Ep, whose variance can be written as

r2
p ¼
hET

pEpi
Nc

; (36)

where ET
p denotes the transpose of Ep and h�i denotes the

mathematical expectation for a set of random realizations on

Ep.

In the same way, the variance of the initial synchroniza-

tion error, E, of the originally estimated shifts, de, is

r2 ¼ hE
TEi

Nc
: (37)

Substituting Ep by its previously defined expression yields

ET
p Ep ¼ ET Mþð ÞTMTMMþE: (38)

Knowing that ðMþÞTMT ¼ ðMMþÞT ¼ MMþ and MMþM
¼ M (pseudo-inverse and transpose properties), Eq. (38)

becomes

ET
p Ep ¼ ETA E: (39)

By decomposing A into a sum of diagonal ½diagðAÞ� and off

diagonal ½odiagðAÞ� matrices, Eq. (39) becomes

ET
p Ep ¼ ETdiagðAÞE þ ETodiagðAÞE: (40)

Then, taking the expected value of Eq. (40), the second term

cancels out because it contains only cross-independent

terms.

As for the first term, its expected value yields

hETdiagðAÞ Ei ¼ r2TrðAÞ, where Tr(A) is the trace of matrix

A. Because Moore-Penrose pseudo-inverse properties imply

that TrðAÞ ¼ rankðMÞ ¼ N � 1, Eq. (40) yields

hET
p Epi ¼ r2ðN � 1Þ: (41)

Introducing Eq. (41) into Eq. (36) finally yields

rp ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
N � 1
p

N
r: (42)

This means that the standard deviation of the resynchroniza-

tion error is reduced by a factor of
ffiffiffiffiffiffiffiffiffiffiffiffi
N � 1
p

=N when apply-

ing the pseudo-inverse process proposed here.

IV. NUMERICAL VALIDATION AND DISCUSSION

To validate the theoretical expressions developed in

Secs. II and III, a simple numerical simulation is performed

in this section.

We consider the propagation of flexural waves in an

infinite plate with no absorption. In the frequency domain,

this propagation between a source and a receiver, Ri, at posi-

tions ~rs and ~ri, respectively, can be modeled in the far-field

through the following propagation function:

Pð~rs;~ri;xÞ ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jj~rs �~rijj
p e�jkðxÞjj~r s�~r ijj; (43)

where kðxÞ is the wave number of flexural waves.

Therefore, the received signal at Ri can be expressed as

uð~rs;~ri;xÞ ¼ Pð~rs;~ri;xÞ � ueðxÞ; (44)

where ueðxÞ is the Fourier transform of the emission signal.

In the presence of a defect, the signal received at Ri can

be written such that

udð~rs;~ri;xÞ ¼ uð~rs;~ri;xÞ þ Duð~rs;~ri;xÞ; (45)

where Duð~rs;~ri;xÞ¼ fdð~rs;~ri;xÞ�Pð~rs;~rd;xÞ�uð~rs;~rd;xÞ,
where fdð~rs;~riÞ is the defect scattering amplitude, and ~rd is

the defect position.

Using the inverse Fourier transform, we return to the

time domain to obtain the signals udð~rs;~ri; tÞ and uð~rs;~ri; tÞ
received by Ri in both cases: with and without defect,

respectively.

The tested configuration (see Fig. 2) consists of an infinite

3-mm-thick aluminum plate of physical properties: Young’s

modulus, E¼ 70 GPa; volume density, q¼ 2700 kg/m3; and

Poisson’s ratio, � ¼ 0:35. Eight receivers (blue crosses) are

placed at known positions over its surface. The origin is taken

at the center of the array of receivers. At position ð2; 1Þ cm, a

defect is modeled by a point scatterer with constant fd (isotro-

pic scatterer). A set of 500 sources (red dots) are randomly

distributed around the receivers.

The emission signal is a one-cycle Hanning-windowed

sine of frequency f0 ¼ 20 kHz. The sampling frequency is

1:5 MS/s. For each pair of receivers, the summed cross cor-

relation over all sources is computed (an example is dis-

played in Fig. 3).

FIG. 2. (Color online) Schematic representation of the simulated configuration.
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The backpropagation-based imaging algorithm recalled

in Sec. II is then applied on the positive time lag of com-

puted differential cross correlations. The obtained localiza-

tion image for an area of (40� 40) cm2 around the defect is

depicted in Fig. 4. Pixel intensities are normalized with

respect to the maximum intensity. As expected, the defect

location is correctly localized.

Now, we are interested in highlighting the effect of syn-

chronization errors on the defect localization image quality.

These errors are modeled by random shifts following a

Gaussian distribution, Nð0; rÞ, which is introduced on the

computed cross correlations. For each value of r, the contrast

ratio between the cases with and without synchronization errors

is computed and averaged over 500 realizations. This averaged

numerical contrast ratio can then be compared to the theoretical

expression established in Sec. II [see Eq. (30)].

In this case of a Gaussian distribution, the Fourier trans-

form of the probability density function is

pðxÞ ¼ 1ffiffiffiffiffiffi
2p
p e�r2x2=2: (46)

Consequently, Eq. (30) in Sec. II becomes

Cr ¼ e�r2x2
0 : (47)

If the Moore-Penrose pseudo-inverse process is applied,

then, according to Eq. (42), the contrast ratio becomes

~Cr ¼ e �ðN�1Þr2=N2½ �x2
0 : (48)

The corresponding curves as a function of r are repre-

sented in Fig. 5 along with the averaged numerical contrast

ratios computed from the simulation.

First, referring to Fig. 5(a), the numerical contrast ratio

(red circles) matches the theoretical prediction (black line)

for small values of r (r 	 7 ls). Above 7 ls, we notice a

discrepancy of the numerical curve compared to the theoret-

ical curve. This is due to the assumption of low sigma values

used in Sec. II. Finally, from Fig. 5(b), it is clear that the

Moore-Penrose pseudo-inversion leads to a significant

improvement in the contrast ratio subsequent to the minimi-

zation of the standard deviation of the resynchronization

error.

FIG. 3. Example of a cross correlation summed over all sources and nor-

malized with respect to the maximum value.

FIG. 4. (Color online) Defect localization image.

FIG. 5. (Color online) Comparison between numerical (black circles) and theoretical (red line) contrast ratios in the cases (a) without and (b) with applying

Moore-Penrose pseudo-inverse process.
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This improvement effect brought by the Moore-Penrose

pseudo-inversion on the quality of the defect localization is

highlighted in Fig. 6. Two examples of localization images

[Figs. 6(a) and 6(c)] without and [Figs. 6(b) and 6(d)] with

applying the regularization process for standard deviations

of the resynchronization errors r ¼ 7 ls and r ¼ 12 ls are

presented.

As expected, the reduction of resynchronization errors

leads to a significant improvement of the localization images

quality.

V. CONCLUSION

This paper deals with the problem of possibly imperfect

signal resynchronization for passive imaging based on noise

correlation in plate-like structures when acoustic sensors

with independent timebases are used.

Theoretical developments have been performed to quantify

the degradation of the contrast ratio of defect localization

images as a function of the statistical properties of the resynch-

ronization errors of the correlation functions. A simple numeri-

cal simulation has been performed to validate the obtained

theoretical expression of contrast ratio versus standard deviation

of resynchronization errors. In addition, it has been revealed

how this standard deviation can be significantly reduced by

applying a suitable pseudo-inverse processing. This allows to

maintain satisfying detection contrast even when correlation

functions are imperfectly resynchronized. This work can be of

great interest for SHM applications using, possibly, wireless

acoustic sensor networks.

Future work will focus, in particular, on the effect of mea-

surement noise, sources distribution, and residual synchroniza-

tion errors caused by imperfect Green’s function reconstruction.
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NOMENCLATURE

SYMBOLS OF ENGLISH ALPHABET

B Source function

FIG. 6. (Color online) Comparison between localization images in the case of [(a) and (b)] r ¼ 7 ls, [(c) and (d)] r ¼ 12 ls, [(a) and (c)] without and [(b)

and (d)] with applying the Moore-Penrose pseudo-inverse process.
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BPF Back propagation function

C Cross correlation

Cmes measured cross correlation

Cres resynchronized cross correlation

C0 Ambient noise auto correlation

Cr Contrast ratio
~Cr Contrast ratio after applying the Moore-Penrose

pseudo-inversion process

G Green’s function

I Pixel intensity computed on the defect position using

synchronized cross correlations

Ires Pixel intensity computed on the defect position using

resynchronized cross correlations

smes Measured signal

M Connectivity matrix

Mþ Moore-Penrose pseudo-inverse of M
N Number of sensors

Nc Number of sensor pairs

p Probability density function of resynchronization

errors

Symbols of Greek alphabet

d Correlation’s time shift

D Sensor’s time drift

E Resynchronization error

Ep Resynchronization error after applying the Moore-

Penrose pseudo-inversion process

x0 Central frequency of the bandwidth

r Standard deviation of resynchronization errors

r0 Defect scattering cross section

rp Standard deviation of resynchronization errors after

applying the Moore-Penrose pseudo-inversion process

v Geometric factor
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