
HAL Id: hal-04606973
https://hal.science/hal-04606973

Submitted on 19 Jun 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Perception of changes in source orientation-dependent
reverberation for a visible virtual vocal source
Pablo Abehsera-Morell, David Poirier-Quinot, Brian F. G. Katz

To cite this version:
Pablo Abehsera-Morell, David Poirier-Quinot, Brian F. G. Katz. Perception of changes in source
orientation-dependent reverberation for a visible virtual vocal source. 156th Audio Engineering Society
Convention, Audio Engineering Society, Jun 2024, Madrid, Spain. �hal-04606973�

https://hal.science/hal-04606973
https://hal.archives-ouvertes.fr


Audio Engineering Society

Convention Express
Paper 248

Presented at the 156th Convention 
2024 June 15–17, Madrid, Spain

This Express Paper was selected on the basis of a submitted synopsis that has been peer-reviewed by at least two qualified
anonymous reviewers. The complete manuscript was not peer reviewed. This Express Paper has been reproduced from
the author’s advance manuscript without editing, corrections, or consideration by the Review Board. The AES takes no
responsibility for the contents. This paper is available in the AES E-Library (http://www.aes.org/e-lib), all rights reserved.
Reproduction of this paper, or any portion thereof, is not permitted without direct permission from the Journal of the Audio
Engineering Society.

Perception of changes in source orientation-dependent
reverberation for a visible virtual vocal source
Pablo Abehsera-Morell, David Poirier-Quinot, and Brian F.G. Katz

Sorbonne Université, CNRS, Institut Jean Le Rond ∂ ’Alembert, UMR 7190, Paris, France

Correspondence should be addressed to Pablo Abehsera-Morell
(pablo.abehsera_morell@sorbonne-universite.fr)

ABSTRACT

In extended reality experiences, dynamic rendering updates the auralisation as changes happen in the scene. In this
study, we are interested in how the reverberant part of a directional vocal sound source is perceived as it rotates and
whether it contributes to the perceived naturalness of the scene’s acoustics. An experiment was conducted where
participants were immersed in a virtual scene containing a visible virtual person source that would vocalise. The
virtual source was auralised with a range of dynamic rendering approaches. Participants were asked to rate the
perceived naturalness of the acoustics of the scene when listening to the different auralisations. The results of the
perceptual test provide insights into how the changes in the reverberation pattern were perceived and how those
changes affected perceived naturalness.

1 Introduction

When creating experiences in extended reality (XR), au-
ralisation is used to assign desired acoustic characteris-
tics to virtual sound sources. It is generally understood
that, for a virtual source to be perceived as plausible,
its acoustic characteristics must resemble those that it
would have if it physically existed in the space where it
is rendered [1, 2]. If the source or receiver are not static,
the auralisation must be able to adapt and reflect any
changes happening in the scene. Dynamic rendering is
used to update the auralisation as such changes happen.

Directivity is one characteristic of sound sources that
may require the use of dynamic rendering. It refers
to how a sound source radiates energy as a function
of direction and frequency. If a source is directional,
its orientation relative to the listener will have an im-
pact on how it is perceived. If the source’s orientation
changes, this will cause an acoustically perceivable
change. In a reverberant environment, the directivity of
a source ultimately affects the intensity of each of the
reflections that arrive at a listener’s ears from various
directions, resulting in audible spectral and spatial cue
differences [3].
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Previous work has investigated the rendering of di-
rectivity in binaural auralisation of reverberant spaces.
Steffens et al. [4] provides a good summary of the cues
that must be present to plausibly render directivity.

The work of Postma et al. [5], Blau et al. [6] and Sloma
et al. [7] investigated the impact of including source
directivity rendering in auralisations. Overall, it is indi-
cated that including source directivity in the rendering
leads to higher plausibility of virtual sources.

It is not yet clear how accurate the directivity render-
ing needs to be when other modalities associated to
XR, such as visuals, are present. In Postma and Katz
[8], participants rated the plausibility of virtual sound
sources with an accompanying visual reference. No sig-
nificant differences were observed between a static di-
rectivity rendering and a dynamic directivity rendering,
contrasting with the significant differences reported in
a previous experiment where there was no visual refer-
ence [5]. Furthermore, in a study by Robotham et al.
[9], it is suggested that 6-degrees-of-freedom (6DoF)
listening may increase just-noticeable-difference (JND)
values related to perception of source directivity. These
works could imply that simplified directivity render-
ing may be used in XR without negatively impacting
plausibility or perceived naturalness.

In this study, we are interested in how different degrees
of directivity rendering are perceived by listeners when
the virtual source is visible. It could be expected that
an omnidirectional (or static) auralisation of a source
that is visibly rotating may be perceived as less natural
than one with directivity processing (or dynamic), as
the acoustics would not be congruent with the visual;
or, on the other hand, watching the source rotate could
trick the listener into perceiving an acoustical change
that is not happening, similarly to the way the ventrilo-
quist effect affects sound localisation [10]. Moreover,
it could also be of interest to observe how a partial
implementation of directivity, or a completely dynamic
but partially wrong implementation would compare to
each extreme.

With this question in mind, we have conducted an ex-
periment. Participants were immersed in virtual scenes,
using a head-mounted display (HMD) and headphones,
and rated the naturalness of a series of auralisations of a
visible virtual source. The source was always a record-
ing of a person, who would either tell a story or do
other sorts of vocalisations (such as singing, whistling
or beat-boxing) while facing different directions.

The results of this experiment could help to inform
what degree of directivity processing to use in binau-
ral auralisation of visible virtual sound sources in XR
applications.

2 Methods

A listening test was prepared, employing static binaural
audio rendering in a virtual reality application. This
section breaks down the design of the experiment.

2.1 Acoustic and visual environments

Binaural room impulse responses (BRIRs) were cap-
tured in a meeting/library room (l 12 m, w 9 m, h 3 m;
T30mid = 0.47 s). A directional loudspeaker (Genelec
8331A) was used as source and a binaural dummy
head (Neumann KU-80) fitted with microphones (DPA
4060) at the entrance to the ear canals was used as
receiver. Two source-receiver configurations were mea-
sured: one in the centre of the room (Poscenter), and one
where source and receiver were 1 m away from a wall
with windows, forming a line parallel to it (Poswall). In
both configurations, source and receiver were 2 m apart
and at a height of 1.5 m. For each configuration, BRIRs
were captured for the source at 36 different horizontal
orientation values: from 0° to 350° in 10° steps.

The room was visually recorded at 30 fps using a 360°
camera (Ricoh Theta X). The camera was placed in
each receiver position, facing straight at where the
source was positioned. Video captured by the cam-
era can be played back through a HMD, allowing the
user visual 3DoF.

2.2 Acoustic and visual sources

Recordings for two different speakers were captured
in an anechoic chamber using a head-mounted micro-
phone (DPA 4088). The speakers, recorded individu-
ally, would vocalise while facing different directions,

Fig. 1: Measurement setup in Poscenter (L) and Poswall
(R) of the test room.
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as one may do when telling a story or singing. Clips
lasting approximately 12 s were recorded.

The speakers were visually captured using the 360°
camera, aimed straight at them. The camera was posi-
tioned 2 m away from the speakers, standing in a green-
screen setup. For each captured clip, the green-screen
was later removed using the keying feature (Adobe Pre-
miere Pro), and the clip was then overlaid over each
position configuration in the virtual room. Colour cor-
rection, brightness and contrast adjustments were ap-
plied to the video recordings to ensure they blended in
as seamlessly as possible.

Orientation data to represent where the speakers were
facing at each point in time was generated using
Blender. An avatar was generated, and its orientation
data was written, using automation, to match that of the
speaker during each specific video clip. When playing
back the video, it could be observed that the avatar was
correctly mimicking the real-time orientation of the
speaker. The orientation animations, saved at a rate of
30 Hz, were exported as text files for each clip.

2.3 Auralisation methods

Four acoustic conditions were devised to be rated in the
listening test. In the first one (Acreal), each clip was au-
ralised with the measured BRIRs. Using the generated
orientation data, overlap-add convolution was used to
convolve each frame with the BRIR corresponding to
the measured orientation nearest to that of the speaker,
at a rate of 30 Hz. Hanning windowing was used for
smooth transition between frames. In the second condi-
tion (Acdirect), a modified version of the BRIR dataset
was used, where the reverberant part of each BRIR was
substituted with that of the BRIR corresponding to the
source facing at the camera (azimuth 0°). This meant
correct direct path directivity but identical reverberation
across all orientations. In the third condition (Acstatic),
the BRIR of the source at azimuth 0° was used regard-
less of the source orientation. In the final condition
(Acinvert), another modified BRIR dataset was used,
where the direct sound was again left untouched but
the reverberant part of each BRIR was substituted for
that of the BRIR corresponding to a 180° shift. This
meant correct direct path directivity and dynamic but
incorrect reverberation, non-congruent with the visual
orientation of the source.

Auralisations were created for each condition, for both
source-receiver configurations. In total, nine clips were

auralised: 3 natural speech clips (Stimnatural), where
the speaker told a short story at a normal intensity; 3
forced clips (Stimforced), consisting of (i) speech with
a higher intensity, (ii) singing, and (iii) beat-boxing;
and 3 training clips (Stimtraining) consisting of (i) the
/tS/ phoneme (as in chop) repeatedly, (ii) whistling,
and (iii) the word “pah" shouted repeatedly, with short
pauses in between.

The motivation behind having different types of stimuli
was to be able to assess the acoustic conditions for both
ecologically valid scenarios (Stimnatural) and scenarios
that would better highlight the acoustics of the room
(Stimforced, Stimtraining).

The goal when selecting which clips to use was to
ensure that a variety of orientation change patterns were
included in each of the three groups. For instance, in
the Stimnatural group, one of the clips had a continuous
anti-clockwise rotation, while the other two had more
abrupt shifts in different directions.

2.4 Experimental setup

The listening test was carried out in a standalone appli-
cation developed in Unity. Participants wore a HMD
(Meta Quest 3) and headphones (Sennheiser HD-600)
in an acoustically treated, semi-isolated studio room
that ensured optimal listening conditions.

In the application, participants found themselves in the
virtualised room, at one of the two captured positions.
They could turn their head in 3DoF to look around the
room, but their position was fixed. Participants were
asked to stand during the experiment and to stay in the
same spot during its duration.

As the binaural rendering was static, it was important
for participants to face straight and not rotate their
heads while listening to the auralisations. To ensure
this, a movement threshold was implemented. If the
participant did not face forward during the experiment,
the audio would be muted, and an error popup would
appear, reminding the participant that they should do
so. A tolerance of 10° was allowed. It was verified
before each participant began the experiment that the
popup would not appear when they were facing straight
in their natural posture to ensure that they would be
comfortable during the experiment.
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Fig. 2: Participant perspective for Poscenter (L) and
Poswall (R).

2.5 Protocol

Figure 2 displays the visuals in the experiment. On
each test page, participants were presented with one
recorded clip at one of the two source-receiver posi-
tions. The speaker would look as if they were standing
2 m in front of the participants. A semi-transparent
interface was presented in front of them, towards the
floor at an angle, so as not to occlude the virtual speaker.
To interact with the interface, participants used a laser
pointer coming out of the controller and the frontal
trigger to click.

Using the interface, participants could trigger and
restart playback at will. They could choose between
a number of acoustic conditions (2 during the train-
ing phase, 4 for the remainder of the experiment) to
listen to while the clip played. On the top part of the
interface, the question “How natural do the acoustics
sound when the speaker moves?” was presented. A
7-point scale, with values labelled Very unnatural (1),
Somewhat unnatural (3), Somewhat natural (5), and
Very natural (7) was placed under the question. Ratings
could be set using a slider. To avoid bias towards the
initial value, the slider handle was invisible by default
on each page, appearing only once a rating was first set.
Participants could progress to the next page only once
all conditions had been rated.

The listening test consisted of 15 scenes. The first
3 scenes, used for training, presented the 3 Stimtraining
stimuli at the Poswall configuration. Only the acoustic
conditions Acreal and Acstatic were presented during the
training. The remaining 12 scenes presented all 4 acous-
tic conditions for the 6 Stimnatural and Stimforced stim-
uli at both Poswall and Poscenter positions. Stimuli and
position presentation order were randomised, as well

as the order of the buttons used to trigger the acoustic
conditions on the interface in each scene.

A pause scene was introduced in the middle of the 12-
scene block, allowing participants to take a short break.
During the break, the experimenter offered to remove
the headset and allow them to sit down if they wished
to.

After finishing the experiment, an informal interview
was conducted with each participant. The aim of the
interview was to complement the quantitative data pro-
vided by the ratings and help better understand what
criteria participants used when rating the different con-
ditions. They were asked to share their thoughts on the
experiment and if they felt that any of the specific clips
or one of the two positions made it easier or harder to
distinguish between conditions.

2.6 Participants

A total of 17 people with self-reported normal hear-
ing (4 female, 12 male, 1 non-binary) took part in the
experiment. The mean age was 28.2±3.5 years. All
participants had previously been physically in the room
that was virtualised. Based on their answers regarding
experience with critical listening tasks and experience
with HMDs, 8 participants were considered as experts
and 9 were considered as naïve. The mean time taken
to complete the experiment was 27±7 minutes. Partic-
ipants were compensated 15AC.

3 Results

3.1 Analysis Method

To assess the impact of (1) acoustic condition, (2) posi-
tion in the room, and (3) stimulus on participants’ rat-
ings, analyses of variances (ANOVAs) were conducted.
The first-order interaction terms between the factors
were also analysed. Statistical significance was deter-
mined for p-values below a 0.05 threshold. The nota-
tion p < ε is adopted to indicate p-values below 10−3.
Post-hoc pairwise comparisons for significant factors
were made with Tukey-Kramer adjusted p-values, or
with Wilcoxon rank-sum p-values for unbalanced com-
parisons.
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Fig. 3: Overall impact of acoustic condition on ratings.
Mean and 95% confidence intervals (CI) dis-
played.

3.2 Direct impact of investigated factors

The acoustic condition had a significant impact on par-
ticipants’ ratings (F = 51.7, p < ε). Acreal was rated
above Acdirect (5.2±0.1 vs 4.5±0.1, p < ε), itself rated
above Acstatic (4.5±0.1 vs 3.5±0.1, p < ε). Acdirect
was also rated above Acinvert (4.5±0.1 vs 3.6±0.1,
p< ε). There was no significant difference between the
Acstatic and Acinvert ratings. The impact of acoustics
on participants’ ratings is depicted in Figure 3.

No significant difference was found between Poscenter
and Poswall ratings. This can be observed in the simi-
lar rating trends for both participant groups, regardless
of position, on Figure 4. Furthermore, there was no
significant impact of stimulus category (Stimnatural or
Stimforced) on ratings. Stimuli, on the other hand, had
a significant impact on participants’ ratings (F = 3.1,
p = 0.008). Two of the three Stimnatural stimuli were
rated above the Stimforced beat-box stimulus (4.4±0.1
and 4.3±0.1 vs 3.7±0.1, p = 0.002 and p = 0.013).
Moreover, the singing stimulus was also rated sig-
nificantly above the beat-box stimulus (4.4±0.1 vs
3.7±0.1, p = 0.003).

3.3 Further interactions

The analysis of variance did not reveal any significant
first-order interaction between any of the investigated
factors of acoustic condition, position, stimulus, and
stimuli category. Focusing the analysis on individual
acoustic conditions revealed that Acinvert was rated
significantly lower at Poswall than at Poscenter (4.0±0.2
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Fig. 4: Impact of acoustic condition on ratings for the
two positions in the room. Mean and 95% CI
displayed.

vs 3.3±0.2, p = 0.002). No such difference was found
for the other acoustic conditions.

Interestingly, the group of expert participants rated the
Acinvert acoustic above Acstatic (3.8±0.2 vs 3.2±0.2,
p = 0.043). For this group, Acinvert actually received
ratings similar to those of Acdirect at the Poscenter posi-
tion, significantly above the Acstatic condition (4.7±0.2
and 4.2±0.3 vs 3.1±0.3, p < ε). This change was not
observed at Poswall. These results are illustrated in
Figure 4.

3.4 Interviews

The most common idea shared by participants was that
they felt most confident rating the Stimnatural aurali-
sations. Non-experts usually claimed that, in the real
room, they were used to hearing people talk, which
helped them when comparing the sound of the virtual
speaker to their internal reference of someone speaking
in the room.
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For other clips, such as the Stimforced beat-box (which
was universally identified as hardest to rate), they
claimed that no internal reference existed because they
were not used to hearing people beat-box, particularly
in that type of room. According to them, this made it
harder to rate how natural the auralisations felt. Some
participants suggested that the way speakers moved
during each stimulus also impacted their judgement.
They argued that a consistent, progressive rotation was
easier to judge than an abrupt one.

Around half of the participants felt more apt to appraise
differences between acoustic conditions at the Poswall
position. Most of the rest claimed that the position
did not impact their ability to rate the conditions. Two
participants said they preferred the Poscenter position.

Most participants alluded to noticing that one of the
conditions was always static (or omnidirectional). Typ-
ically, they rated it as less natural when they identified
it. Interestingly, a few participants claimed that they
tended to prefer this condition, as they felt that the re-
verberation changes in the dynamic conditions were
too drastic and, therefore, unrealistic.

4 Discussion

The observed impact of the acoustic conditions on rat-
ings (Acreal > Acdirect > Acstatic) was as expected, as
naturalness was negatively impacted by the degradation
of directivity in the auralisation. This is in line with
the existing literature, which suggests that directivity
rendering contributes to creating more realistic aural-
isations. In general, it could be said that the presence
of the visual reference did not mask the acoustically
perceivable differences between the ideal Acreal and
the degraded conditions. Interestingly, this contradicts
the results of Postma and Katz [5, 8], where static ren-
dering was rated as highly as dynamic rendering when
there was a visual reference, but not when the experi-
ment was audio-only.

It is interesting to see that the Acinvert and Acstatic con-
ditions were rated similarly. This could imply that
having some sort of acoustical change when a visible
source rotates is not enough by itself to produce a more
natural experience, but rather, that the change has to be
congruent with the visual to be perceived as natural.

For expert listeners, however, the Acinvert condition
was rated higher than the Acstatic condition overall, and
it was even rated as highly as the Acdirect condition

at the Poscenter. This implies that, depending on the
acoustic configuration, a significantly wrong (but dy-
namic) rendering of directivity may be able to create
a more natural auralisation than a rendering with no
directivity at all.

Both naïve and expert listeners rated the Acinvert con-
dition significantly lower at the Poswall than at the
Poscenter. This could be explained by the fact that there
is a bigger difference in the acoustic cues produced
by the speaker facing left or right in Poswall, with the
noticeable presence of the close wall, than in Poscenter.
This implies that correct directivity rendering is partic-
ularly important when the acoustic configuration may
be prone to producing particularly strong acoustic cue
differences.

The impact of the stimuli on participants’ ability to
discern between the acoustic conditions was smaller
than expected. Initially, it was expected that the
Stimforced would be better for revealing differences
between acoustic conditions due to the more intense
dynamics and variety of spectral content across clips.
However, this was not the case, and it actually appeared
that the clips did more harm than good – as highlighted
by the interviews, where most participants said that the
task was easier when assessing the Stimnatural.

As some participants pointed out, other factors (such
as the nature of the orientation shifts, as seen in Fig-
ure 5 and Figure 6) may have a bigger impact on the
perceived naturalness of the auralisation. The results
suggest that Acreal was perceived as being significantly
more natural than the other conditions when the orien-
tation change was consistent and gradual, and that it
was harder to perceive differences when the changes
were abrupt.

5 Future Work

A clear next step to follow from this work would be to
further investigate the impact of directivity rendering
on the perceived naturalness of a visible virtual source,
with a bigger focus on early reflections. Our results
indicate that participants could tell the correct directiv-
ity rendering apart from a simplified approach and a
partially wrong approach. Recent works such as [11]
seek perceptually motivated rendering, aiming to en-
able plausible auralisation without needing to conduct
extensive measurements or simulations. To contribute
to this line of research, a study could be conducted
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Fig. 5: Impact of the Stimnatural stimuli on ratings for
the two positions in the room (all participants).
Mean and 95% CI displayed.

where different degrees of directivity-related process-
ing in the early reflections are assessed for this kind of
context.

Another path that could be followed would be to modify
the task to become more ecologically valid. While
the results of this work are valuable, it could be of
great interest to properly assess the impact of directivity
rendering on the realism of XR experiences without
making participants actively focus on the acoustics,
utilising paradigms more akin to those used in [12]
or [13]. For instance, having an experimental setup
where two participants talk to each other (instead of
having single participants watch a recording) would
allow to better understand the importance of directivity
processing for having natural interactions in XR.

6 Summary

This paper reported the results of an experiment de-
signed to assess the impact of directivity-related rever-
beration rendering on the perceived naturalness of a
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Fig. 6: Orientation data for the three Stimnatural stim-
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of the source.

visible virtual vocal source. In this experiment, partic-
ipants were immersed in a VR scene where a person
spoke to them while facing in different directions.

In the VR experiment, a series of auralisation strategies
were assessed. Auralisations made with realistic direc-
tivity rendering in the reverberant part were generally
perceived as more natural than those made with static
reverberation or partially incorrect directivity rendering.
However, a partial implementation of directivity was
better rated than no implementation at all and, depend-
ing on the position in the room, a more complete but
partially wrong implementation. The influence of other
factors on the perceived naturalness was also revealed.
Listening expertise and the nature of the source’s rotat-
ing motion may also play an important role.

Therefore, it can be concluded that the presence of a
visual stimulus meant that the auralisations benefited
from correct directivity rendering that was congruent
with the visual. Instead of tricking participants into
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perceiving wrong directivity rendering as correct, the
visual somewhat highlighted the incongruities caused
by auralisations that did not properly reflect what was
being displayed.
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